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ABSTRACT: Experimentally, the solubility of oligoglycines in water decreases as its
length increases. Computationally, the free energy of solvation becomes more favorable
with chain length for short (n = 1−5) oligoglycines. We present results of large scale
simulations with over 600 pentaglycines at varying concentrations in explicit solvent to
consider the mechanism of aggregation. The solubility limit of Gly5 for the force field
used was calculated and compared with experimental values. We find that
intermolecular interactions between pentaglycines are favored over interactions between
glycine and water, leading to their aggregation. However, the interaction driving peptide
associations, liquid−liquid phase separation, are not predominantly hydrogen bonding.
Instead, non-hydrogen bonding interactions between partially charged atoms on the
peptide backbone allow the formation of dipole−dipole and charge layering correlations
that mechanistically stabilize the formation of large, stable peptide clusters.

■ INTRODUCTION

Proteins fold because water is a marginal solvent for peptide
polymer chains.1,2 Changing the quality of the solvent affects
solution stability or aggregation and is usually accompanied by
changes in protein stability.3−5 Timasheff and co-workers have
analyzed changes in protein stability and solubility in the
presence of osmolytes in terms of liquid state correlations
among the protein, the solvent, and the osmolyte.6−8 The
correlations may be described by preferential inclusion or
exclusion of cosolvents in the protein solvation shells. Other
work has parsed the solution data into contributions from the
backbone vs the side chains in various solvents and has shown
that the backbone contributes significantly to changes in
protein stability and solubility.5,9

Oligoglycines are useful models of the protein backbone and
of aspects of protein folding3,4 since as their length increases,
their solubility in water decreases,10,11 resembling the marginal
solubility and behavior of many globular proteins in water.
They are also idealized models of certain intrinsically
disordered proteins (IDPs) or disordered protein domains
because of their inherent flexibility and lack of persistent
secondary structure. This allows us to use them to examine
transitions from “extended, disordered states” to “collapsed,
disordered states” observed in IDPs.12 Simulations of dilute
oligoglycine models show that they collapse in water,3,4 a result
that was borne out by single molecule fluorescence correlation
spectroscopy experiments on oligoglycines at subnanomolar
concentrations.13 The collapse of long oligoglycine is another
manifestation of the experimental poor solubility of short
oligoglycines in water. Remarkably, this collapse occurs in spite
of the favorable decrease in solvation free energy with increase
in length that has been calculated at infinite dilution.14

In both peptide collapse and aggregation, the result is not a
solid state but a liquid−liquid phase separation characterized by

increased turbidity in the solution.10,11,13 The occurrence of a
separate dense liquid phase has been noted in the
precrystallization stage in proteins as well.15−19 Liquid−liquid
phase separations are usually induced by changing temperature
and/or concentration.15,20 However, such a separation can also
be formed by inducing a large dipole moment in the protein or
peptide by, for instance, changing the pH of the solvent.21−23

pH dependent changes in the solubility of Ribonuclease Sa
resulting in the formation of insoluble amyloid fibrils of the
protein have also been reported.24 Change in solubility can also
be caused by altering the flanking sequence of aggregating units
as has been observed in Huntingtin protein.25

Here, we simulate the aggregation of pentaglycines in water
as a model of a liquid−liquid phase separation analogous to
proteins and analyze the molecular basis of the transition. In
folding and aggregation, we expect a mechanism dominated by
solute-to-solute interactions. Generally, protein and peptide
structures are thought to be dominated by hydrogen bonding.
We analyze the nature and type of interactions responsible for
the solubility limit of our model peptides. In the next section,
we describe the models and computational methods used. We
then present and discuss the results in terms of the interactions
and correlations found in the systems. We conclude by drawing
comparisons to longer oligomers of glycine and consider the
role these mechanisms may play in the function of IDPs.

■ METHODS
In order to study the phase separation of glycine oligomers, we
built systems of 625 pentaglycines with capped ends (Gly5) at
two concentrations, 0.3 M (the concentrated system) and 0.03
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M (the dilute system). Both concentrations are above the
extrapolated experimental solubility limit of pentaglycines of
around or under 1 mM.11 Computationally, solubility limits are
not known for the protein force fields used. Some liquid state
studies have been done on ionic solubilities for common force
fields that showed interesting trends with respect to van der
Waals parameter contributions.26 The large number of peptides
used in this study is necessary to allow for the formation of
clusters/aggregates that are large enough to overcome surface
tension effects. A large system also ensures that artifacts of the
periodic boundary conditions can be made small; for example, a
smaller system would have a smaller heat capacity, which would
affect the rate at which aggregation proceeds.27

Simulation Protocol. The peptides, built with
CHARMM,28 were arranged on a cubic lattice and solvated
using VMD29 at concentrations of 0.3 and 0.03 M. The
concentrated system had 90,940 water molecules and a cubic
cell of side length 145 Å. The dilute system had 1,105,898
water molecules and a cubic cell of side length of 325 Å.
The concentrated system was run three times. In one run it

was briefly heated to 400 K, cooled, and equilibrated at
constant pressure and temperature (NPT) (pressure = 1 atm;
temperature = 300 K) for 2 ns, the pressure checked at
constant volume for 1 ns, and then run for a 100 ns in NPT
(pressure = 1 atm; pressure = 300 K). Aggregation began as
soon as the temperature was reassigned to 300 K. The other
two were run, one for 100 ns and one for 50 ns, in the NPT
ensemble (pressure = 1 atm; temperature = 300 K) after
minimization; aggregation started immediately in both runs.
Results reported here are primarily for the nonheated system
run for a 100 ns unless otherwise noted. The dilute system was
first equilibrated in NPT (pressure = 1 atm; temperature = 300
K) for 2 ns and in NVT (temperature = 300 K) for 1 ns, before
being run in the NPT ensemble (pressure = 1 atm; temperature
= 300 K) for 100 ns.
The NAMD package was used to run all simulations30 with

the CHARMM22 force field with cmap correction.31,32 The
velocity Verlet algorithm was used to calculate the trajectories
of the atoms. A time step of 1 fs was used. Particle Mesh Ewald
was used to calculate long-range electrostatic interactions, with
a maximum space of 1 Å between grid points. Long-range
electrostatics were updated at every time step. Van der Waal’s
interactions were truncated at 12 Å. All bonds were constrained
using the RATTLE module. Temperature was controlled with
Langevin dynamics with a damping coefficient of 4/ps, applied
only to non-hydrogen atoms. Pressure was controlled by the
Nose-Hoover method with the Langevin piston, with an
oscillation period of 200 fs and a damping time scale of 100 fs.
Simulations were run on Keeneland, a heterogeneous, high

performance computing system with 264 nodes comprised of
HP SL250 servers. Each node has 32 GB of host memory, two
Intel Sandy Bridge CPU’s, and three NVIDIA M2090 GPUs.
The communications network architecture is a Mellanox FDR
InfiniBand interconnect.33

Solubility Limit. All binary mixtures that are not miscible in
all proportions display a solubility limit. Different aqueous
systems at ambient conditions may undergo either a liquid−
liquid phase separation or a liquid−solid transition. For the
systems here, all evidence both theoretical and experimental
points to a liquid−liquid separation. Experimentally, when
density differences between the two phases are large, gravity is
sufficient to separate the liquids. When the density difference is
less, an ultracentrifuge may be employed. Here, we have chosen

a route computationally convenient without the presence of
another field to separate the phases.
We consider a phase separated system in terms of aggregated

clusters and supernatant, which has only monomers and small
associated clusters. This is based on the expectation that given a
standard nucleation barrier, we would expect a few large
clusters and some number of solute molecules not in aggregates
left in equilibrium in solution. The supernatant by definition is
at the concentration of the solubility limit in a phase separated
system. On the basis of the cluster size distribution, we can
remove the substantial clusters from our supernatant by
calculating the number of molecules and the solvent excluded
volume of the large clusters and subtracting them from the total
system. The DAlphaBall package34 was used to compute the
solvent accessible volume. As the clusters are dynamically in
exchange with molecules in the solvent, we average over 1000
time points after the phase separation in completed, in the last
50 ns.

Structure and Number of Interactions. Cluster
definitions are highly dependent on the nature of the clustering
molecules. Here, the inherent flexibility of the pentaglycine
makes the classification of peptides into clusters based on the
distance between the centers of mass or geometry ambiguous.
Furthermore, a cutoff distance based on these centers leads to
erroneous assignment of well solvated peptides into “clusters”.
For our analysis, we have used an all-atom distance criteria.
While this is more computationally intensive, it gives us an
accurate cluster assignment. We have assigned two peptides to
the same cluster if the distance between any two atoms in the
peptides is ≤4 Å, which is just larger than the donor−acceptor
distance for a H-bond but small enough that water may not
intervene.
The conventional belief is that as a peptide collapses (or

aggregates) and sacrifices solvation free energy, it gains stability
through internal interactions, particularly hydrogen bonds.35,36

For our purpose, we used a generous (loose) definition of
hydrogen bonding. An H-bond was defined as present if the
distance between O and polar H atoms was less than 2.4 Å. The
H-bond criteria is the same as the one used by default in the
CHARMM program and has been shown to include all H-
bonds possible when an angle cutoff was not included.37 Other
stabilizing interactions for proteins involving the backbone CO
dipoles have been considered in the literature.38 We
investigated the prevalence of such interactions in our analysis.
A CO−CO interaction was considered to be present if the
distance between C and O atoms was ≤4.2 Å. Both cutoff
distances were taken from the radial distribution curves of the
respective atoms about each other.

Interaction Energy and Energy Distributions. The total
energy was decomposed in the usual solvent−solvent, solute−
solvent, solute−solute, and intrasolute terms as reflected in the
force field. Those were further subdivided into van der Waals,
electrostatics, and bonded interactions. We also monitored the
classical H-bonds in the total energy categories. A variety of
dipolar interactions were also monitored of which H-bonds are
a subset. For the analysis presented below, the H-bond energy
between a pair of NH and CO atoms was calculated as the sum
of the Lennard-Jones potential and electrostatic interactions:
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where i defines the donor atoms N and H, and j defines the
acceptor atoms C and O.
The CO−CO interaction energy was calculated using the

same method with a second CO atom pair instead of the NH
atom pair. A distance cutoff of 10 Å between the O and H
atoms for H-bonds and the O and C atoms for CO−CO
interactions was used to exclude long-range interactions that
have a negligible contribution to the interaction energy.
Dipole Correlations. We calculated the dipole moment of

the peptide amide group using the method described by Ripoll
et al.39 The peptide group dipole is defined as
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where ri is a charge-weighted average of the positions of the
atoms in the dipole, i.e.,
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Correlations between two dipoles are given by the dot product
between them.

■ RESULTS
Gly5 Aggregates in a Concentration Dependent

Manner. The concentrated systems (0.3 M) begin to phase
separate almost immediately during production, and by 10 ns,
distinct “peptide-rich” and water-rich regions are visible. By 20
ns, clusters of tens of peptides are formed for the 300 K runs.
Over the next 30 ns, these clusters combine to form very large
clusters of hundreds of peptides with relatively dry interiors that
resemble droplets observed during simulations of phase
separation in solvophobic solutions.40,41 By 50 ns, these
droplets combine to form a single large cluster of over 550
peptides that persists for the remainder of the simulation
(Figure 1a). Considerable fluctuations in shape occur
constantly. No stable secondary structural elements are formed.
All systems at the same concentration showed phase separation,
albeit by different pathways. The system that was heated briefly

rapidly formed clusters of hundreds of peptides and was stable
by 20 ns, a classic example of an increase in temperature leading
to an increase in solvation forces driving aggregation.42

Temperature increases leading to increased collapse has
recently been observed in several proteins including IDPs.43

The dilute system (0.03 M) forms clusters of up to 12
peptides, which then break up and reform repeatedly (Figure
1b). Throughout the simulation, we did not observe phase
separation, and large clusters like those observed in the
concentrated system are not formed on the time scale allotted
for the computer experiment.
The time averaged distribution of the observed clusters by

size, shown in Figure 2, demonstrates the variation of cluster

sizes in the two systems in the last 50 ns, the period after phase
separation has occurred in the concentrated system. The cluster
size distribution over the entire simulation is also shown
(inset). Two peptides are defined as belonging to the same
cluster if the distance between any two atoms in the peptides is
≤4 Å, a distance just larger than the donor−acceptor distance
for a H-bond. For the entire last 50 ns in the concentrated
system (indicated by red squares), most of the peptides (∼600)
are in a single large cluster, while the remaining peptides are
present in the solvent as monomers. There are no clusters of
intermediate sizes during this period. The dilute system
(indicated by blue triangles) has a few hundred monomers.
As the cluster size increases, their number of occurrences
decreases until when the cluster size reaches 10, it goes to zero
and remains there. The inset shows the variation across the
entire simulation period for both systems. The distribution for
the dilute system is similar to the distribution during the last 50
ns. Across the entire simulation period, the concentrated
system has several clusters of intermediate size. However, since
these clusters are absent after phase separation, it is clear they
are only formed during the initial phase transition stages. If
monomers, dimers, and trimers are considered small clusters,
the ratio of peptides in large clusters to small clusters is 15.9 in
the concentrated system, indicating that at 0.3 M the

Figure 1. Representative snapshots showing clustering in (a) 0.3 M at
100 ns and (b) 0.03 M at 40 ns. The color scheme is red, monomers;
yellow, dimers; green, trimers; and blue, larger clusters. In the 0.3 M
system, almost all of the peptides are in a single large cluster. In the
0.03 M system, there are a few small clusters comprising 4−7 peptides.
Where peptides form a classic secondary structure, it is shown as a
ribbon.

Figure 2. Distribution of average cluster size across the last 50 ns at
the two concentrations. The inset shows variation in cluster size in the
two concentrations across the entire simulation period (100 ns). The
red squares indicates clusters from the 0.3 M solution, and the blue
triangles indicate clusters from the 0.03 M solution.
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equilibrium constant of the concentrated systems favors the
formation of large clusters.
In Figure 3, we have shown a surface rendering of the

peptides from a single simulation snapshot. The morphology

and topography of the peptide cluster surfaces are reminiscent
of those of globular proteins depicted in a similar manner. We
can use water as a convenient probe of the pentapeptide
nanodroplets. We categorize the instantaneous solvation into
three groups: water on a surface peptide, water near clefts or
pores in a cluster, and water excluded from dry interiors of
clusters. In the figure, we have shown examples of all three
types of waters within 6 Å of any atom of a representative
peptide for each category. We chose an interior “dry” peptide,
which was only one layer of peptides deep, for which only a
single water on the surface met the criterion. We also show a
channel of waters protruding through the droplet and waters on
the surface of an exposed peptide. These features are similar to
those seen in and around globular proteins. The difference here
is that the peptide droplets are not made of kinetically stable
secondary or tertiary structure. Thus, the topography the water
samples changes on a few picosecond time scale and is
generally less stable than the surface of natively folded proteins.
Solubility Limit. Using the surfaces as depicted in Figure 3,

we can calculate the concentration of the saturated solution by
subtracting the volume and number of the large clusters from
the whole system and recalculating the concentration from the
remainder as discussed in Methods. Using the plot in Figure 2,
we choose 12 monomers as our demarcation between large
clusters and small. We find the concentration of the saturated
solution to be 0.016 M ± 0.003. This is below both our initial
concentrations of 0.3 and 0.03 M. While the aggregation into
clusters in our more concentrated system stabilized within a few
nanoseconds, no sizable aggregates (greater than 12) formed

on the 100 ns time scale for the 0.03 M system. However, when
the single, large aggregate formed in the 0.3 M system was
placed in a larger box of water, such that its concentration was
0.03 M, the aggregate (comprising 598 peptides) was stable for
over 15 ns, indicating that when large aggregates are formed in
the dilute system, they are very stable, both kinetically and
mechanistically.
Figure 4 depicts the convergence of the solubility as

measured by the concentration in the supernatant with respect

to time for 0.3 M. A precipitous drop initially from around the
starting concentration is seen until we reach a plateau in a few
tens of nanoseconds. Small fluctuations persist as the shape and
makeup of the aggregates evolve in time. The experimental
solubility is lower by an order of magnitude, but the force field
used and force fields in common usage in the field were never
parametrized to give the solubility limit of aggregates.

Interactions Within Clusters. We now consider the
mechanism of cluster formation by computing the number of
stabilizing interactions per peptide, both intramolecular and
with other peptides within a cluster, versus cluster size. H-
Bonds feature prominently in the literature of peptide/protein
structure stabilization, and those are plotted versus cluster size
in Figure 5a. On average, we observe less than two interpeptide
H-bonds per pentapeptide in the concentrated system,
irrespective of cluster size, and the dilute system has even
fewer interpeptide H-bonds. The peptides do not form any
appreciable intrapeptide H-bonds (Figure 5a) in either system.
This is notable, especially given the loose definition of a H-
bond used here, given that the conventional wisdom is that H-
bonds are the primary drivers of the stabilization of collapsed
states in peptide and protein systems.
We observe a considerable number of interactions among the

CO dipoles both intramolecular and with other peptides within
a cluster versus cluster size (Figure 5b). We have defined a
CO−CO interaction as present if the distance between the two
atoms is ≤4.2 Å (taken from the first minimum of the radial
distribution of C atoms about O atoms). All peptides,
irrespective of cluster size, form about 5 intrapeptide CO−
CO interactions in both systems. Most of these interactions
occur between adjacent dipoles that are oriented in the same
direction. We notice that the number of interpeptide CO−CO
interactions increases as cluster size increases in the 0.3 M
system as opposed to the steady number of intrapeptide
interactions. This is a clear concentration dependent stabilizing
effect.
An interaction between CO dipoles is not considered a

traditionally stabilizing protein/peptide interaction. However,

Figure 3. Surface rendering of peptides from a single snapshot from
the 0.3 M system. Three examples of all solvation water that is within 6
Å of a given peptide are shown with red colored water oxygens. The
case of waters near a dry, interior peptide is on the left, around a
surface peptide is shown in the middle, and a channel of waters
penetrating into the cluster is shown on the right.

Figure 4. Concentration of Gly5 in the supernatant versus simulation
time.
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such an interaction is possible due to the partially positively
charged C atom and the partially negatively charged O atom.
Different groups have seen evidence supporting the stabilizing
effect of these effective interactions. Some have referred to
these correlated non-H-bonding interactions of the peptide
group or in terms of quantum chemical descriptors as in n →
π* interactions.38,44 Others have used a classical electrostatic
description of these interactions such as “dipolar electrostatic”
interactions.45 Several such interactions have been observed in
crystal structures of small molecules, protein−ligand, and
protein structures.38,44,45 As the classical electrostatics in the
force fields we use are parametrized in part from quantum
chemical calculations, they represent similar model energetic
concepts.
Figure 6 depicts the pair probability distribution of the

energy for traditional H-bonds and the CO−CO interaction
between peptides in the 0.3 M system. Our pair energy
distribution for the H-bond uses only the CO to NH
interaction. Using the whole peptide moiety produces a value
a couple of kcal/mol lower for both the traditional H-bonds
and the CO interactions but does not change the number or

probability of the interactions. While the CO−CO interaction
is weaker than the CO-NH interaction (the lowest point of the
CO to CO peak occurs at −3.0 kcal/mol in comparison to −4.0
kcal/mol for the CO to NH), there are far more CO−CO
interactions as indicated both by the heights of the peaks and
by Figure 5. Thus, CO−CO interactions, while weaker,
contribute more to the overall stability of the clusters.
Therefore, it appears that stable clusters are formed with
hardly any appreciable role played by the expected peptide−
peptide H-bonds. Other, nontraditional dipolar interactions are
seen here to play a significant role holding the clusters together.

Structural Stabilization of Clusters. Stable secondary
structural elements such as α-helices and β-sheets are absent in
the aggregates in the 0.3 M system (Figure 1a). However, we
do observe order in the arrangement of atoms about each other
by charge. Figure 7 shows the radial distribution of positively

charged atoms (H and C) about negatively charged atoms (N,
O, and Cα), negative about negative, and positive about
positive, between peptides. The peak near 2 Å in the +− curve
is from the H···O interactions of hydrogen bonds. Similarly, the
peaks at ∼3 Å in both the like charge curves (++ and −−) are
also due to atoms involved in H-bonding, with the distribution
of C atoms about H atoms causing the peak in the ++ curve,
and the distribution of N about O causing the peak in the −−
curve. Beyond these, there is a layer of unlike charges at 4.0 Å.
Distribution of C atoms about O atoms occurs in this peak. A
final layer of like charges occurs at 5 Å before the correlations
deteriorate. A shoulder at 4.0 Å in the −− curve is caused by
the distribution of oxygen atoms about each other. Thus, while
the peptides do not interact via H-bonds, they do arrange
themselves such that the charged atoms form layers about each
other facilitating the formation of other, non-H-bond
interactions. We have previously observed charge correlations
causing peptides to undergo changes in solubility as well as
structure.22 The structure is not unexpected from the
arrangements seen in other charged systems such as fused
salts.46

Dipole Correlations. Each entire peptide group forms a
dipole pointing toward the NH atoms. We calculated the
dipole−dipole correlation with respect to the distance between
the center of peptide charge, both within an oligopeptide and
between oligopeptides, up to a distance of 10 Å for the
concentrated system. The results are shown in Figure 8. The
intrapeptide curve shows a strong positive correlation between

Figure 5. Variation in the number of H-bonds and CO−CO
interactions, per peptide versus cluster size for the two concentrations.
At the top, panel a shows the number of interpeptide (empty bars) and
intrapeptide (filled bars) H-bonds in 0.3 M (red) and 0.03 M (blue)
concentrations. At the bottom, panel b shows the number of
interpeptide (empty bars) and intrapeptide (filled bars) CO−CO
interactions at 0.3 M (red) and 0.03 M (blue) concentrations.

Figure 6. Pair energy probability distribution of interaction energy
from CO to NH groups (red) and between CO groups (blue)
between peptides at 0.3 M.

Figure 7. Distribution of atoms by charge between peptides in 0.3 M.
Distribution of oppositely charged atoms about each other is indicated
by the red curve, distribution of positively charged atoms about each
other is indicated by the black curve, and distribution of negatively
charged atoms about each other is indicated by the blue curve.
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2 and 3 Å followed immediately by a strong negative
correlation between 3 and 4 Å. These two peaks are caused
by correlations between adjacent peptides. An example is
shown in Figure 9a, where the two parallel dipoles are 3 Å
apart, and the two antiparallel dipoles are 3.5 Å apart. Adjacent
dipoles oriented in the same direction are usually involved in
CO−CO interactions, as we previously observed when we
estimated the number of intrapeptide CO−CO interactions
(Figure 5b).
CO groups on adjacent dipoles have been observed forming

n → π* interactions in the K+-Fab complex.38,47 Dipole
correlations between the same dipoles are shown in Figure 8.
They occur within our regions of positive intrapeptide dipole
correlations for adjacent peptides. It is interesting to note
because the interactions identified by Barlett et al. occur along a
stretch of protein comprising varied sequences. Thus, while it
could be argued that the absence of side chains in our system
allowed the occurrence of these dipole correlations, their
presence in protein complexes in regions composed largely of
side chains indicates that they can and do occur in full length
proteins and conceivably play a functional role there.
The third peak in Figure 8 (positive) occurs in both intra-

and interpeptide correlations between 4 and 5 Å. Both H-bonds
and CO−CO interactions occur at this distance. However,
since there are no intrapeptide H-bonds to speak of, we find

that in the intrapeptide curve at least, all the correlations at this
distance are due to the CO−CO interaction. Thus, while n →
π*-type interactions as defined by Raines and co-workers can
occur only between adjacent amides, we find evidence that
similar interactions can occur between peptide groups that
might be quite far apart sequentially. Figure 9b shows examples
of two such correlations between three dipoles across three
different peptides. The dipoles are oriented such that the O
atoms of each are pointed toward C atoms of the other dipole.
While this brings the oxygen atoms of each dipole into close
proximity, it also allows for the formation of interactions
between the O atom of one dipole and the C atom of the other,
which in turn hold these three different peptides together in a
cluster.

■ DISCUSSION

Glycines are often on the border between polar and nonpolar
on many scales of solvophobicity.48 The oligomers of the
glycine phase separate, and clustering is observed both
experimentally and in the simulation of our concentrated
system. The separation seen is similar to that observed in
simulations of classically hydrophobic molecules such as
neopentane and 2-butoxyethanol,40,41 as well as the turbidity
observed in protein solutions undergoing liquid−liquid phase
transitions.13,15 In our case, phase separation is accompanied by
a decrease in the interpeptide potential energy, with both the
van der Waal’s interaction and the electrostatic interaction
contributing favorably. At the same time, the peptide−water
interaction potential increased across the same period as the
water molecules are excluded from the interiors of the peptides,
again behavior often considered a part of the “hydrophobic
effect” that drives protein folding. We observe further similarity
between aggregation and protein folding in the solvation
pattern of the aggregates, with relatively dry interiors, highly
solvated surfaces, and channels of water traversing the clusters
that resemble structures formed during intermediate stages of
protein folding when water is being expelled from the interior
of the protein.
H-bonding is believed to be necessary for the stabilization of

the folded protein,2,35,49 and several studies have found that in
the crystalline, three-dimensional native state, all the well-

Figure 8. Interpeptide (red) and intrapeptide (blue) dipole
correlations with respect to distance in the 0.3 M system. The
correlations between dipoles that have been identified as forming n →
π* interactions in the K+-Fab complex38 are shown as black asterisks.

Figure 9. Examples of (a) intrapeptide and (b) interpeptide dipoles in the 0.3 M system. The dipoles are indicated by white arrows and point toward
the NH atoms. Distances between the centers of the dipoles are indicated.
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folded proteins are almost completely H-bonded;36,50−53 that
is, few dangling or unsatisfied H-bonds are seen. In this study,
we observe a small number of H-bonds per oligoglycine but not
enough to explain the presence of the clusters. The absence of
H-bonds has been noted before during the aggregation of
tetramers of Aβ peptides.54 Here, the clusters are held together
by other “non-traditional” dipolar interactions such as CO−CO
interactions. While these interactions are weaker than a H-
bond, they are more numerous, allowing them to play a
significant role in holding the clusters together. Several other
groups have noticed similar interactions leading to considerable
structural and energetic stabilization of groups of small
molecules.55,56

These CO−CO dipole interactions have been shown to
affect the structures of well-folded proteins in several studies.
Maccallum et al. showed that a dipole interaction between
CO−CO dipoles in proteins contributes as much to the
direction of the twist in β-sheets as steric hindrance between
side chains.57,58 More recently, others showed that dipoles play
a role in stabilizing various protein secondary structures by
orienting them so that they are aligned with the external field
created by the rest of the protein.39 Our results may be
compared to previous observations about the absence of H-
bonds in studies on the collapse of longer, single
oligoglycines3,4 indicating that the same mechanism could be
in effect in full-length unfolded, unordered proteins.
In other work, Raines and collaborators have shown that

interactions between the C and O atoms of adjacent amides
occur in several classes of protein structure.38 However, we
observe correlations between CO atoms of amide groups at up
to 6.4 Å indicating that these effective interactions occur not
just between adjacent amide groups but could extend via the
mechanism of charge layering throughout proteins. Charge
layering and dipole correlations across the clusters together
facilitate the formation of weaker interactions. This ordering,
along with the weaker interactions allow the clusters to remain
fluid, allowing them to explore several structural states with
ease, an important feature in IDPs that allows them to perform
their functions.

■ CONCLUSIONS

We observed phase separation of pentaglycines in water at 0.3
M into peptide clusters and water rich regions. From the water
rich supernatant, we measured the saturation concentration for
our model as 0.016 M. We did not see phase separation at 0.03
M, even though that concentration is above the solubility limit
we measured apparently due to the system being kinetically
limited. Interestingly, when we briefly heated the concentrated
system, the kinetics markedly increased, an effect sometimes
associated with the hydrophobic effect.42 These systems with
very negative free energies of solvation4 are far from the
classical definition of the hydrophobic solute.
Peptide clustering and aggregation in our model study were

not driven by H-bond formation but by other dipolar
interactions such as CO−CO interactions. Energetically, the
CO−CO interactions are weaker than a H-bond but are more
numerous and so play a significant role in stabilizing the
clusters. Structural ordering of atoms by charge type and by
correlations between amide dipoles facilitated the formation of
such interactions.
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