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ABSTRACT

RNA secondary structure around translation initi-
ation sites strongly affects the abundance of ex-
pressed proteins in Escherichia coli. However, de-
tailed secondary structural features governing pro-
tein abundance remain elusive. Recent advances
in high-throughput DNA synthesis and experimen-
tal systems enable us to obtain large amounts of
data. Here, we evaluated six types of structural fea-
tures using two large-scale datasets. We found that
accessibility, which is the probability that a given
region around the start codon has no base-paired
nucleotides, showed the highest correlation with
protein abundance in both datasets. Accessibility
showed a significantly higher correlation (Spear-
man’s � = 0.709) than the widely used minimum
free energy (0.554) in one of the datasets. Interest-
ingly, accessibility showed the highest correlation
only when it was calculated by a log-linear model, in-
dicating that the RNA structural model and how to uti-
lize it are important. Furthermore, by combining the
accessibility and activity of the Shine-Dalgarno se-
quence, we devised a method for predicting protein
abundance more accurately than existing methods.
We inferred that the log-linear model has a broader
probabilistic distribution than the widely used Turner
energy model, which contributed to more accurate
quantification of ribosome accessibility to transla-
tion initiation sites.

INTRODUCTION

In the first step of prokaryotic translation, a ribosome
binds to the Shine–Dalgarno (SD) sequence immediately
upstream of the start codon (1,2). RNA secondary struc-
ture around the SD sequence hinders the access of the ribo-

some and reduces the efficiency of translation (3). The in-
hibitory effect of secondary structure spreads downstream
of the start codon, according to protein abundance data de-
rived from more than 100 synthetic mRNAs encoding the
same green fluorescent protein (GFP) (4). Specifically, the
correlation between protein abundance and predicted free
energy of RNA folding is the highest when the region for
calculating free energy includes greater than 30 nucleotides
(nt) located downstream from the start codon (4). The pre-
dicted free energy for the region downstream of the start
codon is one of the most useful features explaining protein
abundance based on data obtained from extensive DNA
synthesis and protein measurements (5).

Recent advances in high-throughput DNA synthesis
have enabled us to synthesize tens of thousands of short
(∼230 nt) DNAs simultaneously at a low cost (6). Two re-
cent studies used this technique to generate large amounts
of protein abundance data for various synthetic mRNA se-
quences encoding GFP (7,8). Although the number of syn-
thetic sequences for which protein abundance was measured
by a single study has drastically increased from 154 to 244
000 in the last decade (4,8), bioinformatics techniques to
evaluate secondary structural features have not made full
use of those data. Previous studies used the minimum or en-
semble free energy calculated around the start codon to in-
vestigate the relationship between secondary structure and
large-scale protein abundance data (4,5,7,8). As shown in
these studies, as well as in the present study, only a medium
correlation is observed between protein abundance and free
energy. Therefore, there may be other structural features
that could be used to explain protein abundance more ac-
curately.

Minimum and ensemble free energies are used widely to
predict the existence of RNA secondary structures. These
free energies are calculated based on the Turner energy
model (9,10). The Turner energy model has long been used
for a wide variety of analyses related to RNA secondary
structure. The software tools implementing this model are
maintained well (11,12). Thus, one can easily use this model
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to calculate various types of secondary structural features.
Although the Turner energy model is currently used as the
de facto standard, there are other types of models, such
as probabilistic models constructed using a data-driven ap-
proach. Do et al. developed a conditional log-linear model
for predicting RNA secondary structure. This model has a
similar set of parameters as the Turner model, but its values
are optimized such that the probability of the verified sec-
ondary structure is maximized (13). Although the authors
showed that their model achieved better accuracy in the pre-
diction of secondary structure of small non-coding RNAs,
it has not been used to infer protein abundance from mRNA
sequences. Hereafter, we describe their model as the CON-
TRAfold model.

There is another line of research that aims to predict pro-
tein abundance based on the SD sequence and RNA sec-
ondary structure. RBSDesigner (14), RBSCalculator (15),
and UTR Designer (16) have been proposed for this pur-
pose. In these tools, structural features other than free en-
ergy are used, including the interaction free energy between
rRNA and mRNA, exposure probability of ribosome bind-
ing sites, and secondary structure of the so-called ‘stand-by’
site. These structural features are calculated by the Turner
energy model.

In the present study, we used two large-scale protein
abundance datasets to identify useful secondary structural
features. We calculated different secondary structural fea-
tures using the Turner and CONTRAfold models and eval-
uated their correlation with protein abundance. Overall,
the features calculated by the CONTRAfold model showed
comparable or better correlations than those calculated by
the Turner model. Accessibility, which is the probability
that a given region around the start codon has no base-
paired nucleotides, showed the highest performance when
it was calculated by the CONTRAfold model. As indicated
later, the probabilistic distribution of the CONTRAfold
model should be broader than that of the Turner energy
model, which may contribute to a more accurate prediction
of ribosome accessibility to translation initiation sites where
RNA secondary structure must be transiently unwound at
the moment of translation initiation.

MATERIALS AND METHODS

Secondary structural features

We evaluated six types of secondary structural features:

• accT: accessibility calculated by the Turner model
• accC: accessibility calculated by the CONTRAfold

model
• mfeT: minimum free energy calculated by the Turner

model
• mfeC: Viterbi score calculated by the CONTRAfold

model
• ensT: ensemble free energy calculated by the Turner

model
• ensC: inside-outside score calculated by the CON-

TRAfold model

We calculated these secondary structural features at var-
ious regions around the start codon. Suppose that r is a re-
gion around the start codon, accessibility is defined as the

Figure 1. Differences of the base pairs that are taken into account. For a
given region r in an mRNA, accessibility considers all base pairs, while
the minimum and ensemble free energies consider the base pairs written in
black.

probability that no base in r forms a base pair in the mRNA
sequence x (17,18).

P(r |x) =
∑

σ=�r

P(σ |x) (1)

where �r is a set of secondary structures that have no base
pairs in r, and P(�|x) is the probability of the RNA se-
quence x forming the structure �. The definition of P(�|x)
differs depending on the model used; in the Turner en-
ergy model, it is defined based on the Boltzmann distri-
bution, while in the CONTRAfold model, it is defined by
the log-linear function. In either case, −RTlnP(r|x) is inter-
preted as the free energy needed to remove all base pairs
from the region, where R and T are the gas constant and
temperature, respectively. In this study, we used the trans-
formed accessibilities as accT and accC. The region r can
be a single nucleotide, and in that case, accC and accT rep-
resent position-specific accessibility. Accessibility including
position-specific one has also been used for the analyses of
target sites of microRNA (19,20) and bacterial sRNA (21).

The minimum free energy (mfeT) and ensemble free en-
ergy (ensT) are widely used measures to evaluate the stabil-
ity of RNA secondary structure, and are calculated based
on the Turner energy model. mfeC and ensC are analogs
of mfeT and ensT, respectively, calculated based on the
CONTRAfold model. While mfeT (mfeC) considers the
single most probable structure, ensT (ensC) considers all
possible structures. Lower free energy calculated by the
Turner model indicates the existence of more stable sec-
ondary structures. Conversely, a lower score obtained with
the CONTRAfold model indicates the presence of more un-
stable secondary structures. To avoid this discrepancy, we
multiplied the Viterbi and inside-outside scores by –1 and
used them as mfeC and ensC, respectively.

Intuitively, the difference between accessibility and min-
imum (or ensemble) free energy is the base pairs that are
taken into account. Suppose that we calculate the accessi-
bility and minimum free energy of the same region r in an
mRNA sequence. The former considers all base pairs in the
mRNA sequence, and the latter only considers base pairs
within r, as illustrated in Figure 1.

We used the Raccess program (18) to calculate accT and
accC, ViennaRNA package version 2.1.9 (11) to calculate
mfeT and ensT, and CONTRAfold program version 2.01
(13) to calculate mfeC and ensC.
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Similarity and difference between the Turner and CON-
TRAfold model

The two models have similar sets of parameters and calcu-
late the contribution of secondary structural component,
such as hairpin, bulge, internal, multi loop, and two con-
secutive base pairs, based on the parameters. The sum of
the contributions represents the free energy (or score in the
CONTRAfold model) of the whole secondary structure. In
principle, the same types of calculation related to secondary
structure can be done by either models. For example, we can
calculate the most probable secondary structure and base-
pair probabilities for a given sequence by either models.

The important difference between the Turner and CON-
TRAfold model is parameter values they employed. The
former uses the parameter values determined by thermo-
dynamic experiments, while the latter uses those values ob-
tained by a machine learning approach, in which parame-
ter values are optimized such that the probability of known
secondary structure in training data is maximized. For ex-
ample, in the Turner model, the contribution of two con-
secutive base pairs, A–U followed by G–C, is determined
by a single parameter value of –2.4 kcal/mol. In the CON-
TRAfold mode, it is calculated as the sum of three param-
eter values; parameter values for A–U pair, G–C pair, and
stacking of A–U on G–C are 0.6, 1.54 and 0.56, respectively.
Therefore, the contribution of A-U followed by G–C is 2.7
(= 0.6 + 1.54 + 0.56) arbitrary unit.

mRNA sequences and protein abundance data

We used three datasets to investigate the relationship be-
tween RNA secondary structure and protein abundance.

• Dataset 1 consisted of 244 000 mRNA sequences and
their corresponding protein abundance values measured
by Cambary et al. (8). These mRNAs have the same 5′-
untranslated region (UTR) and different sequences in
their N-terminus codons. We used 120-nt mRNA se-
quences surrounding the start codon to calculate sec-
ondary structural features, including 30 nt upstream and
90 nt downstream of the start codon. The authors used at
most 30 nt upstream of the start codon to investigate sec-
ondary structural features (8). We also assumed that 90 nt
downstream of the start codon are important for evaluat-
ing structural features around the start codon. The length
of 120-nt mRNA should be reasonable in that long-range
base pairs in mRNAs, which were shown to be less accu-
rately predicted (22), are not included. We used the PNI
value as the protein abundance value, which quantified
protein production under normal conditions in which
RNA secondary structure around the start codon was not
manipulated artificially.

• Dataset 2 consisted of a large part of the data obtained
by Goodman et al. (7). They measured the protein abun-
dance of mRNA sequences transcribed from different
promoters. These mRNAs not only have different se-
quences in their N-terminus codons but also possess dif-
ferent 5′-UTRs. Dataset 2 consisted of protein abundance
values and corresponding mRNA sequences that pos-
sess three different 5′-UTRs containing ribosome binding

sites of varying strength. To cancel the effects of differ-
ent 5′-UTR sequences and being transcribed from differ-
ent promoters, we divided the dataset into 6 groups such
that the mRNAs in each group had the same UTR and
were transcribed from the same promoter. Each of the
six groups consisted of approximately 1770 mRNAs and
their corresponding protein abundance values. We used
mRNA sequences starting from the transcription start
sites and ending at 90 nt downstream of the start codon to
calculate the secondary structural features. We used log-
transformed protein scores provided by (7) as the protein
abundance values.

• Dataset 3 is derived from the remaining part of the data
obtained by Goodman et al. (7). It contained 1733 pro-
tein abundance values and corresponding mRNA se-
quences with 137 different endogenous 5′-UTRs. These
mRNAs were transcribed from strong promoter. An im-
portant difference between Datasets 3 and 2 is that the
mRNAs in the former dataset have many different 5′-
UTR sequences. We used this dataset to combine the ef-
fects of the SD sequence and RNA secondary structures.
We classified this dataset into 137 groups based on the
UTR sequences. In the sequence design by Goodman
et al., mRNAs with the same endogenous 5′-UTR en-
code the same amino acid residues in their N-terminus
codons. As a result, the mRNAs in each group consisted
of approximately 13 distinct sequences that possessed the
same UTR and encoded the same amino acids. This clas-
sification was used to train and test the predictive models
based on the SD sequence and structural features. The
definitions of mRNA sequences used for calculating sec-
ondary structural features and protein abundance values
were the same as those of Dataset 2.

Machine learning algorithms

We used a machine learning approach for two purposes. The
first was to construct predictive models based on position-
specific structural features. For this, we used the random
forest regression implemented in the ranger package of the
R statistical computing environment (version 3.5.2). Ran-
dom forest regression is an algorithm for predicting a real-
valued ‘target’ variable based on multiple regression trees,
each of which is trained from a subset of training data. It
not only handles non-linear relationship between the target
variable and features in training data, but also can be used
to calculate the importance of features. It has been used to
analyze high-dimensional data from the life sciences such as
gene expression and genome-wide association studies (23).
The ranger function was run using the default parameters.
To estimate the importance of position-specific features, we
calculated the corrected impurity importance measure pro-
posed by (23), which was also implemented in the ranger
package. Roughly speaking, the importance measure repre-
sents the mean decrease of the sum of square error between
predicted and true value when a particular feature is taken
into account during the construction of regression trees.

The second purpose was to integrate the effects of the
SD sequences and RNA secondary structures. We evalu-
ated three types of regression algorithms using Dataset 3.
Linear, random forest, and support vector regressions were
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Figure 2. Spearman’s � values between accC and protein abundance. The X-axis represents the center position of a region used for calculating accC. The
Y-axis represents the length of the region. Position 0 indicates the first position of the start codon. The � value was largest when the region was from –19
to +15. The � values at the regions protruding outside the mRNA sequences cannot be calculated and are shown in black.

used with the lm function, the ranger package, and e1071
package in the R statistical computing environment (ver-
sion 3.5.2), respectively. All of the algorithms were run with
the default parameters, and hence the RBF kernel was used
for support vector regression.

Cross validation

We used Dataset 1 to train and test the predictive models
based on position-specific features. Some mRNA sequences
in this dataset were quite similar to one another. To avoid
overfitting to the mRNAs and to ensure fair validation, care
must be taken in determining the training and test data. In
this dataset, the nucleotide sequences of the mRNAs had
been computationally designed by iterative mutations of the
57 seed sequences (8). The mRNA sequences derived from
the same seed sequence were similar to one another. There-
fore, we used mRNA sequences derived from one seed se-
quence as test data, while those derived from the remaining
seed sequences were used as training data.

We used Dataset 3 to integrate the effects of the SD se-
quence and RNA secondary structures. As described above,
we classified this dataset into 137 groups, and the mRNA
sequences in each group were similar because they had the
same UTR and encoded the same amino acids. We used the
mRNA sequences in one group as test data and those in the
remaining group as training data.

Measurement of prediction accuracy

We mainly used Spearman’s rank correlation coefficient (� )
values to evaluate not only secondary structural features but
also existing tools, because they do not always show linear
correlations with protein abundance. The units and measur-
able range of protein abundance values were different across
experimental systems. Furthermore, the scores of existing
tools were not intended to reflect the protein abundance val-
ues derived from a specific experimental system. Therefore,
we used Spearman’s � rather than Pearson’s correlation co-
efficient (R).

RESULTS

Correlation between secondary structural features and pro-
tein abundance in Dataset 1

First, we evaluated the six secondary structural features us-
ing Dataset 1. We calculated the secondary structural fea-

Table 1. Maximum correlation for the six structural features

Feature Spearman’s � value Optimal regiona Lengtha (nt)

accT 0.575 −17:+17 35
accC 0.709 −19:+15 35
mfeT 0.554 −30:+41 72
mfeC 0.605 −30:+41 72
ensT 0.561 −30:+40 71
ensC 0.632 −30:+41 71

aThe region and its length at which the maximum � value is observed.

tures at various regions around the start codon and com-
pared them with protein abundance. As an example, Fig-
ure 2 shows Spearman’s � values between accC and pro-
tein abundance, calculated at various regions. The same
heatmap for the other features is shown in Supplementary
Figure S1. In the case of accC, the maximum correlation
was observed when the region was from -19 to +15, where
the first nucleotide of the start codon was set to be 0. Here-
after, we denote the region showing the highest correlation
as the optimal region. Table 1 shows Spearman’s � values
for each of the six structural features calculated at the op-
timal region. Overall, the features calculated by the CON-
TRAfold model performed better than those produced by
the Turner model in this dataset, and accC showed the high-
est correlation. It is notable that the � values are different
among the three features calculated by the CONTRAfold
model. For example, there was a 7.7% difference between
the � value of accC and that of ensC, which was the second
highest feature. This indicates that the model and type of
structural feature are both important for achieving a higher
correlation. It should also be noted that accC showed sig-
nificantly higher correlations than the widely used mfeT.
Figure 3 shows a 2D plot of these two structural features
against 10 000 randomly selected protein abundance val-
ues. As can be seen in this figure, the relationship between
mfeT and protein abundance is more scattered than that
of accC.

The length of the optimal region for accC was 35 nt,
which is slightly longer than the length protected by the ri-
bosome (28 nt) in ribosome profiling experiments (24). It
was reported that secondary structures up to +13 strongly
reduce protein abundance (25), which was consistent with
the optimal region for accC. As shown in the last column
of Table 1, the lengths of the optimal region are shorter for
accT and accC than for the other structural features. Ef-
fective accessibility was influenced by base pairs not only
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Figure 3. Two-dimensional plot between protein abundance and sec-
ondary structural features. mfeT is the minimum fee energy; accC is ac-
cessibility calculated by the CONTRAfold model. a.u. = arbitrary unit.

within the optimal region but also in the outside regions, as
illustrated in Figure 1.

Next, we calculated Spearman’s � among the six features
(Figure 4). The minimum and ensemble free energies includ-
ing their analogs, that is, mfeT, mfeC, ensT, and ensC, were
similar to each other. There was a high correlation between
accT and accC, although the latter showed a significantly
higher correlation with protein abundance than the former.
The three features calculated by the Turner model, that is,
accT, mfeT and ensT, showed comparable correlations with
protein abundance (Table 1), but the correlations between
accT and mfeT, and between accT and ensT, were low. When
we used Pearson’s R instead of Spearman’s � , we obtained
almost the same result (Supplementary Figure S2).

We also evaluated two existing tools, RBSDesigner and
RBSCalculator, to predict protein abundance. Spearman’s
� values between protein abundance and the scores of RB-
SDesigner and RBSCalculator (version 1.0) were 0.440 and

Figure 4. Spearman’s � values among the six structural features. The dark-
ness of the edges indicates the � value. In addition, the width of the edges
is proportional to the � value for readability.

0.540, respectively. Thus, the performance of these tools
was comparable or lower than that of the six features, al-
though these tools take into account several different struc-
tural features. UTR Designer and the newer version of RB-
SDesigner (version 2.0 or later) were not evaluated here be-
cause they are web-based tools and could not be used to
evaluate a large number of mRNAs.

Predictive model based on position-specific accessibility

We investigated whether more detailed secondary struc-
tural features were useful for predicting protein abundance.
Specifically, having observed that accC showed the best per-
formance, we calculated accC in each position from –30 to
+89 and used them as the features for training predictive
models. We converted each mRNA sequence into a 121D
vector consisting of accC in each position as well as accC at
the optimal region. The vectors and corresponding protein
abundance values were used to train a random forest regres-
sion model. In the cross validation described in the Meth-
ods, Spearman’s � value was 0.758, indicating that consid-
ering the accC at each position increased the correlation
by 4.9%. When we calculated the importance of features
by the random forest model, we observed that the most
important feature was accC at the optimal region, as ex-
pected. In addition, accC in each position showed various
degrees of importance. Figure 5 shows the importance of
accC in each position. The positions with the top 6 highest
importance were within the plausible SD sequence, indicat-
ing that the accessibility of the SD sequence was more im-
portant than that of the other positions. Positions +30 and
higher showed little contribution to prediction accuracy.
Actually, when we excluded accC in these positions from
the feature vector, we observed almost the same, slightly
higher � values in the same cross validation, suggesting that
the nucleotides in these positions rarely participated in the
formation of base pairs that disturbed the access of the
ribosome.
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Figure 5. Importance of accessibility in each position. The position and nucleotides of a plausible SD sequence are indicated in the yellow box and letters
above the box, respectively. a.u. = arbitrary unit.

Table 2. Evaluation of the structural features in each group of Dataset 2

Spearman’s � Optimal region

Feature HW HM HS LW LM LS HW HM HS LW LM LS Ave. len.a

accT 0.693 0.641 0.552 0.394 0.635 0.658 +5:+64 +2:+20 − 12:+20 − 25:+36 − 22:+72 − 25:+21 52.7 ± 26.4
accC 0.787 0.738 0.611 0.440 0.746 0.753 − 13:+19 − 18:+18 − 18:+15 − 25:+29 − 22:+20 − 25:+18 41.0 ± 8.2
mfeT 0.728 0.642 0.536 0.420 0.654 0.648 − 22:+56 − 20:+56 − 18:+56 − 24:+56 − 22:+59 − 22:+56 78.8 ± 2.6
mfeC 0.632 0.573 0.492 0.353 0.558 0.579 − 23:+66 − 18:+65 − 16:+66 − 25:+67 − 23:+65 − 26:+66 88.7 ± 4.3
ensT 0.747 0.658 0.550 0.428 0.668 0.663 − 21:+56 − 17:+56 − 17:+56 − 25:+56 − 23:+56 − 22:+56 77.8 ± 3.3
ensC 0.754 0.665 0.560 0.445 0.681 0.681 − 23:+65 − 21:+65 − 25:+57 − 25:+67 − 22:+65 − 26:+66 88.8 ± 3.8

accCopt1 b 0.767 0.736 0.610 0.404 0.736 0.746 – – – – – – –
RFopt1 c 0.703 0.645 0.539 0.372 0.621 0.610 – – – – – – –
RBSDesigner 0.597 0.561 0.441 0.300 0.539 0.534 – – – – – – –
RBSCalculator 0.631 0.569 0.476 0.300 0.595 0.594 – – – – – – –

HW, HM, HS, LW, LM, and LS are the group codes. The first and second letters of the code indicate the type of promoter and 5′-UTR, respectively (H: high, L: low promoter;
S: strong, M: middle, W: weak UTR). The highest � value in each group is written in bold.
aThe average length of the optimal region (± standard deviation)
baccC calculated at the optimal region in Dataset 1, that is, −19:+15
cRandom forest regression model trained using Dataset 1

Evaluation of the secondary structural features by Dataset 2

Next, we evaluated the six structural features using Dataset
2. As described above, the mRNAs were transcribed from
two different promoters and had three types of UTRs. To
cancel the effect of different UTRs and the strength of the
promoters, we divided this dataset into six groups and eval-
uated the structural features for each group separately. Ta-
ble 2 shows the Spearman’s � values for the six structural
features at the optimal region. accC showed the highest cor-
relation in all but one group, denoted by LW. In this group,
mRNAs were transcribed from a low-activity promoter and
had a 5′-UTR with a weak ribosome binding site, and 96%
of the protein abundance values in this group were below
the detection limit according to (7). Therefore, the protein
abundance data in this group may not be reliable. Actually,
the � values of this group were at most 0.445, which was
much lower than those of the other groups. Therefore, we
concluded that accC was better than the other structural
features in Dataset 2, as was the case in Dataset 1.

As with Dataset 1, the lengths of the optimal region of
accT and accC were shorter than those of the other features
(Table 2, last column). When we focused on accT and accC,
the variation of the length of the optimal region across the

groups was found to be smaller in accC than in accT. There-
fore, accC was more stable than accT in terms of the length
variation of the optimal region.

We also evaluated the accuracy of accC calculated at the
optimum region in Dataset 1 (–19:+15) (accCopt1 in Table
2). It showed a comparable correlation with accC in Dataset
2, indicating that the difference of the optimal region of
accC between Datasets 1 and 2 had little influence on the
prediction accuracy. However, when we evaluated the ran-
dom forest regression model trained by Dataset 1 (RFopt1

in Table 2), it showed a lower correlation than accC and
was sometimes beaten by the other structural features. We
speculated that the lower correlation of RFopt1 was due to
inherent biases caused by a particular experimental sys-
tem and/or the so-called ‘batch effect’ in these large-scale
datasets, which is discussed in more detail later. We also
evaluated the accuracy of RBSDesigner and RBSCalcula-
tor version 1.0 (Table 2); they showed comparable or lower
correlations than the six structural features, as in Dataset 1.

We next investigated the importance of position-specific
accC. For each group, we used the random forest regres-
sion model to calculate the importance values of position-
specific accC, as described in the analysis of Dataset 1.
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Figure 6. Importance of the accessibility of each position in Dataset 2. HW, HM, HS, LW, LM and LS are the group codes. The first and second letters
of the code indicate the type of promoter and 5′-UTR, respectively (H: high, L: low promoter; S: strong, M: middle, W: weak UTR). The position and
nucleotides of plausible SD sequences are indicated by the yellow box and letters above the box, respectively. a.u. = arbitrary unit.

Due to the length differences of mRNAs in Dataset 2, the
method for constructing the feature vectors was slightly dif-
ferent from the case of Dataset 1 (see Supplemental mate-
rial). Figure 6 shows the importance values of a position-
specific accC in Dataset 2. Note that the scale of the Y
axis of Figure 6 varies depending on the group. This is
because the importance measure proposed by (23) is the
mean decrease of the sum of square error when a partic-
ular feature is taken into account, and its scale varies de-
pending on the data for calculating it. Similar to Dataset 1,
the importance values immediately downstream of the start
codon tended to be high in all groups. However, the posi-
tions around potential SD sequences showed variable im-
portance depending on the groups. Compared to the impor-
tance values immediately downstream of the start codon,
those values around the SD sequences were lower in HM and
HS than in the other four groups, suggesting that the impor-
tance of accessibility around the SD sequence differed de-
pending on the activity of the SD sequence and strength of
the promoter.

Combining SD sequence and accessibility

Translation initiation is affected by the SD sequence and
RNA secondary structure. For example, the ribosome binds
strongly to the SD sequence of AGGAGG, which is com-
plementary to the 3′-end of rRNA. There are several tools
for predicting protein abundance considering the SD se-
quence and RNA secondary structure, such as RBSDe-
signer, RBSCalculator and UTR Designer. Here, we tried to
create a more accurate method by combining accC and the
SD sequence. For this purpose, we used Dataset 3, which
was a part of the data measured by Goodman et al. To
our knowledge, this is the only large-scale dataset in which
many different SD sequences and variable secondary struc-
tures around the start codon are investigated simultane-
ously. To infer the strength of the SD sequence, we used
the EMOPEC program developed by Bonde et al. (26). The
authors experimentally measured the activity of all possi-
ble SD sequences and developed the EMOPEC program
to predict the activity of SD sequences without consider-
ing secondary structure. Figure 7A shows the relationship
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Figure 7. Evaluation of predictive models using Dataset 3. (A) Two-dimensional plot between the EMOPEC score and accC. Color represents the protein
abundance value. (B) Comparison of the prediction accuracy of three machine learning algorithms.

between accC, the EMOPEC score, and protein abundance
in Dataset 3. Here, we used accC calculated at the opti-
mal region in Dataset 1 (–19:+15). When accC was less
than –4, the protein abundance values tended to be low,
even when the EMOPEC score was high, that is, when
the mRNAs have strong SD sequences. When accC was
greater than –3, the protein abundance values depended on
the EMOPEC score. Thus, it is clear that both features af-
fected protein abundance. We used accC and the EMOPEC
score to train predictive models using three different ma-
chine learning algorithms, namely, linear, random forest,
and support vector machine (SVM) regression. We found
that prediction accuracy did not vary greatly among these
three algorithms. Figure 7B shows correlation coefficients
between the observed and predicted protein abundance val-
ues based on the cross validation described in the Meth-
ods. Spearman’s � was the highest when linear regression
was used, although Pearson’s R was the highest when SVM
was used. We decided to use linear regression, because it
is the simplest model and is unlikely to have a problem of
overfitting.

Figure 8 shows the prediction accuracy of our method
and existing methods. UTR Designer and RBSCalculator
version 2.0 or later were not included, because they are web-
based tools and could not be used to evaluate a large num-
ber of mRNAs. The EMOPEC score alone did not perform
well, probably because it did not consider RNA secondary
structures. However, when it was combined with accC using
linear regression, it showed a higher correlation than the ex-
isting methods. Furthermore, we found that considering an-
other start codon improved prediction accuracy. In Dataset
3, mRNAs have another potential start codon located 33 nt
downstream from the canonical start codon. The open read-
ing frame starting from the second ATG encoded complete
GFP (7). The second ATG could also contribute to protein
abundance, because the mRNAs in this dataset had vari-
able sequences between the two ATGs and it is possible that
there was accidentally a strong SD sequence located imme-
diately upstream of the second ATG. We inferred protein
abundance values for the two ATGs (denoted by p1 and p2)
and combined them by ln(exp(p1) + exp(p2)), because the

Figure 8. Comparison of our method and existing methods. LM-1 is a lin-
ear regression model based on the EMOPEC score and accC. LM-2 is the
same linear regression model but considers two start codons (see text for
details).

protein abundance values were log transformed. When we
used the combined values as a prediction of protein abun-
dance, we observed that the correlation coefficients were im-
proved by ∼3.5% (the rightmost bar in Figure 8), suggest-
ing that the second ATG contributed to protein abundance.
We have implemented the linear regression-based predic-
tive model as command-line software, which is available at
GitHub (https://github.com/gterai/RBSeval).

DISCUSSION

In this study, we evaluated six different secondary structural
features and found that accC, which is accessibility calcu-
lated by the CONTRAfold model, showed the highest cor-
relation with protein abundance. Furthermore, by combin-
ing accC and the inferred activity of the SD sequence, we
created a method for predicting protein abundance that was
more accurate than existing methods.

https://github.com/gterai/RBSeval
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Why did accC perform better?

The secondary structure around the start codon must un-
dergo conformational changes at the initiation of trans-
lation. At the moment when the ribosome accesses the
mRNA, the RNA secondary structure should be unwound.
We speculate that the CONTRAfold model is more appro-
priate for evaluating secondary structure having such con-
formational changes. The probabilistic distribution of the
secondary structure in the CONTRAfold model should be
broader than that of the Turner model.

As shown in Supplementary Figure S2, the minimum free
energy (mfeT) and ensemble free energy (ensT) had an al-
most perfect correlation (� = 0.972); for the CONTRAfold
model, mfeC and ensC were less similar (� = 0.891). This in-
dicates that a single most probable secondary structure oc-
cupies a larger part of the whole distribution in the Turner
model than in the CONTRAfold model. It is possible that
the CONTRAfold model was able to detect the existence of
a sub-optimal secondary structure, which contributed to a
more accurate quantification of ribosomal access.

Furthermore, accessibility considers all possible base
pairs in the input mRNA sequence, not only the ones within
a region around the start codon, as illustrated in Figure 1.
This may have a positive effect on detecting the base pairs
that disturb ribosomal access.

Position-specific structural features did not improve the pre-
diction accuracy

Recent advances in experimental systems allow us to mea-
sure protein abundance derived from a vast number of syn-
thetic mRNAs (7,8). Dataset 1 contained data from as many
as 244 000 synthetic mRNAs. It seemed possible that we
were able to extract more detailed secondary structural
features from this large-scale dataset. When we used the
random forest model based on position-specific accC, pre-
diction accuracy was increased (� = 0.758) in the cross-
validation analysis using Dataset 1. Furthermore, we ob-
served that the accessibility of the SD sequence was more
important than that of the other positions (Figure 5), which
was biologically reasonable. Indeed, the importance of sec-
ondary structure around the SD sequence has been shown
by different experimental systems (27,28). However, we ob-
served that the random forest model trained by Dataset 1
did not perform well in Dataset 2 (RFopt1 in Table 2). As
shown in Figures 5 and 6, the importance of accessibil-
ity around SD sequences was different between and within
the datasets, which might explain the lower performance of
RFopt1. We also suspect that the random forest model con-
structed based on the position-specific features captured bi-
ases caused by a particular experimental system and/or the
batch effect, which are commonly found in high-throughput
experiments (29). No experimental system is perfect and
may have specific biases. For example, in Dataset 2, the
amino acids of the N-terminus region of GFP were dif-
ferent among the mRNA sequences, which can cause dif-
ferent translation elongation speeds and fluorescent inten-
sity. In addition, high levels of protein expression can cause
growth defects, which might lead to a decrease in the num-
ber of ribosomes in a cell. The random forest model trained
by Dataset 1 may have captured such biases, which could

have led to its reduced performance when applied to Dataset
2. This result showed the risk of using complex predictive
models trained by a single dataset.

Future directions

There are two important directions to be explored. First,
the usefulness of accC should be validated in other bacteria.
Here, we used the data obtained in E. coli, because it is the
only prokaryotic species for which large-scale datasets are
available. In principle, accC is expected to be useful in other
prokaryotes, because the mechanism of translation initia-
tion is the same across prokaryotes. Previous studies have
shown that the suppression of secondary structures around
the start codon is a general feature of prokaryotes (30).
However, it is possible that the optimal region for calculat-
ing accC might differ between bacteria. Furthermore, the
importance of the SD sequence can vary in different bac-
teria. Therefore, tuning the region for calculating accC and
the importance of SD sequences for each prokaryote may
contribute to the precise prediction of protein abundance
in other bacterial species, especially in gram-positive bacte-
ria in which the importance of the SD would be much less
important. It might be interesting to explore the possibil-
ity to evaluate secondary structural features using genomic
data (such as ribosome profiling data). Indeed, we have been
trying to evaluate secondary structural features using ribo-
some profiling data from not only Escherichia coli but also
other bacteria. From this analysis, however, we observed
that correlation coefficients between secondary structural
feature and translation efficiency deduced from ribosome
profiling data were much lower than those observed in the
current study, even if the SD sequence was taken into ac-
count (data not shown). There are many possible causes of
the low correlation coefficients, such as intrinsic gene reg-
ulation for endogeneous genes, noise in ribosome profiling
data, translational re-initiation in closely located genes in
an operon, and different codon usage bias in each gene. If
these causes are elucidated and removed, it may be possible
to use genomic data for the evaluation of secondary struc-
tural features.

The other direction is to consider the joint secondary
structure between ribosomal RNA and mRNA. The bind-
ing of rRNA to the SD sequence may compete with the
formation of secondary structure around the start codon.
Therefore, in principle, we should consider the competition
between them for predicting protein abundance. Existing
tools, such as RBSCalculator, RBSDesigner, and UTR De-
signer, quantitatively evaluate this competition based on the
Turner model. It is interesting that our simple linear re-
gression model, which does not consider the joint structure,
showed a higher prediction accuracy than the existing meth-
ods (Figure 8). This suggests that the competition between
RNA secondary structure around the start codon and the
binding of rRNA to the SD sequence is not so complex, and
hence the simple linear combination was adequate, even if
not optimal. This point should be explored in the future.

CONCLUSION

In this study, we compared six different structural fea-
tures, three of which were calculated by the widely used
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Turner model and the remaining three by the CONTRAfold
model. We showed that accessibility calculated by the CON-
TRAfold model showed the highest correlation with pro-
tein abundance in two large-scale datasets. When accessi-
bility was combined with the features of the SD sequence
using a simple linear regression model, it showed better pre-
dictability than existing methods. On the basis of these re-
sults, we conclude that we can improve the prediction accu-
racy of protein abundance using accessibility around trans-
lation initiation sites.
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Supplementary Data are available at NAR Online.

ACKNOWLEDGEMENTS

We thank the members of the Asai and Frith laboratories,
especially Junichi Iwakiri and Hiroki Takizawa, for useful
discussions. Computations were partially performed on the
NIG supercomputer at ROIS National Institute of Genet-
ics.

FUNDING

Japan Society for the Promotion of Science KAKENHI
[JP18K18145, JP16H06279]. Funding for open access
charge: Japan Society for the Promotion of Science KAK-
ENHI [JP18K18145].
Conflict of interest statement. None declared.

REFERENCES
1. Shine,J. and Dalgarno,L. (1975) Determinant of cistron specificity in

bacterial ribosomes. Nature, 254, 34–38.
2. Steitz,J.A. and Jakes,K. (1975) How ribosomes select initiator regions

in mRNA: base pair formation between the 3′-terminus of 16S rRNA
and the mRNA during the initiation of protein synthesis in
Escherichia coli. Proc. Natl. Acad. Sci. U.S.A., 72, 4734–4738.

3. de Smit,M.H. and van Duin,J. (1990) Secondary structure of the
ribosome binding site determines translational efficiency: a
quantitative analysis. Proc. Natl. Acad. Sci. U.S.A., 87, 7668–7672.

4. Kudla,G., Murray,A.W., Tollervey,D. and Plotkin,J.B. (2009)
Coding-sequence determinants of gene expression in Escherichia coli.
Science, 324, 255–258.
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