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al theory for the prediction of
interfacial properties of molecular fluids within the
SAFT-g coarse-grained approach

Jesús Algaba,a Bruno Mendiboure,b Paula Gómez-Álvarezc and Felipe J. Blas *c

Recently, we have proposed the SAFT-VR Mie MF DFT approach [Algaba et al., Phys. Chem. Chem. Phys.,

2019, 21, 11937–11948] to investigate systems that exhibit fluid–fluid interfaces. This formalism is based

on the combination of the Statistical Associating Fluid Theory for attractive potentials of variable range

using Mie intermolecular potential (SAFT-VR Mie) and a Density Functional Theory (DFT) treatment of the

free energy. A mean-field approach is used to evaluate the attractive term, neglecting the pair

correlations associated to attractions. This theory has been combined with reported SAFT-g Coarse-

Grained (CG) Mie force fields to provide an excellent description of the vapor–liquid interface of carbon

dioxide and water pure fluids. The present work is a natural and necessary extension of this previous

study. We assess the adequacy of the proposed methodology for dealing with inhomogeneous fluid

systems of large complex molecules, in particular carbon tetrafluoride and sulfur hexafluoride

greenhouse gases, the refrigerant 2,3,3,3-tetrafluoro-1-propene, and the long-chain n-decane and n-

eicosane hydrocarbons. The obvious diversity of these fluids, their chemical and industrial interest, and

the fact of that SAFT-g CG Mie force fields have been reported for them justify such choice. With the

aim of testing the theory, we perform Molecular Dynamics simulations in the canonical ensemble using

the direct coexistence technique for the same models. We focus both on bulk, such as coexistence

diagrams and vapor pressure curves, as well as interfacial properties, including surface tension. The

comparison of the theoretical predictions with the computational results as well as with experimental

data taken from the literature demonstrates the reliability and generalization of this method for dealing

simultaneously with vapor–liquid equilibrium and interfacial phenomena. Hence, it appears as a potential

tool for the interface analysis, with the main advantage over molecular simulation of low computational

cost, and solving the experimental difficulties in accurately measuring the surface tension of certain

systems.
1 Introduction

Description of the thermodynamics and structure of molecular
systems from a theoretical perspective is essential from the
practical and fundamental viewpoints. Different techniques
and levels of resolution can be used depending on the length
and time scales required to compute the desired properties of
the targeted substances. Since interfacial phenomena play
a main role in a broad range of biological, chemical and
industrial processes, to investigate interfacial systems is of
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particular great interest but challenging due to the inhomoge-
neous nature.

One of the most sophisticated and successful theoretical
treatments to study interfacial phenomena is unquestionably
Density Functional Theory (DFT).1–6 As traditional ab initio
methods, DFT is a computational quantum mechanical
modelling method and thus involves a high level of resolution.
However, this can be avoided if the precise details of the elec-
tronic structure do not play a direct role in determining the
macroscopic properties of the system at large scales. Following
this approximation, standard DFT used routinely in quantum
mechanical calculations can be also applied to solve problems
in the time and length scales at which dispersive interactions
between molecules play a key role and determine the macro-
scopic behavior of the system. In statistical mechanics, DFT is
based on the construction of a free-energy functional that
depends on the density of the system, or more precisely, it is
a functional that depends explicitly on the position r, i.e., r ¼
r(r). From this knowledge, it is possible to predict the
RSC Adv., 2022, 12, 18821–18833 | 18821
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thermodynamic properties of the target uid using standard
tools from calculus of variations. Several authors have discussed
the general approaches for the construction of free-energy
functionals and the different approximations that are
commonly employed.1–6 Overall, the free-energy functional is
divided in two parts: a reference term that incorporates only the
ideal and short-range interactions, and a perturbative term in
which the long-range interactions are included. The reference
term can be treated by using a local density or a weighted-
density approximation.

On the other hand, the increasing computational power as
well as the development of more sophisticated force elds and
efficient numerical algorithms has made possible to use clas-
sical atomistic simulation as a routine technique for the
description of the molecular uids, including systems that
exhibit different kinds of inhomogeneities, such as uid–uid
and solid–uid interfaces, among many others. Molecular
dynamics simulation technique has been widely used to explore
the behavior on time scales extending over hundreds and even
thousands of nanoseconds.7,8 The degrees of freedom charac-
terizing the quantum or atomistic models that are not relevant
in the large-scale regime can be either ignored or subsumed
into effective interactions between bundles of matter (supera-
toms) formed by combining several atoms or chemical func-
tional groups. Coarse-graining (CG) methodologies are based
on this low level of resolution to represent the systems under
study, but still retaining an appropriate description of the
properties of interest. Then, they are increasingly being used to
span the gap between the atomistic and mesoscopic represen-
tations of matter. We recommend the excellent review by Müller
and Jackson and the references therein.9

Other successful formalism for the prediction of thermody-
namic properties, and particularly uid-phase equilibria, is the
Statistical Associating Fluid Theory (SAFT)10,11 The SAFT equa-
tion of state (EoS) comprises different contributions that take
into account the total free energy of the systems from a rigorous
statistical-mechanics viewpoint (in particular perturbation
theory). The general form of the SAFT expression of the Helm-
holtz free energy is based on Wertheim's rst-order thermody-
namic perturbation theory for associating systems.12–15 A
number of variants of this molecular-based EoS have been
developed over the last decades,16 including SAFT-HS,17,18 so-
SAFT,19,20 perturbed-chain SAFT (PC-SAFT),21 and the Statistical
Associating Fluid Theory for attractive potentials of variable
range (SAFT-VR).22,23 Latte et al.24 proposed a new version
based on the Mie intermolecular potential (SAFT-VR 2006 Mie),
and later, a more sophisticated and accurate theory for molec-
ular chains that interact with the same intermolecular poten-
tial, the well-known SAFT-VR Mie formalism.25 This later
version is able to provide high precision in the near-critical
region, and thus allows one to represent globally the thermo-
dynamic properties and uid-phase equilibria of pure uids
and their mixtures.

Jackson and co-workers,9,26–30 combining CG methodologies9

and the SAFT-VR Mie approach,25 developed a series of CG
models generated using experimental data. These authors have
used this formalism to propose new CG models that are able to
18822 | RSC Adv., 2022, 12, 18821–18833
predict accurately the thermodynamic behaviour of molecular
chains.9 The resulting family of the CG models for real
substances is named generically SAFT-g CG force elds. These
CG force elds using the SAFT-VR Mie EoS was exemplied with
the representation of rstly the carbon dioxide,27 and then
water29 as single Mie spherical CG segments. Despite their
simplicity, these SAFT-g CG Mie force elds were shown to
provide an excellent description of numerous vapor–liquid
properties. Molecular simulations employing these simple
models takes the advantage of involving signicantly lower
computational cost compared with using atomistic models. The
generic nature of the procedure was demonstrated by the later
development of CG force elds for diverse molecular systems.

An efficient approach to study inhomogeneous pure uids
has been the SAFT-VR DFT formalism proposed by Gloor
et al.,31,32 an improved version of the SAFT-HS DFT.33,34 It is
based on the SAFT-VR Helmholtz free energy under a formal
DFT treatment, where the different terms of the equation of
state are separated in order to describe the short and long-range
interactions. This theory has been applied to determine the
interfacial properties of a wide variety of uids, and also it was
extended to study binary mixtures.35,36

In a more recent work,37 we introduced a new theoretical
perspective: we extended the general SAFT-VR DFT formalism
originally proposed to deal with square-well molecular chains to
predict the thermodynamic behaviour of Mie molecular chains.
The proposed DFT version, that follows the Helmholtz free
energy of the SAFT-VR Mie approach, is based on: (a) a local
reference term to deal with the short-range interactions; (b)
a perturbation term to take into account the long-range attrac-
tive forces; and (c) attractive interactions calculated via a mean-
eld approximation. Such a constructed methodology takes the
potential of SAFT EoS for describing bulk behaviors, and addi-
tionally allows to determine interfacial properties such as
surface tensions.

This new approach, named SAFT-VR Mie MF DFT, has been
assessed by studying chain molecules formed from Mie
segments, examining the inuence of the molecular chain
length as well as of the repulsive exponent of the intermolecular
potential. Theoretical predictions were compared with
computer simulation data taken from the literature38 for density
proles and surface tension of Mie chain-like molecules,
obtaining good agreement throughout the target thermody-
namic coexistent conditions, especially for short-chain mole-
cules. Once the accuracy of this version of DFT to predict the
interfacial properties of Mie chain-like molecules was demon-
strated, it was used to predict the vapor–liquid interfacial
properties of real molecules. In particular, the authors focused
on carbon dioxide27 and water,29 using the reported SAFT-g CG
force elds for these molecules. The agreement among the
theoretical predictions, MD simulation results and the available
experimental data was found excellent, in particular for carbon
dioxide, and even for the surface tension, which is a very
sensitive property to molecular details. Thus, this theoretical
framework combined with SAFT-g CG force elds appears
promising for the determination of the interfacial properties of
inhomogeneous systems in a simple and precise manner. In the
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 1 Simulated and predicted equilibrium density profiles across the
vapor–liquid interface as obtained fromMDNVT simulations (symbols)
and SAFT-VR Mie MF DFT (curves) using the CG Mie models for (a) SF6,
(b) CF4, and (c) HFO-1234yf at the different temperatures. The colors
for each fluid denote different coexistence temperatures. The different
colors correspond to the temperatures collected in Table 1. The black
color denotes each lowest considered temperature. The insets show
an enlargement of the interfacial region next to the bulk vapor phase.
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current work we address its application to more complex
systems. This is a natural and necessary extension when testing
a theory. In particular, we used the SAFT-VR Mie MF DFT37

combined with the SAFT-g CG Mie CG force elds from
Avendaño and coworkers28 to describe the vapor–liquid phase
equilibria and interfacial properties of carbon tetrauoride
(CF4), sulfur hexauoride (SF6), the refrigerant 2,3,3,3-
tetrauoro-1-propene (HFO-1234yf), and the long-chain hydro-
carbons n-decane (n-C10H22 or C10) and n-eicosane (n-C20H42 or
C20). The choice of these molecular systems is based on
a threefold motivation. A rst reason is the obvious chemical
and structural diversity of these compounds, which is needed
for a generalization of a theory. A second reason is their
chemical and industrial relevance: SF6 and CF4 are greenhouse
gases; HFO-1234yf is a chemical compound with promising
potential as a refrigerant; and the importance of long-chain
paraffins in petrochemical and energy sectors is well-known. A
third reason is that SAFT-g CG Mie CG force elds have been
reported for these uids;28 they are summarized in the next
section. With the aim of testing the ability of the SAFT-VR Mie
MF DFT formalism to predict their interfacial behavior, and
hence of checking its general application and efficiency, we
have also performed MDmolecular simulations using the same
models and at the same thermodynamic conditions (the
temperatures of coexistence for each target uid). All MD
simulations were conducted using GROMACS (version 4.6.1),39

and the direct coexistence technique in the NVT canonical
ensemble to estimate the equilibrium density proles. From
both methodologies, we specically calculate at the different
temperatures the density proles, the vapor–liquid coexistence
densities, the saturated vapor pressures, and the interfacial
tensions. This later property has been determined from the
mechanical virial route in MD NVT simulations. The novel
aspect and main advance of this work over the previously re-
ported study28 on phase equilibria and interfacial properties of
the targeted systems is the use of the theory to the same end,
which implies considerably lower computational efforts.

It is interesting to compare the efficiency of the formalism
proposed in this work from two different points of view. In the
rst case, it is possible to compare the computational efficiency
of CG and more realistic models, such as united-atom and all-
atom approaches. The coarse-grained models used in this
work involve fully-exible molecules formed from ms spherical
interacting units. As an example, n-eicosane is modeled as
a fully-exible Mie chains with 6 monomeric units (see section
2.1). A united-atom model for n-eicosane is formed from twenty
monomeric units, one for each CH3 and/or CH2 group. The case
of a all-atoms model is even worse since contains 66 interacting
units (carbon and hydrogen atoms). In the case of the united-
atom model, this represents the triple of interacting units
compared with the case of the CGmodel, andmore than 7 times
compared to the case of the all-atom model, approximately.
Note that we are ignoring here the intramolecular or bonded
interactions between interacting atoms of the same molecules
separated by less than four interaction units. If we take into
account that CPU time for calculation of some properties in
computer simulation scales with the square number of
© 2022 The Author(s). Published by the Royal Society of Chemistry
interacting sites forming the molecules (here we are ignoring
any accelerating technique to improve the efficiency of simu-
lations), CG models could be until 10 and 100 times faster than
united-atoms and all-atoms models, respectively.

In the second case, it is also possible to compare the
computational performance of computer simulation with the
theoretical calculation efficiency. In general, to solve equations
using a theoretical approach is faster in terms of CPU time
compared with the time needed to solve the same problem from
computer simulation. To show the real difference in time, let's
consider the calculation of a density prole, at a given
temperature, of one of the compounds studied in this work.
Typically, to obtain one density prole of the SF6 molecule
shown in Fig. 1 of the manuscript, we need 8 days of CPU time
running GROMACS in parallel (double precision calculations)
using 40 cores or threads. This means that we need 192 hours in
real human time. However, in high-performance computing the
CPU time is given in hours per core of CPU. Since we are using
40 cores in our calculations, the CPU time needed to perform
such a calculation is 7680 CPU hours. The same prole can be
obtained using our SAFT-VR Mie DFT approach presented here
in some minutes in a computer with a single CPU core. This is
a general result and can be extrapolated to the rest of the
systems considered.

It is important to mention here that there exist other
formalisms that are able to provide similar agreement with
experimental data and computer simulation results taken from
the literature.40–42 However, the simple and direct approach
presented here has several advantages over more sophisticated
RSC Adv., 2022, 12, 18821–18833 | 18823



Table 1 Values of the cut-off radius, rc, segment size, s, number of
molecules, N, length of the simulation box along the x- and y-axis, Lx,
Ly, and length of the simulation box along the z-axis, Lz, used in the MD
NVT simulations for the substances considered

Substance rc (nm) s (nm) N Lx, Ly (nm) Lz (nm)

CF4 3.045 0.4350 5400 6.090 39.894
SF6 3.4027 0.4861 5400 6.8055 53.10
HFO-1234y 2.73 0.39 2700 5.460 39.60
C10 3.222 0.4603 1800 6.445 41.427
C20 3.1094 0.4442 900 6.445 41.427
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versions of DFT, such as those of Chapman and coworkers,6 and
other formalisms, including the combination of the Helmholtz
free energy of the SAFT-VRMie equation of state with the Square
Gradient Theory (SGT). From the perspective of functional
theories, the combination of CG models, already developed in
the literature, and the simple version of the DFT approach
proposed in this work allows to use directly the same molecular
parameters in a local functional algorithm easy to program and
to solve. This is a clear advantage in comparison with other
functionals that provide more detailed information but with
a great computational effort. From the perspective of the SGT,
the approach is not a strictly predictive tool, i.e., it needs some
additional thermodynamic information, as well as the molec-
ular parameters provided by the SAFT-VR Mie equation of state,
to obtain reliable values of the inuence parameter. Another
drawback of SGT is that it can not be easily extended to deal
with uids in contact with solid surfaces and no simple solution
can be obtained. This is not the case of DFT-based formalisms,
for which the extension to non-local functionals can solve
satisfactorily this issue. In summary, the simplied DFT version
proposed and used in this work allows to get accurate predic-
tions of the vapour–liquid interfacial tension of complex
molecules with relatively low computational efforts.
2 Methodology

In this section we summarize the used molecular models and
expose the simulation details. A comprehensive description of
the theory can be found in our previous work.37
2.1 Molecular models

Jackson and coworkers have proposed a number of force elds
for different substances named generally SAFT-g CG force
elds.27–30,43 They are based on a coarse-graining approach that
models real substances as Mie molecular chains. We use this
information provided by the group of Jackson and collaborators
and use the CGmodels developed by them to predict the vapor–
liquid interfacial properties of real complex substances using
the DFT approach proposed by Algaba et al.37 In particular, we
concentrate here on two greenhouse gases, CF4 and SF6, as well
in the HFO-1234yf refrigerant molecule. They are represented as
a single-segment and a two-segment CG models, respectively.
We also consider heavier molecules, n-decane (n-C10H22) and n-
eicosane (n-C20H42). However, this becomes however increas-
ingly inappropriate as the molecules become more elongated;
the marked non-sphericity has to be accounted for explicitly.
Hence, the n-C10H22 or C10 and n-C20H42 or C20 n-alkanes are
modelled as fully-exible homonuclear chains comprised by
several tangentially bonded CG Mie segments, each corre-
sponding to the CG functional groups required to adequately
represent the chemical moieties. We use in this work the opti-
mized CG parameters for the segment–segment interactions
from the original paper of Avendaño et al.28

However, when the number of chemical groups forming the
molecules increases, which in the present case corresponds to
an increase of the chain length, the Wertheim's rst-order
18824 | RSC Adv., 2022, 12, 18821–18833
thermodynamic perturbation theory, or more precisely, the
linear approximation for the many-body distribution function
of the monomer reference uid is not good enough to provide
an accurate description of all thermodynamic properties of
these compounds, including phase equilibria. This is one of the
well-known limitations of Wertheim's theory at the level of the
rst-order perturbation.44 According to the original version of
the theory and later versions of the formalism, higher-order
terms of the theory require the knowledge of many-body
correlation functions, which are usually unknown as func-
tions of temperature and density of the system for a given
intermolecular potential. The simplest, and until now the only,
solution is to assume that the higher-order many-body func-
tions are uncorrelated up to the two-body level. Under this
hypothesis, higher-order distribution functions can be
expressed in terms of pair (two-body) distribution functions.
This produces a less accurate description of the vapour and
liquid densities, vapour pressures, and interfacial tensions,
among other properties, of chain molecules as the chain length
is increased. Further details on these issues can be found in the
seminal works of Wertheim,44 of Chapman and coworkers,18

and in the excellent review of Emborsky et al.6

One of the simplest solutions for improving the predictions
of the theoretical approach is to scale the size and energy
parameters using a single-stage scaling procedure with
a limited set of simulated data, as explained in detail by
Avendaño and coworkers.28 In this work, in addition to the
optimized size and energy parameters for all the substances
considered, we also use the scaled parameters for C10 and C20

collected from the their work.
2.2 Simulation details

In addition to theoretical calculations, we perform computer
simulations of the same models in order to establish
a comparison of the obtained equilibrium and interfacial
properties. In this work, we use the approach proposed by
Müller et al.45 to dene the number of molecules and the size of
the simulation box. Particularly, we use the phase equilibria
predictions obtained from the SAFT-VR Mie EoS. According to
this, the number of molecules and the size of the simulation
box used for each compound are presented in Table 1. We also
provide the value of the segment size used for each compound,
as obtained by Avendaño and coworkers,28 that allows to obtain
all the relevant lengths in reduced units. We use a cutoff
© 2022 The Author(s). Published by the Royal Society of Chemistry



Paper RSC Advances
distance equal to 7s. As can be seen, we use in all cases Lx¼ Ly¼
14s, being s the monomeric diameter used in this work for each
substance. This ensures the use of a cut-off radius rc # 7s, half
of the simulation length along the x- and y-axis. With these
values, we do not expect dependence of surface tension with Lx
and Ly.46–48

It is important to take into account that in fully-exible chain
molecules, the end-to-end dimension of the chains is of the
order of�m1/2. For the case of the longest molecules considered
in this work, C20, that are modelled as a tangent chain formed
by ms ¼ 6 CG monomeric segments, the end-to-end distance is
approximately 2.45s. This value is much lower than the
dimensions of the simulation length along the x- and y-axis,
which ensures that molecular chains are not correlated with
their periodic images along these two axis. Also note that
studies with longer chain-like molecules, formed by up to 16
monomeric units, have been previously simulated with similar
sizes of simulation boxes.49,50

Since liquid density, rL, and vapor density, rV, vary along the
coexistence curve of each substance, the number of molecules
and Lz for each uid are chosen appropriately to ensure that the
systems exhibit the correct phase behaviour, including two non-
interacting vapor–liquid interfaces separated appropriately. In
other words, the three slabs (vapour, liquid, and vapour phases)
are thick enough to ensure that the equilibrium properties of
each phase can be calculated correctly.

Particularly, we have checked that the width of the liquid
slab between the two interfaces formed in the simulation box is
large enough to ensure that correlations between the particles
located at both interfaces are negligible. The number of mole-
cules and the size of the simulation box along all the axis,
including the z direction, is kept constant during the simula-
tions (Lz > 90s, according to Table 1). However, as the temper-
ature of the system is higher, the distance between the two VL
interfaces becomes shorter. The reason is directly related with
the increasing of the VL interfacial thickness as T / Tc, which
eventually diverges at T ¼ Tc. The width of the liquid slab
between the two VL interfaces of CF4, SF6, HFO-1234yf, C10 and
C20 is always between 5 and 7.8 nm (CF4), 6.4 and 9.3 nm (SF6),
7.1 and 8.5 nm (HFO-1234yf), 8.9 and 9.3 nm (C10) and 6.5 and
7.5 nm (C20). The lower values correspond to the widths of the
liquid slabs for the highest temperature considered and the
higher values to those for the lowest temperature studied. These
width values are higher than 14s in all cases, being s the
segment size of each substance according to Table 1. The only
exception is CF4, for which the width is always larger than 12s (s
¼ 0.435 nm).

We use the GROMACS (version 4.6.1)39 simulation package to
perform MD NVT simulations. We use the Verlet leapfrog51

algorithm with different time steps depending on the system.
For CF4 and SF6, we use 2 fs, whereas for the rest of systems we
use 1 fs. A Nosé-Hoover thermostat52 with large time constant
equal to 2.0 ps has been used. Simulations of the vapor–liquid
interfaces of CF4 and SF6 are equilibrated during 30 ns and
HFO-1234y, C10, and C2 during 20 ns. The equilibrium proper-
ties are then obtained from averages over 70 ns in the case of
CF4 and SF6 and during 30 ns in the rest of the systems.
© 2022 The Author(s). Published by the Royal Society of Chemistry
Uncertainties are estimated using the sub-block average
method,53 dividing the average period into M blocks. The
statistical error for normal and tangential components of the
macroscopic pressure tensor, vapor pressure, and surface
tension are then estimated as s=

ffiffiffiffiffi
M

p
, with s�the variance of the

block averages and M ¼ 10.
Thee equilibrium vapour pressure, P, and the surface

tension, g, are determined using the pressure tensor. P is equal
to the normal component of the tensor and g is evaluated
as,54–57

g ¼ Lz

2

�
hPzzi �

hPxxi þ
�
Pyy

�
2

�
(1)

The factor 1/2 appears because we simulate two vapour–liquid
interfaces. Lz is the length of the simulation box along the z-axis.
Here z is perpendicular to the vapour–liquid planar
interfaces.

We have also determined the critical pressure (Pc), temper-
ature (Tc), and density (rc) according to the scaling and recti-
linear diameters laws,58,59

rL � rV ¼ A(T � Tc)
b (2)

and

rL þ rV

2
¼ rc þ BðT � TcÞ (3)

b ¼ 0.325 is the Ising critical exponent.55 A, B, Tc and rc are
determined by tting eqn (2) and (3) to simulation data. rL and
rV are the liquid and vapour coexistence densities at a given T.

It is also possible to calculate an alternative but comple-
mentary value of the critical temperature using the scaling law
for the surface tension,55

g ¼ g0(1 � T/Tc)
m (4)

where g0 represents the “zero-temperature” interfacial tension
and m is the critical exponent associated to g, which is set equal
to the universal Ising value (m¼ 1.258).55 g0 and Tc are evaluated
by tting eqn (4) to simulation results.

Finally, Pc is determined evaluating P at T ¼ Tc, obtained
from eqn (2), using the Clausius–Clapeyron equation,

ln P ¼ C1 þ C2

T
(5)

C1 and C2 are adjustable parameters obtained from the tting of
eqn (5) to the simulated pressure values.
3 Results

In this work, we use the DFT formalism to investigate the
interfacial properties and the phase equilibria of ve different
molecular systems, namely CF4, SF6, HFO-1234y, C10, and C20 at
coexistence conditions. The behavior obtained using the SAFT-
VR Mie MF DFT approach is compared with computer simula-
tion predictions using the same the models. The reliability of
these results is supported by experimental data from the
literature.
RSC Adv., 2022, 12, 18821–18833 | 18825



Fig. 2 Simulated and predicted equilibrium density profiles across the
vapor–liquid interface as obtained fromMDNVT simulations (symbols)
and SAFT-VR Mie MF DFT (curves) using the CG Mie models for (a) C10

and (b) C20 at different temperatures. The colors for each fluid denote
different coexistence temperatures.The different colors correspond to
the temperatures collected in Table 2. The black color denotes each
lowest considered temperature. The insets show an enlargement of
the interfacial region next to the bulk vapor phase.

Table 2 Liquid (rL) and vapour (rV) densities, vapour pressure (P) and
interfacial tension (g), as functions of T, determined from computer
simulations (NVT) for CF4, SF6, HFO-1234y, C10, and C20. Results for
C10 and C20 are obtained using the optimized parameters of Avendaño
and collaborators.28 Results obtained using the scaled parameters are
not presented here since can be obtained easily using the corre-
sponding scaling factors. The errors are estimated as explained in the
text

T (K) rL (kg m�3) rV (kg m�3) P (MPa) g (mN m�1)

CF4
135 1644(1) 3.67(8) 0.0454(8) 15.9(8)
150 1568.7(9) 10.2(1) 0.136(2) 13.07(8)
165 1486(1) 22.8(2) 0.325(2) 9.96(8)
180 1394(1) 45.7(3) 0.67(2) 7.33(6)
195 1289.1(9) 85.2(4) 1.246(7) 4.73(7)
210 1161.7(9) 149.9(5) 2.09(1) 2.43(6)
225 958(2) 288(2) 3.286(5) 0.74(5)

SF6
220 1866(1) 15.2(2) 0.183(2) 11.28(9)
230 1824(1) 23.3(2) 0.281(2) 10.2(1)
240 1779(1) 33.1(3) 0.412(2) 8.7(1)
250 1730(1) 47.4(3) 0.593(3) 7.3(1)
260 1674(2) 65(1) 0.801(4) 5.9(2)
270 1614(1) 92(1) 1.101(3) 4.8(1)
280 1547(1) 126(1) 1.463(8) 3.57(8)
290 1469(2) 169(2) 1.896(7) 2.40(6)

HFO-1234y
225 1318(1) 2.4(1) 0.039(2) 17.9(2)
240 1277(1) 4.8(2) 0.083(2) 15.8(2)
255 1232(2) 9.4(2) 0.162(3) 13.9(2)
270 1189(2) 13.3(5) 0.269(4) 11.5(2)
285 1139(3) 24.7(8) 0.506(9) 9.5(2)
300 1090(3) 39.9(8) 0.787(6) 7.4(2)
315 1036(3) 55.9(7) 1.13(1) 5.8(1)
330 982(3) 79.4(4) 1.641(9) 4.0(1)

C10

300 724(5) 0.016(2) 0.0008(5) 25.3(3)
330 699(5) 0.082(5) 0.0018(8) 22.8(2)
360 674(4) 0.34(2) 0.0069(8) 19.3(2)
390 647(5) 2(2) 0.023(1) 16.8(2)
420 620(6) 2.72(8) 0.064(3) 14.0(2)
450 592(5) 5.5(2) 0.134(2) 10.9(1)
480 561(5) 10.9(2) 0.266(4) 8.6(2)
510 527(7) 19.3(2) 0.488(8) 6.33(8)
540 486(1) 32.0(4) 0.786(9) 4.2(1)

C20

350 770.8(7) — 0.0034(5) 25.0(3)
400 732.3(5) 0.006(2) 0.0029(5) 20.8(2)
450 692.7(5) 0.130(5) 0.0044(9) 17.1(2)
500 652.7(7) 0.96(9) 0.014(2) 13.4(2)
550 609.5(4) 2.9(1) 0.049(2) 10.1(2)
600 560.5(8) 9.4(4) 0.146(3) 7.3(2)
650 506.5(5) 22.8(2) 0.358(8) 4.2(1)
700 431(2) 55.3(7) 0.710(9) 2.1(2)
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When a DFT approach is proposed to predict the interfacial
behavior of a given system, the rst magnitude to be considered
and analyzed is the density prole. It provides structural
information of the system and a rst insight of the ability of the
theoretical framework to predict the correct behavior of density
along the interface. Note that an accurate description of density
proles is key to ensure a reliable description of other interfa-
cial properties, including the interfacial tension.

Since we are dealing with planar interfaces, the density is
a function of z, i.e., r ¼ r(z), with z the position along the z-axis.
Note that this direction has been chosen arbitrary as perpen-
dicular to the interface. According to this, we rst explore the
density proles of the ve compounds considered in this work.
Fig. 1 and 2 show the vapor–liquid density proles, as functions
of the distance from the interface, at different temperatures in
the vapor–liquid coexistence region for each target uid. The
particular temperatures considered for each uid are listed in
Table 2. Density proles for uids modeled by a single (SF6 and
CF4) and two (HFO-1234yf) CG Mie segments are shown in
Fig. 1, and those for the large hydrocarbons modeled as chains
are depicted in Fig. 2. We only plot one half of the density
proles corresponding to one of the interfaces and shi them
along z-axis in order to place the Gibbs-dividing surface at the
origin. Note that the insets of all gures show the interfacial
region near the vapor bulk phase of the systems.

The obtained density proles exhibit the expected shape as
well as qualitative behavior with increasing temperature: liquid
density decreases, vapor density increases, and the absolute
value of the slope of the density proles in the interfacial region
18826 | RSC Adv., 2022, 12, 18821–18833
decreases. In terms of the structure of the interface, density
proles show sharp interfaces at low temperatures, related with
high values of the surface tension, and proles broader as the
temperature increases approaching to the critical point. Overall,
© 2022 The Author(s). Published by the Royal Society of Chemistry
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we have found good agreement between theoretical predictions
and MD NVT computational results for the bulk liquid and
vapor densities. However, some quantitative differences are
non-negligible and increase as the temperature is raised. The
theory overestimates the density of the vapor-like region and
underestimates the density in the liquid-like region. This is
especially noticeable for the large alkanes and can be ascribed
to the approximations made in the construction of the density
functional: in the mean-eld version of the theory, correlations
between pair molecules due to the attractive interactions are
neglected. This likewise would explain the major disagreement
at high temperatures since using correct density uctuations is
crucial when the systems approach the critical temperature. The
theory is thus unable to quantify the variation of the density
along the interface for certain systems and thermodynamic
conditions. In regards the interfacial region, SAFT-VR Mie MF
DFT predicts it quite accurately in the case of the long alkanes,
whereas narrower interfaces compared to simulation data can
be observed at the lowest temperatures for the smaller mole-
cules modelled as single and two CG segments.
Table 3 Percentage average absolute deviation AAD% of the theo-
retical predictions with respect to the simulation data for the liquid (rL)
and vapour (rV) densities, vapour pressure (P), interfacial thickness (d)
and interfacial tension (g) of CF4, SF6, HFO-1234y, C10, and C20. Results
for C10 and C20 and for the corresponding scaled calculations are
obtained using the optimized and scaled parameters of Avendaño and
collaborators, respectively.28

Substance AAD (rL) AAD (rV) AAD (P) AAD (d) AAD (g)

CF4 2 13 2 22 15
SF6 2 7 8 29 4
HFO-1234y 0.6 4 5 16 8
C10 0.18 27 27 15 12.1
C10 (scaled) 3 9 9 — 2
C20 0.4 57 69 21 23
C20 (scaled) 9 25 36 — 9

Fig. 3 Snapshot of the VL interface obtained from MD NVT simula-
tions of C20 at 650 K. CG segments of each molecule are represented
by spheres with the same color (van der Waals representation).
Random different colors are used for different molecules.

© 2022 The Author(s). Published by the Royal Society of Chemistry
The theoretical predictions obtained from the DFT approach
considered in this work do not provide, as well as other theo-
retical approaches, including the traditional combination of the
SAFT-VR Mie equation of state with SGT,45,63 structural infor-
mation of the possible preferential orientation and changes of
conformation of chain molecules along the interfacial region.
However, computer simulation allows one to visualize micro-
scopic effects of the system at the interface. Our simulations
indicate that none of the systems considered in this work
exhibit preferential orientation nor changes in conformation
across the interface. A priori, the only targeted molecules
susceptible to suffer these effects are C10 and C20, which are
comprised by ms ¼ 3 and 6 monomeric units, respectively.
According to our previous results, fully exible chains formed
by up to six monomeric units interacting through the Mie
intermolecular potential do not show these effects at interfaces.
This is also corroborated by previous studies of Blas and Mac-
Dowell49,50 involving fully exible Lennard-Jones (LJ) chains.
According to these authors, LJ chains formed by 4, 8, 12, and 16
segments do not exhibit preferential orientation neither other
intramolecular effects along planar interfaces. The absence of
these behaviours are also corroborated looking at the interface
with the eyes of MD. Fig. 3 shows the snapshot extracted from
MD trajectories of the simulation of C20 (modelled as a Mie
chain formed by ms ¼ 6 segments). As it can be observed, there
is no preferential orientation of the molecules at the interface.
Fig. 4 Vapour–liquid coexistence densities of (a) CF4, SF6, and
HFO1234-yf, and (b) C10 and C20. The open symbols correspond to the
coexistence densities obtained from MD NVT simulations, filled
symbols to the experimental data taken from the literature,60–62 and
continuous curves to the SAFT-VR Mie MF DFT predictions using the
CG Mie models for CF4 (black circles and continuous curves), SF6 (red
squares and continuous curves), HFO-1234yf (green diamonds and
continuous curve), C10 (blue up triangles and continuous curve), and
C20 (blue up triangles and continuous curve). Symbols at the highest
temperatures for each coexistence curve represent the critical points
estimated from eqn (2) and (3) and the experimental critical points
taken from the literature.60–62

RSC Adv., 2022, 12, 18821–18833 | 18827



Table 4 Experimental (Texpc , rexpc , and Pexpc ) and predicted (T†c, T
§
c, r

†
c, and P†c) critical temperatures, densities, and pressures of CF4, SF6, HFO-

1234y, C10, and C20. Critical temperatures, T†c and T§c, are determined using eqn (2)–(4), r†c using eqn (3), and P†c combining eqn (5) and the T†c value
determined using eqn (2). Experimental data for substances are taken from the literature.60–62

Substance Texpc (K) T†c (K) T§c (K) rexpc (kg m�3) r†c (kg m�3) Pexpc (MPa) P†c(MPa)

CF4 227.51 231(5) 233(2) 625.66 606(7) 3.75 3.91(8)
SF6 318.733 327(1) 319(4) 743.81 750(10) 3.75455 4.4(2)
HFO-1234y 367.85 377(2) 376(6) 478 740(20) 3.382 4.4(3)
C10 617 616(2) 613(5) 233 228(4) 2.11 2.4(3)
C20 768 745(2) 750(9) 241.578 227(4) 1.1746 1.10(10)
C10 (scaled) 617 627(2) 624(5) 233 224(4) 2.11 2.4(3)
C20 (scaled) 768 789(2) 795(9) 241.578 218(4) 1.1746 1.12(10)

Fig. 5 Interfacial thickness, as a function of temperature, of (a) CF4,
SF6, and HFO1234-yf, and (b) C10 and C20. The open symbols corre-
spond to the interfacial thickness obtained from MD NVT simulations
and continuous curves to the SAFT-VR Mie MF DFT predictions using
the CG Mie models for CF4 (black circles and continuous curves), SF6
(red squares and continuous curves), HFO-1234yf (green diamonds
and continuous curve), C10 (blue up triangles and continuous curve),
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In addition, there is no change in conformations of the mole-
cules across the interface, as it is expected due to the molecular
exibility of the model.

Using SAFT-VR Mie MF DFT theory, we have also determined
the vapor–liquid coexistence diagram for the target uids and
compared the predictions with those from molecular simula-
tion, which are obtained from the information of the density
proles r(z) at coexistence temperatures. A summary of the
results obtained from MD simulations is presented in Table 2.
In addition to that, Table 3 includes the percentage average
absolute deviation AAD% of the theory with respect to the
simulation data:

AAD% ¼ 1

Np

XNp

i¼1

����X
sim
i � X theo

i

X sim
i

����� 100 (6)

where Xsimi and Xtheo
i are the simulated and theoretical proper-

ties, respectively. This provides a measure of the accuracy of the
theory with respect to simulation results. This is particularly
useful in the case of interfacial thickness and surface tension
since allows to assess the quality of the theoretical predictions
for interfacial properties. Note that scaled parameters for C10

and C20 are only provided for vapour pressure and surface
tension, properties specically evaluated using these sets of
parameters. Critical constants as obtained from computer
simulations using the procedure described in Simulation
details section using eqn (2)–(5) are presented in Table 4. The
critical temperature of each substance can be determined using
the vapour and liquid coexistence densities, at each tempera-
ture, and tting them to eqn (3), as it is explained in Simulation
details section. Particularly, b is set equal to the value of the
Ising critical exponent, b ¼ 0.325, and A and Tc are obtained
from a standard linear regression analysis. These results
correspond to the T†c values shown in Table 4. The critical
density is obtained in a similar way, i.e., using the same data
(vapour and liquid densities) but tting to eqn (3). Now, we use
the critical temperature obtained previously, and B and rc are
obtained from a standard linear regression. We have also
included the experimental critical temperatures and pressures
taken from the literature60–62 for comparison. Particularly, the
bulk vapor and liquid densities are obtained by averaging r(z)
over appropriate regions sufficiently removed from the interfa-
cial region. In the case of the bulk vapor density their values are
obtained averaging on both sides of the liquid lm. Statistical
18828 | RSC Adv., 2022, 12, 18821–18833
uncertainties are estimated using the standard deviation of the
averages. The corresponding coexistence curves are presented
in Fig. 4. Additionally, we have included experimental data
taken from literature for HFO-1234yf,60 C10 and C20,61 and from
the NIST database for the rest of uids.62 As can be seen,
predictions from both methods provide the correct curvatures
and quantitative agreement is excellent in a wide range of
temperatures, though a small systematic overestimation at the
highest temperatures of coexistence is apparent. It means, the
saturated liquid and vapor densities are well predicted but
slight deviations from experiments are evident near the critical
point. This is especially notable for the largest considered
molecule, namely C20 n-alkane. Quantication of the agreement
between theory and simulation for the coexistence densities is
provided in Table 3. Nearly the same AAD% values obtained by
Avendaño and collaborators are also obtained here.28
and C20 (magenta left triangles and continuous curve).

© 2022 The Author(s). Published by the Royal Society of Chemistry



Table 5 Simulated (d†) and predicted (d§) interfacial thickness for CF4,
SF6, HFO-1234y, C10, and C20 as obtained from the analysis of the
density profiles calculated from MD NVT simulations and the SAFT-VR
Mie MD DFT formalism, respectively

T (K) d† (nm) d§ (nm)

CF4
120 0.456(13) 0.447
135 0.703(24) 0.573
150 1.00(3) 0.715
165 1.38(3) 0.863
180 1.40(3) 1.097
195 1.855(20) 1.563
210 2.60(5) 2.001
225 5.09(6) 3.610

HFO-1234y
225 0.916(5) 0.780
240 1.025(5) 0.847
255 1.263(7) 0.936
270 1.481(15) 1.063
285 1.36(3) 1.209
300 1.56(4) 1.384
315 1.88(5) 1.638
330 2.15(7) 2.008
— — —

C20

350 0.751(5) 0.710
400 0.894(6) 0.796
450 1.072(5) 0.941
500 1.408(6) 1.077
550 1.611(6) 1.266
600 1.901(7) 1.565
650 3.49(9) 1.977
700 4.07(4) 2.687

SF6
220 0.979(3) 0.690
230 1.154(3) 0.778
240 1.091(3) 0.861
250 1.535(5) 0.958
260 1.424(14) 1.060
270 1.85(9) 1.210
280 1.87(4) 1.385
290 2.14(4) 1.604

C10

300 0.715(10) 0.694
330 0.839(10) 0.768
360 0.917(5) 0.862
390 1.139(5) 0.957
420 1.289(5) 1.099
450 1.408(21) 1.253
480 2.27(3) 1.460
510 2.14(3) 1.749
540 2.864(16) 2.163

Fig. 6 Vapour pressure of CF4, SF6, HFO-1234yf, C10, and C20. The
meaning of the symbols is the same as in Fig. 5. Open blue down
triangles and open magenta right triangles correspond to the vapor
pressures obtained from MD NVT simulations using the scaled
parameters for C10 and C20, respectively. Symbols at the highest
temperature for each vapour pressure curve represent the experi-
mental critical pressure taken from the literature and the critical
pressure, corresponding to the simulations results, obtained from eqn
(5) using the critical temperature values obtained from eqn (2).

Paper RSC Advances
As we have mentioned previously in the Introduction, one of
the main goals of this work is to assess if the theoretical
approach describes accurately the interfacial properties of the
CG models already presented. We have checked that the local
SAFT-VR Mie DFT formalism, at the mean-eld level of
approximation, is able to predict reasonably well one of the key
© 2022 The Author(s). Published by the Royal Society of Chemistry
structural properties not directly accessible from experiments:
the density proles. Now, we concentrate on another structural
property that also allows to quantify the accuracy of the theo-
retical framework in predicting this kind of properties.

Fig. 5 shows the 10–90 interfacial thickness, as a function of
temperature, for the molecular models considered. We dene
the width of the interface, d, in the usual way, i.e., the distance
over which the density changes from rV + 0.1(rL � rV) to rV +
0.9(rL � rV), with rL and rV the liquid and vapour coexistence
densities evaluated in the bulk regions of the corresponding
density proles as obtained from simulation and theory. Table 5
also includes the values of d from both approaches at each
temperature considered in Table 2.

It is interesting to discuss the general trend of the interfacial
thickness curves, as functions of temperature and for the
different substances considered, taken into account the results
presented for the density proles (Fig. 1 and 2) and the coex-
istence curves (Fig. 4). According to the results shown in Fig. 5,
d increases as the temperature of the systems is increased. This
is the expected behaviour since the interfacial region becomes
wider with temperature, in agreement with the trend followed
by the coexistence densities as T increases (Fig. 4). Close to the
critical region, the interfacial thickness increases more rapidly
and eventually diverges as T / Tc. Note that all models exhibit
the same qualitative behavior. The divergence of d with T is
more evident in the case of CF4 and less clear in the rest of the
substances analyzed. This can be explained if we take into
account the last value of d considered in Fig. 4 and Tables 2 and
RSC Adv., 2022, 12, 18821–18833 | 18829



Fig. 7 Clausius–Clapeyron representation of the vapour pressure of
CF4, SF6, HFO-1234yf, C10, and C20. The meaning of the symbols is the
same as in Fig. 6.

RSC Advances Paper
5: in the case of CF4, the last temperature considered is 225 K,
that corresponds to 0.97Tc. In the rest of the systems, the last
temperatures correspond to 0.91, 0.89, 0.87, and 0.91Tc for SF6,
HFO-1234yf, C10, and C20, respectively. This can be clearly seen
in the corresponding coexistence curves shown in Fig. 4.

As can be seen in Fig. 5, the theory is able to capture the
behaviour of the interfacial thickness obtained from computer
simulation, especially at low temperatures, even in the case of
the longest molecules studied, C10 and C20. Agreement between
simulation and theory is good for the case of the shortest
molecules (CF4, SF6 and HFO-1234y). Unfortunately, differences
between both results is more important in the cases of SF6 and
C20 (see also Table 3). In general, one can say that the theory is
able to provide a reasonable agreement with computer simu-
lation results if we take into account that results from the SAFT-
VR Mie DFT formalism are pure predictions, without the use of
any adjustable parameter. Fig. 5 demonstrates that the
description of the interfacial region previously shown in Fig. 1
and 2 is remarkable, especially if we take into account that
SAFT-VR Mie DFT is a formalism that treats short-range inter-
actions in a local way and correlations due to the attractive
interactions are neglected via amean-eld approximation of the
perturbative term.

We have also determined the vapor pressure, as a function of
temperature, for each uid from theory and computer simula-
tions, and comparison is shown in Fig. 6. Available experi-
mental data is likewise included.60–62 Critical pressures obtained
from computer simulation are also presented in Table 4. The
theoretical calculation of the vapor pressure involves the SAFT-
VR Mie EoS, whereas for MD NVT simulations is obtained from
the diagonal components of the pressure tensor, and particu-
larly, from the normal component of the tensor. As it is clearly
apparent from the gure, we found for this property the ex-
pected behavior: it decreases with increasing the molecular size
and increases with increasing the temperature.

The vapor pressure curves predicted from theory and
computer simulation corresponding to the three compounds
with the lowest molecular weight (part (a) of the gure) are in
excellent agreement with experimental data taken from the
literature, even near the critical region. However, the critical
pressures obtained from SAFT-VR Mie EOS and simulation
overestimate their experimental values (see Table 4 for further
details). As we have mentioned previously, this is expected since
the SAFT-VR Mie formalism, as other SAFT approaches and
classical EOS, neglect the uctuations of the system near the
critical region. It is also expected that the predictions obtained
from simulations would overestimate the experimental critical
pressures since the CG models are based on that equation.

In regards to the vapor pressures of the C10 and C20 alkanes
(part (b) of Fig. 6), SAFT-VR Mie predictions accurately match
experimental data in the whole range of coexistence conditions.
MD NVT computer simulations with optimized molecular
parameters for the CG models describe appropriately the vapor
pressures at low and intermediate temperatures for these long
molecules but their vapor pressures at high temperatures are
overestimated, especially in the case of C20. It is worth noting
however that using the scaled parameters for the CG models
18830 | RSC Adv., 2022, 12, 18821–18833
reported by Avendaño et al.,28 molecular simulation is also able
to provide an excellent quantitative agreement of the vapor
pressures curves of C10 and C20 in the whole range of temper-
atures considered. See also Table 3 for further details.

For completeness, we compute the vapor–pressure curve in
its Clausius–Clapeyron representation, which is depicted in
Fig. 7. It allows one to better assess the results at low and
intermediate temperatures. Although the accurate description
of the vapor pressures of long-chain hydrocarbons at the low
temperatures is commonly challenging, our calculations are
able to successfully predict their values at these conditions. As
well, the obtained slope of this vapor–pressure curve accurately
agrees with the experimental data for all the considered uids.
The description of the vapor pressure using the SAFT-g Mie
force elds is overall highly efficacious taken into account the
simplicity of these CG models. It is worth to remind here the
importance of using scaled parameters for n-decane and more
particularly for n-eicosane,28 as we have mentioned in the
previous section.

Finally, we have used the SAFT-VR Mie MF DFT formalism to
determine the vapor–liquid surface tension of the models
studied here. As for the vapor pressure, the interfacial tension is
computationally obtained from the diagonal components of the
pressure tensor. Particularly, it is determined from the differ-
ence of the averages of the normal and tangential components
of the macroscopic pressure tensor. The interfacial tension, as
a function of temperature, for each studied uid is shown in
Fig. 8. The interfacial tension values obtained from MD simu-
lations are also presented in Table 2 and the corresponding
percentage average absolute deviations AAD% are listed in
Table 3. We have also obtained the critical temperature of each
substance using the interfacial tension values as functions of
temperature. This can be done using the g values at each T and
© 2022 The Author(s). Published by the Royal Society of Chemistry



Paper RSC Advances
tting them to eqn (4). Particularly, m is set to the Ising universal
value, m ¼ 1.258, and g0 and Tc are treated as adjustable
parameters obtained from a standard linear regression. The
critical temperature T§c values are presented in Table 4. Differ-
ences between T†c (obtained from the analysis of rV and rL as
functions of temperature) and T§c (obtained from the analysis of
g as function of T) are usually seen in computer simulation
studies.49,50,64–68 In this particular case, differences between
T†c and T§c are below 1% in all cases except for the SF6 system, in
which discrepancies are�2%. This is probably due to nite-size
effects of the simulation box used that affect in a different way
to the coexistence densities and interfacial tensions, producing
slightly differences between the critical temperatures obtained
from these two alternative but complementary routes. We have
also included the experimental data taken from the literature to
assess the ability of the theoretical approach in describing this
key interfacial property. As it can be seen, theoretical and
computer simulation predictions are able to provide an accu-
rate description of the surface tension of all the uids. In
particular, they predict the correct and expected shape charac-
teristic of non-associating systems.

As in the case of vapor pressure, we rst discuss the results
obtained for the vapor–liquid interfacial tension of the lighter
compounds considered (CF4, SF6, and HFO-1234yf). As can be
seen, the SAFT-VR Mie MF DFT is able to provide an excellent
description of the vapor–liquid interfacial tension of SF6 in the
whole range of temperatures. Computer simulation results for
the corresponding CG model are also in very good agreement
with theory and experiments. However, although the theoretical
and computer simulation predictions of the surface tension of
CF4 and HFO-1234yf are good at all temperatures, some
discrepancies are observed. Simulation results slightly over-
estimate the experimental data of these substances, especially
at low temperatures. In addition to that, SAFT-VR Mie MF DFT
formalism overestimates the surface tension values at low
temperatures. This an expected behavior since it neglects
correlations of the attractive interactions of the systems, leading
lower cohesive energies and consequently, higher values of the
vapor–liquid surface tension. A more sophisticated version of
the functional proposed here, that would include correlations
Fig. 8 Vapor-liquid surface tension as a function of temperature for
CF4, SF6, HFO-1234yf, C10, and C20. The meaning of the symbols is the
same as in Fig. 5.
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for the long-range attractive interactions, would provide better
predictions for the surface tension.

A more detailed description of the results obtained deserves
the comparison among theory, computer simulation, and
experiments for n-alkanes. As in the case of vapor pressures,
here we also use the optimized and the scaled molecular
parameters of Avendaño and collaborators.28 SAFT-VR Mie MD
DFT is able to provide a reasonably good description of the
vapor–liquid interfacial tension. Agreement between theoretical
predictions and experimental data taken from the literature is
better at high temperatures, increasing the discrepancy with
decreasing the temperature. However, in general, theory over-
estimates experimental values for interfacial tension of n-
alkanes. This behavior is expected, as we have mentioned
previously since the theory neglects correlations between
molecules at the long-range attractive interactions level. These
differences are larger in the case of C20 than those in C10 due to
the nature of the intrinsic approximations of Wertheim's rst-
order thermodynamic perturbation theory associated to the
chain formation contribution.

Computer simulations of the CG models reported by
Avendaño and coworkers,28 using the optimized parameters,
provide an excellent description of the vapor–liquid surface
tension of n-alkanes. Particularly, good quantitative agreement
with experimental data from the literature is observed at all
temperatures, although some discrepancies are evident at low
temperatures, especially in the case of C10. Our computer
simulation results are similar than those obtained by Avendaño
and collaborators. It is observed however a slightly better
agreement between both results in the current study probably
due to different values used for the cut-off radius: they used
a value rc ¼ 6s whereas we use a larger value, rc ¼ 7s. Here s is
the value of the segment size of n-alkanes given in Table 1. It is
well known that surface tension is very sensitive in general to
the molecular details, and in particular to the range of the
attractive interactions.69

Finally, we use the values of the scaled molecular parameters
of n-alkanes proposed by Avendaño and coworkers to account
for the interfacial tension of C10 and C20. It is important to recall
here how the optimized and scaled parameters are obtained.
The optimized parameters are generally obtained by tting the
SAFT-VR Mie EOS predictions to the experimental saturated
liquid densities and vapor pressures at several temperatures
along the vapor–liquid coexistence curve. The scaled parame-
ters are determined from a renement procedure of the opti-
mized parameters that allows the CG models to describe
accurately the SAFT-VR Mie predictions. As can be seen, the
predictions obtained from simulations of the CG models using
the scaled parameters are very similar than those obtained from
the optimized parameters for the case of C10. In the case of C20,
computer simulations clearly overestimate the experimental
values taken from the literature and the predictions obtained
from simulations using the optimized parameters. However,
a careful inspection of Fig. 8 reveals an interesting behavior for
the predictions obtained from the scaled parameters. Although
simulations results for C10 and C20 using the scaled parameters
overestimate systematically the experimental values, they are in
RSC Adv., 2022, 12, 18821–18833 | 18831
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excellent agreement with theoretical predictions obtained from
the SAFT-VR Mie MF DFT approach. See also the AAD% values
presented in Table 3 for a quantication of the differences
between theory and simulation using the two sets of parame-
ters. This result is expected since scaled parameters have been
rened trying to account for the best description of the
predictions of SAFT-VR Mie, and particularly, trying to account
for eqn (4) and (5) of the paper of Avendaño et al.28 From this
perspective, CG models with scaled parameters and SAFT-VR
Mie MF DFT treatments are fully consistent. This also indi-
cates that an improvement of the free energy functional of the
DFT approach, and particularly, a more accurate approximation
for dealing with correlations of molecules at the long-range
attractive interactions level, would signicantly improve theo-
retical predictions from SAFT-VR Mie DFT.

4 Conclusions

In this work we apply the recently proposed density functional
theory, the SAFT-VR Mie MF DFT approach,37 to predict the
vapor–liquid interfacial properties of representative and diverse
chemical compounds with industrial and fundamental interest
modeled using the SAFT-g Mie force elds.28 The results ob-
tained are compared with those obtained by conducting MD
NVT molecular simulations using the direct coexistence tech-
nique as well as with experimental data taken from the litera-
ture. Overall, SAFT-VR Mie MF DFT is able to predict accurately
the bulk values of the vapor and liquid densities. Although the
phase equilibria curves are accurately predicted, differences
between the density predictions achieved by the theory and by
MD simulations are evident when the target uids approach the
critical point. Experimental data for the vapor pressure, as
a function of temperature, shows that the theory provides more
precise quantitative results. This is especially apparent from the
Clausius–Clapeyron representation, which allows one to better
examine the results at low and intermediate temperatures.
Although reproducing the relatively low values of vapor pressure
of long alkanes at low temperatures is difficult, they are found
in remarkable agreement with experiments. The theory is also
able to predict correctly the surface tension values. However,
both theoretical and computational predictions overestimate
experimental data.

Overall, results of this work dealing with a variety of
compounds point to the reliability of the simple SAFT-VR Mie
MF DFT approach for the study of phase equilibrium and
interfacial properties of pure uids. The major deviations for
the evaluated properties correspond to the large alkanes, being
C20 the most problematic, and to the highest temperatures of
coexistence. Discrepancies between theory and simulation
predictions for long-chain molecules is partly due to the linear
approximation for the many-body distribution function of the
monomer reference uid, as we have previously mentioned and
inherent to the Wertheim's rst-order thermodynamic pertur-
bation theory. However, differences in interfacial properties for
long-chain n-alkanes can also partly arise from the approxi-
mations made in the construction of the density functional. In
the mean-eld version, correlations between pair molecules due
18832 | RSC Adv., 2022, 12, 18821–18833
to the attractive interactions are neglected. The importance of
correct pair correlations becomes greater with both described
situations: with increasing the molecular size, and when the
systems approach the critical temperature. This can be a subject
for future work.

To sum up, in this study the SAFT-VR Mie MF DFT theory37

has been demonstrated a powerful tool for the prediction of
interfacial properties of complex real molecules. The excellent
agreement of the results with those obtained from molecular
simulation and experimentally points to its reliability for char-
acterizing inhomogeneous systems, with the advantage of its
efficiency in time and computational efforts.
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2919–2927.
57 E. D. Miguel and G. Jackson, J. Chem. Phys., 2006, 125,

164109.
58 J. S. Rowlinson and F. L. Swinton, Liquids and Liquid

Mixtures, Butterworth, London, 1982.
59 H. W. Xiang, The Corresponding-States Principle and Its

Practice Thermodynamic, Transport and Surface Properties
of Fluids, Elsevier, Amsterdam, 2005.

60 K. Tanaka and Y. Higashi, Int. J. Refrig., 2010, 33, 474–479.
61 DECHEMA Gesellscha Für Chemische Technik Und

Biotechnologie E.V., Frankfurt Am Main, Germany, https://
cdsdt.dl.ac.uk/detherm/, retrieved July, 2011.

62 E. W. Lemmon, M. O. McLinden and D. G. Friend, in NIST
Chemistry WebBook, NIST Standard Reference Database
Number 69, ed. P. J. Linstrom and W. G. Mallard, National
Institute of Standards and Technology, Gaithersburg MD,
2021.

63 A. Mej́ıa, E. A. Müller and G. Chaparro Maldonado, J. Chem.
Inf. Model., 2021, 61, 1244–1250.

64 E. Feria, J. Algaba, J. M. Mı́guez, A. Mej́ıa, P. Gómez-Álvarez
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