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Single cell RNA sequencing 
reveals differentiation related 
genes with drawing implications 
in predicting prognosis 
and immunotherapy response 
in gliomas
Zijian Zhou1*, JinHong Wei2, Zeruo Yang3, Yue Bao1, Wenbo Jiang1, Bin Lu1, Weimin Wang1 & 
Luo Li1*

Differentiation states of glioma cells correlated with prognosis and tumor-immune microenvironment 
(TIME) in patients with gliomas. We aimed to identify differentiation related genes (DRGs) for 
predicting the prognosis and immunotherapy response in patients with gliomas. We identified 
three differentiation states and the corresponding DRGs in glioma cells through single-cell 
transcriptomics analysis. Based on the DRGs, we separated glioma patients into three clusters with 
distinct clinicopathological features in combination with bulk RNA-seq data. Weighted correlation 
network analysis, univariate cox regression analysis and least absolute shrinkage and selection 
operator analysis were involved in the construction of the prognostic model based on DRGs. Distinct 
clinicopathological characteristics, TIME, immunogenomic patterns and immunotherapy responses 
were identified across three clusters. A DRG signature composing of 12 genes were identified for 
predicting the survival of glioma patients and nomogram model integrating the risk score and multi-
clinicopathological factors were constructed for clinical practice. Patients in high-risk group tended to 
get shorter overall survival and better response to immune checkpoint blockage therapy. We obtained 
9 candidate drugs through comprehensive analysis of the differentially expressed genes between 
the low and high-risk groups in the model. Our findings indicated that the risk score may not only 
contribute to the determination of prognosis but also facilitate in the prediction of immunotherapy 
response in glioma patients.

Gliomas are the most prevalent primary tumors originated from the central nervous system and are among the 
most devastating forms of cancer1. They vary in terms of pathological characteristics from benign to malignant 
and are divided into four grades (I to IV) by the World Health Organization (WHO)2,3. Due to the high heteroge-
neity of gliomas, the traditional classification is not satisfactory for predicting the prognosis even for patients with 
the same diagnosis. A more efficient strategy for clinicians to predict the prognosis of glioma patients is urgently 
needed. While there have been a large number of gene signatures serving as prognostic models, the predictive 
performance remained to be further improved concerning the accuracy and clinical practice4–10. Moreover, little 
prognostic models have been established which could be applicable to both glioblastoma (GBM) and low-grade 
glioma (LGG). In addition, the prognosis for patients with gliomas can be dismal combing radiotherapy and 
chemotherapy after surgical resection of the tumor11,12. As a novel therapeutic strategy, immunotherapy has 
been extensively investigated in more and more cancers and durable responses to immunotherapy in many other 
forms of cancers have drawn increasing attention of the study of immunotherapy in gliomas13. However, only the 
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minority of patients with gliomas got effective immune responses in clinical trials due to lack in precise selec-
tion with predictive biomarkers at this time14. There is an urgent need for an efficient classification or biological 
predictors with implications in discriminating the prognosis and immunotherapy responses of glioma patients.

Glioma is driven by GSCs which mainly account for the failure of current treatment strategies against malig-
nant glioma. An increasing number of studies have shed light on the existence of glioma stem cells (GSCs), which 
are capable of self-renewal and responsible for the origin of tumors. Considering the pluripotency of GSCs, they 
could differentiate into multiple cell subgroups15, leading to high of heterogeneity of cell differentiation states16. 
Most of malignant tumors such as glioblastoma are characterized by incomplete differentiation and differentiated 
glioma cells tend to get benign characteristics17. It is widely accepted that the differentiation states correlated with 
the maintenance and progression of malignant tumors so as to influence the fate and prognosis of patients. In 
addition, the differentiation states of GSCs are reported to be potentially associated with the drug resistance18. 
The mechanisms underlying cell differentiation remain unclear and the determination of differentiation related 
genes (DRGs) involved in GSCs with respect to astrocytes could contribute to the identification of new biomark-
ers and treatment strategies against gliomas. Previous studies have demonstrated that the expression of four 
neurodevelopmental transcription factors, including SALL2, SOX2, OLIG2, and POU3F2, were associated with 
the differentiation of GSCs, in which FOSL1 expression could promote cell differentiation by repressing the four 
transcription factors19. King et al. revealed that ASIC1a expression negatively correlated with glioma grading 
and played an important role in directing GSCs toward differentiation20. Differentiation therapy which tries to 
induce cancer stem cells into more differentiated and less malignant states was highlighted in recent years21. The 
exact molecular mechanisms underlying this novel treatment strategy have not been sufficiently defined yet. We 
try to appeal the implications in finding the underlying therapeutic targets for differentiation therapy through 
comprehensive analysis of DRGs in this study. The multiple factors in the tumor-immune microenvironment play 
a great role in the differentiation of cancer stem cells (CSCs) and drive progression of tumors22–24. Furthermore, it 
has been well-established that single-cell transcriptomics analysis provides a new approach for investigating the 
heterogeneity of tumors at cellular resolution25. To date, there are rare papers focusing on the construction of gene 
signatures based on DRGs for predicting prognosis and immunotherapy responses. In addition, considering that 
the effect of conventional chemotherapy against gliomas is not satisfactory due to drug resistance, comprehensive 
analysis of DRGs facilitates in the development of novel therapeutic gene targets for predicting candidate drugs11.

In this study, we attended to explore the multiple differentiation states of glioma cells through analysis of 
single cell RNA sequencing (scRNA-seq) of gliomas to identify DRGs for predicting prognosis, immunotherapy 
response and candidate targeted drugs combining with bulk RNA-seq data.

Results
Quality control and filtration of scRNA‑seq data.  After quality control, filtration and batch effect 
correction of the scRNA-seq data, 15,853 cells were acquired from GSE103224 dataset (Fig.  1A). There was 
significant positive correlation between sequencing depth and the number of detected genes (R = 0.96, Fig. 1B). 
The result of batch effect correction was shown by UMAP (Uniform Manifold Approximation and Projection) 
analysis in Fig. 1C. A total of 11,773 genes were detected and 1000 highly variable genes were depicted in Fig. 1D.

Clustering and differentiation trajectory analysis for glioma cells.  10 PCs (principal components) 
with statistical significance were determined for clustering analysis of the cells (Fig. S1A). Based on tSNE algo-
rithm, 15,853 cells were separated into 23 clusters and the expression patterns of top 10 differentially expressed 
marker genes for each cluster were displayed in the heatmap (Fig. S1B). The cells distributed in 23 clusters were 
annotated with cell types according to marker genes (Fig. 1E,F), in which cluster 14 and 18 were macrophages, 
cluster 10 were monocytes, cluster 12, 13 and 15 tended to be closely related to stem cells, cluster 19 tended to be 
related to epithelial cells, and the remaining clusters tended to be close to astrocytes. Pseudotime and differentia-
tion trajectory analysis was carried out for 12,456 astrocyte and stem cells, and 3 branches of cells with distinct 
differentiation patterns were identified. Cells distributed in state 1 were assumed to be the initial type of cells and 
then differentiated into other states (Fig. 1G).

Functional annotation for three differentiation states.  According to the marker genes for specific 
differentiation states, KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway analysis was carried out to 
reveal the enriched potential molecular mechanisms. Marker genes for differentiation state 1 were correlated 
with cellular senescence, glioma and p53 signaling pathway. Marker genes in state 2 tended to be related to cel-
lular senescence, glioma, cell cycle, HIF − 1 signaling pathway and apoptosis (Fig. S2).

Classification for glioma patients based on DRGs.  A total of 833 marker genes for three cell dif-
ferentiation states were regarded as DRGs. Through consensus clustering analysis, 3 molecular clusters with 
distinct overall survival (p < 0.001) were identified based on the expression profiles of DRGs in the merged 
data set including patients from TCGA-GBM data, GSE4271 and GSE43378 dataset (Fig. 2A–C). Patients in 
C3 tended to have the best prognosis, whereas patients in C2 exhibited worse overall survival (Fig. 2D). The 
result of PCA (principal component analysis) demonstrated that the classification could significantly distinguish 
glioma samples (Fig. 2E). In addition, the classification of gliomas based on highly variable genes identified 
in scRNA-seq data was performed via consensus clustering analysis. As depicted in Fig.  S3A, patients were 
appropriately classified into two clusters. Kaplan–Meier survival analysis indicated that the prognosis between 
the two clusters exhibited no significant difference (Fig. S3B) implying that the classification based on DRGs 
showed an advantage compared to highly variable genes with drawing implications in discriminating prognosis 
in gliomas. As shown in Fig. 2F, the pathological grade for patients of C3 tended to be lower than those of other 
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Figure 1.   Clustering and differentiation trajectory analysis for cells based on single-cell RNA-seq data. (A) 
Violin plot displaying the result of quality control and fitration of the scRNA-seq dada. (B) Scatter plot showing 
the correlation between sequencing depth and the number of detected genes. (C) UMAP analysis showing 
the result of batch effect correction in which the left panel represented the result before batch effect correction 
and the right panel represented the result after batch effect correction. (D) Scatter plot showing 1000 highly 
variable genes across the total samples with top 10 genes annotated. (E) Scatter plot showing 23 cell clusters 
processed by the tSNE algorithm based on 10 PCs. (F) Scatter plot showing the cells annotated with cell types. 
(G) Differentiation trajectory analysis identifying 3 branches of astrocyte and tissue stem cells with distinct 
differentiation state and pseudotime. UMAP: Uniform Manifold Approximation and Projection, PCA: principal 
component analysis, tSNE: t-distributed stochastic neighbor embedding.
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Figure 2.   Classification for glioma patients based on DRGs. (A–C) The results of consensus clustering analysis 
for glioma patients based on DRGs. (D) Overall survival analysis between patients in the three clusters. (E) 
Scatter plot demonstrating the result of PCA for the classification of glioma patients based on DRGs. (F) 
Comparisons of clinicopathological features across the three clusters. (G) The up/down-regulated DRGs in 
differentiation state 1 and 3 showed similar expression patterns in C2 and C3 clusters, respectively. DRGs: 
differentiation related genes, PCA: principal component analysis.
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clusters (p < 0.001), which was consistent with the results of overall survival analysis. The up/down-regulated 
DRGs in differentiation state 1 presented similar trend in samples of C2, and the expression patterns of up/
down-regulated DRGs in differentiation state 3 showed similar trend in samples of C3, which implying that 
glioma cells of C2 were mainly in differentiation state 1 which represented a less differentiated state and cells of 
C3 were mainly in differentiation state 3 which represented a more differentiated state (Fig. 2G). As shown in 
Fig. 3A,B, the results for differential analysis of enriched biological process and pathways between C2 and C3 
clusters demonstrated that, compared with C3, gliomas of C2 mainly correlated with immune responses (e.g., 
T cell mediated immunity and positive regulation of adaptive immune response) and tumorigenesis (e.g., ECM 
receptor interaction and apoptosis).

Identification of distinct tumor‑immune microenvironment (TIME), immunogenomic patterns 
and immunotherapy response across different clusters.  The immune, stromal, and ESTIMATE 
scores for samples in cluster C2 were the highest and the tumor purity was the lowest in cluster C2 (all p < 0.001), 
indicating the highest abundance of immune and stromal cells and the lowest tumor purity in C2 (Fig. 4A). 
Conversely, the results demonstrated the lowest abundance of immune and stromal cells and the highest tumor 
purity in C3. Kaplan–Meier survival analysis for patients with distinct TIME was used to investigate the cor-
relation of TIME and overall survival (Fig. 4B). Patients with lower immune, stromal, and ESTIMATE scores 
and higher tumor purity tended to have a better survival. Moreover, follicular helper T cells and activated NK 
cells were significantly more abundant in C3 tumors. However, eosinophils and activated dendritic cells were 
more abundant in C2 tumors (Fig. 4C). The expression levels of immune checkpoints including PDCD1LG2, 
HAVCR2, CTLA4, TNFRSF18, TNFRSF9, B2M, and CD274 were the highest in C2 tumors (Fig. 4D). Patients 
with higher abundance of infiltrating activated NK cells or follicular helper T cells presented better overall sur-
vival. In contrast, patients with higher abundance of infiltrating eosinophils presented worse overall survival 
(Fig. 4E). Moreover, patients with higher expression levels of CD274 tended to have worse prognosis and patients 
with higher expression levels of LAMA3 tended to have better prognosis (Fig. 4F). As shown in Fig. 4G, the 
scores for anti-PD1 immunotherapy of C2 were significantly higher than those in C3, indicating that patients 
in C2 tended to benefit from anti-PD1 therapy (p < 0.01). As for anti-CTLA4 immunotherapy, patients in C1 
tended to get effective response compared to C2. Patients in C3 were less likely to get response than those in C2 
or C1 when both anti-PD1 and anti-CTLA4 were applied.

Construction and validation of prognostic model based on DRGs.  Through WGCNA (weighted 
correlation network analysis) integrating clinicopathological data and the expression profiles of DRGs in the 
merged data, three modules were screened out with the optimal soft threshold = 4 (Fig.  5A,B), in which the 
turquoise module significantly correlated with both the survival time of glioma patients and the grade of tumors 
(Fig. 5C). A total of 163 genes in the turquoise module were selected to be enrolled in the univariate cox analysis. 
Afterwards, a total of 38 DRGs with prognostic values were identified (Fig. 5D). Finally, a prognostic model 
consisting of 12 genes were constructed through the least absolute shrinkage and selection operator (LASSO) 
regression algorithm (Fig.  5E,F). The 12 genes involved in the prognostic model with corresponding coeffi-
cients were listed in Table 1. Patients were divided into high-risk group and low-risk group with the cut off of 
the median risk score. As shown in Fig. 5G, the overall survival for patients in the low-risk group was signifi-
cantly higher than those in the high-risk group either in the training or validation cohort (p < 0.001). In order 
to evaluate the performance of the prognostic model in subgroups with different clinicopathological features, 
patients were divided into different subgroups according to gender and grade. Similar results were obtained in 
which patients in the low-risk group tended to get better survival compared with those in the high-risk group 
(Fig. S4A). Moreover, the areas under the receiver operating characteristic (ROC) curves (AUC) for predicting 
1-year, 2-year and 3-year overall survival were 0.730, 0.747, 0.798, respectively, in the training cohort, and 0.864, 
0.856, 0.860, respectively, in the validation cohort (Fig. 5H). Four recently published glioma related prognostic 
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Figure 4.   Identification of distinct TIME, immunogenomic patterns and immunotherapy response across 
different clusters. (A) Comparisons of immune score, stromal score, ESTIMATE score and tumor purity. 
(B) Kaplan–Meier survival analysis for patients with distinct TIME. (C) Comparisons of the abundances of 
infiltrating immune cells. (D) Comparisons of the expression levels of immune checkpoints. (E) Kaplan–Meier 
survival analysis for patients with distinct abundance of infiltrating immune cells. (F) Kaplan–Meier survival 
analysis for patients with distinct expression levels of immune checkpoints. (G) Comparisons of immunotherapy 
scores. ‘ns’ means no significance, * means P < 0.05, ** means P < 0.01, and ***means P < 0.001. TIME: tumor-
immune microenvironment.
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Figure 5.   Construction of prognostic model based on DRGs. (A,B) Three modules were identified with the 
optimal soft threshold = 4 based on WGCNA. (C) The result of correlation analysis between modules and 
clinicopathological features. (D) Forest plot displaying the result of univariate cox analysis of DRGs. (E) The 
coefficient profile plot against the log(lambda) sequence in the LASSO model. (F) Optimal parameter (lambda) 
selection in the LASSO model. (G) Kaplan–Meier analysis between the low-risk group and the high-risk group 
in the training (left panel) and validation (right panel) cohorts, respectively. (H) The ROC curves for predicting 
1-year, 2-year and 3-year overall survival in the training (left panel) and validation (right panel) cohorts, 
respectively. (I) The ROC curves showing the comparison between our prognostic model and other recently 
established models in the training cohort for predicting 1-year (left panel) and 2-year (right panel) overall 
survival, respectively. (J) Similar results in the validation cohort. DRGs: differentiation related genes, WGCNA: 
weighted correlation network analysis, LASSO: least absolute shrinkage and selection operator, ROC: receiver 
operating characteristic.
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models were compared with our model. In the training cohort, the AUC of our model for predicting 1-year and 
2-year overall survival were higher than other models (Fig. 5I). In addition, the accuracy of our model was also 
better than other glioma related models in the validation cohort4,6,7,26 (Fig. 5J). As demonstrated in Fig. 6A,B, 
the expression levels of RAB27A, TMEM176B, S100A10, BRI3, MGP, CYSTM1, RBP1, TOP2A, and HMGB2 
increased with the increasing of the risk scores, indicating these genes acted as risk genes. Alternatively, GSTA4, 
SCD5, and MARCKS acted as protective genes. The survival time and survival rate decreased with the increasing 
of the risk scores. The expression levels of the 12 prognostic genes in the model significantly differed between 
patients of the low and high-risk groups (Fig. S4B,C). In the training cohort, the result of univariate cox analy-
sis revealed that age, grade and risk score were significantly associated with the prognosis of glioma patients 
(Fig. 6C). The results of multivariate cox analysis indicated that age, grade and risk score can be independent 
factors for predicting the prognosis of glioma patients (Fig. 6D). Similar results were obtained in the validation 
cohort (Fig. 6E,F). An independent cohort from CGGA database (data set ID: mRNAseq_325) was employed 
to further verify the performance of the model (Fig. S5). The corresponding clinical information was shown in 
Supplementary Table 6.

Establishment and evaluation of nomogram.  Nomogram integrating age, gender, grade and risk 
group was constructed for predicting the survival of glioma patients at 1, 2 and 3 years based in the training 
cohort (Fig. 6G). The AUC for predicting 1-year, 2-year and 3-year overall survival were 0.752, 0.799 and 0.861, 
respectively (Fig. 6H). Calibration curves for predicting 1-year, 2-year and 3-year overall survival were close to 
the actual observed values (Fig. 6I).

Identification of immunotherapy response for patients of high and low‑risk groups.  The cor-
relation between the expression levels of 12 prognostic genes in our model and the abundance of infiltrating 
immune cells was identified in Fig. 7A. Among them, the expression levels of GSTA4, HMGB2, MARCKS, and 
TOP2A positively correlated with the infiltration of activated NK cells and negatively correlated with the infil-
tration of M2 macrophages, indicating the potential correlation between the expression patterns of prognostic 
genes and TIME. Furthermore, unsupervised subclass mapping analysis of immunotherapy response between 
the high-risk group and low-risk groups was carried out (Fig.  7B,C). In the training cohort, patients in the 
high-risk group tended to get better responses to anti-CTLA4 immunotherapy than those in the low-risk group 
(p = 0.039). As for the validation cohort, patients in the high-risk group were more sensitive to either anti-PD1 
therapy (p = 0.005, respectively).

The expression patterns of the 12 prognostic genes in the subgroups of scRNA‑seq data.  As 
shown in Fig. 7D, the expression patterns of the 12 prognostic genes were diverse among different subgroups of 
cells. Compared with other prognostic genes, MARCKS were widely expressed in most of the cells. BRI3, RBP, 
SCD5, and HMGB2 were highly expressed in astrocytes.

Identification of the risk scores for glioma patients in three clusters.  The risk scores for patients 
in C2 were significantly higher compared with other clusters (Fig. 7E) which was consistent with the previous 
results. As shown in Fig. 7F, most of the patients in C2 distributed in high-risk group and most of the patients 
in C3 distributed in low-risk group, which was in agreement with the above results. Moreover, the correlation 
between prognostic DRGs and the corresponding transcriptional factors was demonstrated in Fig. S6.

Prediction of candidate targeted drugs.  A total of 479 differentially expressed genes (DEGs) between 
the low and high-risk groups were screened out for further analysis in Connectivity Map (CMap). Nine candi-
date targeted drugs with potential therapeutic values which can reverse the expression patterns of patients in the 
high-risk group were identified (Table 2).

Table 1.   Prognostic genes involved in our model.

Gene Coefficients

RAB27A 0.0447783869529816

GSTA4 − 0.0294365949555612

TMEM176B 0.133932069262102

S100A10 0.0183174232803931

BRI3 0.124908133380746

MGP 0.0636231985984361

MARCKS − 0.146500790307173

CYSTM1 0.145004134475847

RBP1 0.0847420516917888

SCD5 − 0.0316244289214241

TOP2A 0.156547345519961

HMGB2 0.125638780008089
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Figure 6.   Construction and evaluation of the nomogram. (A) Heatmap showing the expression patterns of 
prognostic genes in the model, the curve of risk scores and scatter plot of survival states in the training cohort. 
(B) Verification of the above results using the validation cohort. (C) Forest plot showing the results of univariate 
cox regression analysis of the risk score and clinicopathological features in the training cohort. (D) Forest plot 
showing the results of multivariate cox regression analysis of the risk score and clinicopathological features 
in the training cohort. (E,F) Verification of the above results using the validation cohort. (G) Nomogram 
integrating risk, age, gender, grade as variables with predictions of survival at 1, 2, and 3 years using the training 
cohort. (H) The ROC curves of the nomogram for predicting 1-year, 2-year and 3-year overall survival in the 
training cohort. (I) The calibration curves evaluating the nomogram.
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Figure 7.   (A) Heatmap showing the correlation between the expression levels of 12 prognostic genes in our 
model and the abundance of infiltrating immune cells. (B) Unsupervised subclass mapping analysis of the 
response to immunotherapy between high-risk group and low-risk group in the training cohort. (C) Verification 
of the above results using the validation cohort. (D) The expression patterns of the 12 prognostic genes in the 
subgroups of the single-cell RNA-seq data. (E) Comparison of the risk scores across the three clusters. (F) 
Alluvial diagram showing the distribution of three clusters in different risk groups and grades.
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Discussion
In this study, we identified three cell differentiation states in glioma tissues through analysis of single-cell RNA-
seq data from GEO database and the marker genes for specific cell states were subsequently merged as DRGs, 
based on which we separated glioma patients into three clusters with distinct clinicopathological features based 
on the bulk RNA-seq data from TCGA and GEO database. Distinct TIME, immunogenomic patterns and immu-
notherapy responses were identified across three clusters. A prognostic model composing of 12 DRGs was 
established to predict the prognosis of glioma patients and nomogram model integrating the risk group and 
multi-clinicopathological factors were constructed for clinical practice. We obtained nine candidate targeted 
drugs through comprehensive analysis of the DEGs between the low and high-risk groups in the model.

Single-cell RNA-seq technology provided a new method to explore the intratumoral heterogeneity through 
analyzing the transcriptional characteristics at the resolution of single cells27. The single-cell RNA-seq data 
composing of high-grade gliomas (HGGs) were applied in this study. Consistent with previous studies, while 
the transformed cells in HGG resemble glia28,29, we identified a rare subpopulation of GSCs which gave the pos-
sibility to explore the multiple cell differentiation states in glioma cells. Cells in gliomas differentiated from GSCs 
exhibited distinct marker phenotypes, morphologies, and migratory properties30. Given that gliomas represent 
a heterogeneous group of tumors originating from astrocytes and oligodendrocytes, we selected astrocytes and 
tissue stem cells for the differentiation trajectory analysis based on the annotation of all cells involved in the 
glioma tissues. We identified three clusters in glioma patients with distinct clinicopathological features based on 
the expression patterns of DRGs. In addition, the correspondence between the clusters and the differentiation 
states suggested that the prognosis and immunotherapy responses correlated with the cell differentiation states in 
glioma patients. For example, gliomas of patients in C2, which had worse overall survival and higher risk scores, 
mainly distributed in less differentiated state (state 1) and C3 which had better prognosis and lower risk scores 
tended to distributed in more differentiated state (state 3), implying that less differentiated state correlated with 
poor prognosis which was consistent with the well-established theory21. The investigation focusing on the iden-
tification of DRGs promoted a better understanding of the prognosis and treatment of gliomas. Previous studies 
demonstrated that cell signaling pathways and transcriptional cascades involved in the progress of differentiation 
have been implicated in the oncogenesis and progression of malignant tumors. Differentiation therapy, in which 
cancer cells were induced by transformative signaling events and then directed towards more differentiated and 
less malignant states, shed light on the treatment of malignant tumors including those occurring in the brain 
and central nervous system31. While significant progress regarding of differentiation therapy in gliomas has been 
made, the specific molecular mechanisms and therapeutic targets remains unclear32–34. In this study, we screened 
out DRGs with prognostic values and the corresponding transcriptional factors to provide promising candidate 
targets for prospective differentiation therapy. On the other hand, Wang et al. identified an immune-related signa-
ture indicating the dedifferentiation of thyroid cells, which suggested a correlation between differentiation states 
and TIME5,35. To date, there has been rare related study concerning the correlation between tumor differentiation 
status and TIME in gliomas. In our research, the tumor microenvironment for gliomas of C2 exhibited more 
infiltrating immune cells and lower tumor purity. Tumor-associated macrophages, presenting an M2-like polari-
zation, were the most abundant leucocyte subset in cancers and exhibited anti-inflammatory effects in TIME, 
which promoted tumorigenesis and progression through regulating anti-tumor immune processes36. Consistent 
with the previous studies, we found that two favorable DRGs in our prognostic model including GSTA4 and 
MARCKS negatively correlated with the infiltration of M2 macrophages while two unfavorable DRGs including 
BRI3 and TMEM176B positively correlated with the infiltration of M2 macrophages. However, the unfavorable 
DRGs including HMGB2 and TOP2A presented adverse trend in our study which might need further investiga-
tion. Moreover, patients in C2 were sensitive to immune checkpoint blockage therapy which was consistent with 
the results that patients in the high-risk group tended to respond to anti-PD1 or anti-CTLA4 immunotherapy. 
All these findings raised the possibility of predicting TIME, immunogenicity and immunotherapy responses 
based on the expression patterns of DRGs in glioma patients.

Compared to other prognostic models with respect to gliomas, the values of AUC for our model were higher 
which indicated higher accuracy for predicting the prognosis of glioma patients. Moreover, we extended our 
research to patients with low-grade glioma in which the performance of the prognostic model was powerful as 
well. Unsupervised subclass mapping analysis suggested that glioma patients with higher risk scores tended to 

Table 2.   The candidate small molecules with highly significant correlations in the results of CMap.

cMap name Enrichment p-value

Y-27632 − 0.928 0.01076

5230742 − 0.925 0.01147

guanethidine − 0.924 0.00074

AH-23848 − 0.913 0.00114

puromycin − 0.885 0.00038

NU-1025 − 0.865 0.03634

oxybutynin − 0.851 0.00093

benzthiazide − 0.835 0.00135

clofilium tosylate − 0.831 0.00959
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have a better response to immune checkpoint blockage therapy than those with lower risk scores regardless of the 
weak statistical significance, implying that the risk score can also serve as an indicator indicative of the response 
to immunotherapy. On the other hand, we found nine candidate drugs with potential therapeutic efficacy based 
on the DEGs between low and high-risk groups by using bioinformatics analysis, thus contributing to the drug 
investigation in the future.

There were some drawbacks in the current study. Firstly, due to the lack of single-cell RNA-seq data of LGG 
patients in the GEO database, the DRGs were mainly derived from scRNA-seq data of HGG patients. Moreo-
ver, the proportion of LGG patients in the training cohort was lower compared to HGG patients. However, the 
performance of our model was further evaluated and verified in the validation cohort which was composed of 
LGG samples. Secondly, the specific mechanism of the DRGs in TIME remained unclear. Thirdly, Molecular and 
cellular biological experiments were needed to further verify our findings.

Conclusion
Our prognostic model based on differentiation related gene signature has a potential value in predicting prog-
nosis, immunotherapy responses in glioma patients. Thus, the risk score can serve as a powerful biomarker for 
prognosis and immunotherapy response. Besides, we screened out candidate drugs based on the DEGs between 
the low and high-risk groups for guiding the direction of future drug exploration.

Methods
Acquisition of scRNA‑seq data and bulk RNA‑seq data.  We declare that all the data supporting 
the findings of this study are available in the TCGA database (https://​portal.​gdc.​cancer.​gov/), GEO database 
(https://​www.​ncbi.​nlm.​nih. gov/geo/) and CGGA database (Chinese Glioma Genome Atlas, http://​cgga.​org.​
cn/​index.​jsp). We confirm that all methods used in this study are performed in accordance with the relevant 
guidelines and regulations. The scRNA-seq data consisting of 23,793 glioma cells from 8 patients were obtained 
from GSE103224 dataset37 in the GEO database. The corresponding clinicopathological features were listed in 
Supplementary Table 1. ‘Seurat’ and ‘Monocle’ packages in R software (version 4.1.1) were used in the preproc-
essing of scRNA-seq data38. The content of mitochondrial genes was calculated through the PercentageFeature-
Set function. Genes detected in < 3 cells were excluded and cells with < 500 or > 5000 detected genes and ≥ 2.5% 
mitochondrial expressed genes were excluded, after which 15,853 cells were selected for further analysis. Har-
mony algorithm was employed to correct the batch effects of the scRNA-seq data by using ‘harmony’ R package, 
followed which UMAP (Uniform Manifold Approximation and Projection) was utilized to assess and visualize 
the results39. ScRNA-seq data were normalized by the ‘LogNormalize’ method, and the top 1000 highly variable 
genes were identified by the ‘vst’ selection method. Bulk RNA-seq data of patients with GBM and low-grade 
glioma (LGG) were acquired from TCGA (http://​cance​rgeno​me.​nih.​gov/) database. The corresponding clinico-
pathological information was acquired from cBioPortal database (https://​www.​cbiop​ortal.​org/). GSE4271 and 
GSE43378 data sets were obtained from the GEO database. The corresponding clinicopathological information 
for the four cohorts was presented in Supplementary Tables 2–5. Ethics committee approval for our study was 
not required because the data were obtained from publicly available databases.

Processing of the scRNA‑seq data.  Firstly, PCA was utilized for dimension reduction of the glioma 
cells40. The top 10 principal components (PCs) with significant values were selected for clustering by using the 
t-distributed stochastic neighbor embedding (tSNE) algorithm41. Marker genes with Log2 [fold change (FC)] > 1 
and adjusted p values < 0.05 in each cluster were identified using the ‘limma’ package. ‘SingleR’ package was 
employed as an automatic annotation method for scRNA-seq data in this study42. Human primary cell atlas data 
involved in ‘celldex’ package were used as reference data43.

Pseudotime and trajectory analysis.  Pseudotime and trajectory analysis were conducted for astrocyte 
and tissue stem cells by using ‘Monocle’ package. Cells distributed in the same branch were considered to be in 
the same differentiation state. DEGs in cells with distinct differentiation states were determined by |log2 (FC)|> 1 
and adjusted p values < 0.05, which were defined as DRGs. The KEGG pathway analysis for DRGs was carried out 
by ‘clusterProfiler’, ‘org.Hs.eg.db’, ‘enrichplot’ and ‘ggplot2’ packages44–46. The KEGG pathway related data were 
publicly available on the website (https://​www.​kegg.​jp/​kegg/​kegg1.​html).

Classification for glioma patients based on DRGs.  The bulk RNA-seq data for GBM samples were 
transformed to transcripts per million (TPM) values and log2-scale transferred for normalization and subse-
quently merged with transcriptional data from GSE4271 and GSE43378 dataset. The merged data were corrected 
batch effect by using R package ‘sva’. DRGs expression patterns were extracted for further analysis. Unsupervised 
consensus clustering for glioma patients was carried out by using ‘ConsensusClusterPlus’ package based on 
expression patterns of DRGs47. 50 iterations with maxK = 9 were utilized for stable classification. Kaplan–Meier 
analysis was employed to compare the overall survival of patients across different clusters. The distribution 
of clinicopathological features in each cluster was visualized by ‘ggplot2’ package. The expression levels of the 
marker genes for specific differentiation states were explored across different clusters. PCA was conducted to 
evaluate the results of clustering. Gene set variation analysis (GSVA) was utilized for differential analysis of 
enriched molecular functions and pathways between different clusters by using ‘limma’, ‘GSVA’ and ‘GSEABase’ 
R packages. The GO biological process and KEGG pathways with |log2FC|> 0.1 and FDR < 0.05 were consid-
ered significantly enriched molecular functions and pathways between different clusters. The KEGG and ontol-
ogy gene sets (c5.go.bp.v7.4.symbols.gmt, c2.cp.kegg.v7.4.symbols.gmt) used for GSVA were downloaded from 
GSEA database (https://​www.​gsea-​msigdb.​org/​gsea/​index.​jsp).
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Identification of TIME and immune patterns of patients across different clusters.  The immune 
score, stromal score, ESTIMATE score and tumor purity of each sample were calculated through ‘ESTIMATE’ 
package. The abundance of infiltrating immune cells of each sample was determined by using CIBERSORT 
method and ‘limma’ package. The expression levels of immune checkpoints48–55 in glioma patients across dif-
ferent clusters were also evaluated for differential analysis. Kaplan–Meier analysis was used to investigate the 
correlation between TIME and overall survival. The immunotherapy score for each GBM patient from TCGA 
database was obtained from The Cancer Immunome Database (TCIA, https://​tcia.​at/​home). Differential analysis 
of immunotherapy scores for GBM patients was carried out and visualized by ‘ggpubr’ package.

Construction and validation of DRGs based prognostic model.  Firstly, the RNA-seq data of LGG 
samples from TCGA database, which were treated as validation cohort, were transformed to transcripts per mil-
lion (TPM) values and log2-scale transferred for further analysis. Moreover, the merged data were treated as the 
training cohort. The RNA-seq data involved in the validation cohort and training cohort were corrected batch 
effect. WGCNA was employed to determine the key module which was correlated with survival and differentia-
tion based on the expression patterns of DRGs in the training cohort. Univariate cox regression analysis was 
carried out to screen out the genes involved in the key module with prognostic values by using ‘survival’ package, 
in which p < 0.005 was considered as statistically significant. Additionally, the list of transcription factors was 
downloaded from cistrome cancer database (http://​cistr​ome.​org/​Cistr​omeCa​ncer/) and co-expression analysis 
was utilized to investigate the correlation between transcription factors and the prognostic DRGs by using ‘dplyr’ 
and ‘limma’ packages. Afterwards, the LASSO regression algorithm was employed to further screen out DRGs 
with prognostic values. The Receiver Operating Characteristic (ROC) curves and Kaplan–Meier analysis were 
used to evaluate the performance of the prognostic model in which R packages including ‘survival’, ‘glmnet’, 
‘survminer’ and ‘timeROC’ were employed. The risk score for each patient was calculated according to the fol-
lowing formula: risk score = 

n∑

i=1

coefDRGi ∗ EXPDRGi in which the coefDRGi means the coefficient for the i th 

DRG, and the EXPDRGi represents the expression level of the i th DRG in the prognostic model. Univariate and 
multivariate cox regression analysis were applied to evaluate the prognostic value of risk score. Patients were 
divided into high-risk group and low-risk group with the cut off of the median risk score. Additionally, another 
independent cohort from CGGA database (data set ID: mRNAseq_325) was used to further verify the perfor-
mance of the prognostic model.

Construction of nomogram.  Nomogram combing risk score and clinicopathological factors was intro-
duced to fulfill the prognostic model by using ‘rms’ and ‘regplot’ R package. Predictions for survival at the time 
of 1-, 2- and 3- years were accomplished. Calibration curves were carried out to explore the accuracy of the 
nomogram.

Prediction of immunotherapy response between patients of different groups.  An unsuper-
vised subclass mapping method was used to predict the response to anti-PD1 and anti-CTLA4 immunotherapy 
for patients in different groups (https://​cloud.​genep​attern.​org/​gp/).

Prediction of candidate targeted drugs.  The differentially expressed genes between the high and low-
risk groups in the merged data were determined with |log2 (FC)|> 0.585 and adjusted p values < 0.05. The up-
regulated genes and down-regulated genes were put into Connectivity Map (CMap) (version build 02) database 
for identification of candidate small molecule drugs. Then, the drugs with enrichment scores < − 0.800 and p 
values < 0.05 were selected as candidate targeted drugs.

Statistical analysis.  The comparisons across multi-groups were carried out using Kruskal–Wallis test, and 
the Wilcoxon test was utilized to conduct the comparisons between two groups. The distribution of categorical 
variables between subgroups was analyzed through Chi-square tests. The student’s t-test was implemented to 
compare the continuous data between pairs of subgroups. Pearson’s correlation test was employed to investigate 
the correlations between normally distributed variables, while correlations between non-normally distributed 
variables were evaluated by Spearman’s correlation test. The log rank test was employed to examine the statisti-
cally differences of the overall survival in the Kaplan–Meier analysis. R software in version 4.1.1 (Institute for 
Statistics and Mathematics, Vienna, Austria) was utilized to accomplish the statistical analysis and visualization 
of the results (https://​www.r-​proje​ct.​org/).

Ethics declarations.  Ethics committee approval for our study was not required because the data were 
obtained from publicly available databases.

Data availability
We declare that the data sets supporting the findings of this study are available in the TCGA database (https://​
portal.​gdc.​cancer.​gov/), GEO database (https://​www.​ncbi.​nlm.​nih. gov/geo/) and CGGA database (Chinese 
Glioma Genome Atlas, http://​cgga.​org.​cn/​index.​jsp).

Received: 27 August 2021; Accepted: 17 January 2022

https://tcia.at/home
http://cistrome.org/CistromeCancer/
https://cloud.genepattern.org/gp/
https://www.r-project.org/
https://portal.gdc.cancer.gov/
https://portal.gdc.cancer.gov/
https://www.ncbi.nlm.nih
http://cgga.org.cn/index.jsp


14

Vol:.(1234567890)

Scientific Reports |         (2022) 12:1872  | https://doi.org/10.1038/s41598-022-05686-x

www.nature.com/scientificreports/

References
	 1.	 Camelo-Piragua, S. & Kesari, S. Further understanding of the pathology of glioma: Implications for the clinic. Expert Rev. Neurother. 

16, 1055–1065. https://​doi.​org/​10.​1080/​14737​175.​2016.​11947​55 (2016).
	 2.	 Jackson, C. M., Choi, J. & Lim, M. Mechanisms of immunotherapy resistance: Lessons from glioblastoma. Nat. Immunol. 20, 

1100–1109. https://​doi.​org/​10.​1038/​s41590-​019-​0433-y (2019).
	 3.	 Urso, K. et al. NFATc3 controls tumour growth by regulating proliferation and migration of human astroglioma cells. Sci. Rep. 9, 

9361. https://​doi.​org/​10.​1038/​s41598-​019-​45731-w (2019).
	 4.	 Wang, Z. et al. Glioblastoma cell differentiation trajectory predicts the immunotherapy response and overall survival of patients. 

Aging 12, 18297–18321. https://​doi.​org/​10.​18632/​aging.​103695 (2020).
	 5.	 Wang, X. et al. Identification of an immune-related signature indicating the dedifferentiation of thyroid cells. Cancer Cell Int. 21, 

231. https://​doi.​org/​10.​1186/​s12935-​021-​01939-3 (2021).
	 6.	 Zheng, J. et al. Identification of critical m6A RNA methylation regulators with prognostic value in lower-grade glioma. Biomed. 

Res. Int. 2021, 9959212. https://​doi.​org/​10.​1155/​2021/​99592​12 (2021).
	 7.	 Bingxiang, X., Panxing, W., Lu, F., Xiuyou, Y. & Chao, D. A Prognostic model for brain glioma patients based on 9 signature 

glycolytic genes. BioMed Res. Int. 2021, 6680066. https://​doi.​org/​10.​1155/​2021/​66800​66 (2021).
	 8.	 Maimaiti, A. et al. Identification and validation of a novel eight mutant-derived long non-coding RNAs signature as a prognostic 

biomarker for genome instability in low-grade glioma. Aging 13, 15164–15192. https://​doi.​org/​10.​18632/​aging.​203079 (2021).
	 9.	 Zhang, Q. et al. Prognostic value of immune-related lncRNA SBF2-AS1 in diffuse lower-grade glioma. Technol. Cancer Res. Treat-

ment 20, 15330338211011966. https://​doi.​org/​10.​1177/​15330​33821​10119​66 (2021).
	10.	 Cao, Y. et al. Development of an immune-related LncRNA prognostic signature for glioma. Front. Genet. 12, 678436. https://​doi.​

org/​10.​3389/​fgene.​2021.​678436 (2021).
	11.	 Lang, F., Liu, Y., Chou, F. & Yang, C. Genotoxic therapy and resistance mechanism in gliomas. Pharmacol. Therapeut. 228, 107922. 

https://​doi.​org/​10.​1016/j.​pharm​thera.​2021.​107922 (2021).
	12.	 McKinnon, C., Nandhabalan, M., Murray, S. & Plaha, P. J. B. Glioblastoma: Clinical presentation, diagnosis, and management. 

BMJ 374, n1560. https://​doi.​org/​10.​1136/​bmj.​n1560 (2021).
	13.	 McGranahan, T., Therkelsen, K. E., Ahmad, S. & Nagpal, S. Current state of immunotherapy for treatment of glioblastoma. Curr. 

Treat. Options Oncol. 20, 24. https://​doi.​org/​10.​1007/​s11864-​019-​0619-4 (2019).
	14.	 Chiocca, E. A., Nassiri, F., Wang, J., Peruzzi, P. & Zadeh, G. Viral and other therapies for recurrent glioblastoma: Is a 24-month 

durable response unusual?. Neuro Oncol. 21, 14–25. https://​doi.​org/​10.​1093/​neuonc/​noy170 (2019).
	15.	 Lathia, J. et al. Cancer stem cells in glioblastoma. Genes Dev. 29, 1203–1217. https://​doi.​org/​10.​1101/​gad.​261982.​115 (2015).
	16.	 Lummertz da Rocha, E. et al. Reconstruction of complex single-cell trajectories using Cell Router. Nat. Commun. 9, 892. https://​

doi.​org/​10.​1038/​s41467-​018-​03214-y (2018).
	17.	 Liu, H., Wang, S., Lin, J., Lin, Z. & Li, H. Investigation of the lipidomic changes in differentiated glioblastoma cells after drug 

treatment using MALDI-MS. Talanta 233, 122570. https://​doi.​org/​10.​1016/j.​talan​ta.​2021.​122570 (2021).
	18.	 Fadera, S., Chen, P.-Y., Liu, H.-L. & Lee, I. C. Induction therapy of retinoic acid with a temozolomide-loaded gold nanoparticle-

associated ultrasound effect on glioblastoma cancer stem-like colonies. ACS Appl. Mater. Interfaces. 13, 32845–32855. https://​doi.​
org/​10.​1021/​acsami.​1c096​34 (2021).

	19.	 Pecce, V. et al. The role of FOSL1 in stem-like cell reprogramming processes. Sci. Rep. 11, 14677. https://​doi.​org/​10.​1038/​s41598-​
021-​94072-0 (2021).

	20.	 King, P. et al. Regulation of gliomagenesis and stemness through acid sensor ASIC1a. Int. J. Oncol. 59, 82. https://​doi.​org/​10.​3892/​
ijo.​2021.​5262 (2021).

	21.	 Curry, R. N. & Glasgow, S. M. The role of neurodevelopmental pathways in brain tumors. Front Cell Dev. Biol. 9, 659055–659055. 
https://​doi.​org/​10.​3389/​fcell.​2021.​659055 (2021).

	22.	 Hambardzumyan, D., Gutmann, D. H. & Kettenmann, H. The role of microglia and macrophages in glioma maintenance and 
progression. Nat. Neurosci. 19, 20–27. https://​doi.​org/​10.​1038/​nn.​4185 (2016).

	23.	 Moeini, P. & Niedźwiedzka-Rystwej, P. Tumor-associated macrophages: Combination of therapies, the approach to improve cancer 
treatment. Int. J. Mol. Sci. https://​doi.​org/​10.​3390/​ijms2​21372​39 (2021).

	24.	 Tanay, A. & Regev, A. Scaling single-cell genomics from phenomenology to mechanism. Nature 541, 331–338. https://​doi.​org/​10.​
1038/​natur​e21350 (2017).

	25.	 Lovett, M. The applications of single-cell genomics. Hum. Mol. Genet. 22, R22–R26. https://​doi.​org/​10.​1093/​hmg/​ddt377 (2013).
	26.	 Zhang, J. et al. Integrative analysis of DNA methylation and transcriptome identifies a predictive epigenetic signature associated 

with immune infiltration in gliomas. Front Cell Dev. Biol. 9, 670854. https://​doi.​org/​10.​3389/​fcell.​2021.​670854 (2021).
	27.	 Dagogo-Jack, I. & Shaw, A. T. Tumour heterogeneity and resistance to cancer therapies. Nat. Rev. Clin. Oncol. 15, 81–94. https://​

doi.​org/​10.​1038/​nrcli​nonc.​2017.​166 (2018).
	28.	 Verhaak, R. G. W. et al. Integrated genomic analysis identifies clinically relevant subtypes of glioblastoma characterized by abnor-

malities in PDGFRA, IDH1, EGFR, and NF1. Cancer Cell 17, 98–110. https://​doi.​org/​10.​1016/j.​ccr.​2009.​12.​020 (2010).
	29.	 Canoll, P. & Goldman, J. E. The interface between glial progenitors and gliomas. Acta Neuropathol. 116, 465. https://​doi.​org/​10.​

1007/​s00401-​008-​0432-9 (2008).
	30.	 Wang, L. et al. The phenotypes of proliferating glioblastoma cells reside on a single axis of variation. Cancer Discov. 9, 1708–1719. 

https://​doi.​org/​10.​1158/​2159-​8290.​CD-​19-​0329 (2019).
	31.	 Zong, H., Parada, L. & Baker, S. J. Cell of origin for malignant gliomas and its implication in therapeutic development. Cold Spring 

Harbor Persp. Biol. https://​doi.​org/​10.​1101/​cshpe​rspect.​a0206​10 (2015).
	32.	 Zuccarini, M. et al. The role of wnt signal in glioblastoma development and progression: A possible new pharmacological target 

for the therapy of this tumor. Genes https://​doi.​org/​10.​3390/​genes​90201​05 (2018).
	33.	 Zhu, X. et al. Olig2-dependent developmental fate switch of NG2 cells. Development 139, 2299–2307. https://​doi.​org/​10.​1242/​dev.​

078873 (2012).
	34.	 Zhang, M., Yang, D. & Gold, B. J. H. Origin of mutations in genes associated with human glioblastoma multiform cancer: Random 

polymerase errors versus deamination. Heliyon 5, e01265. https://​doi.​org/​10.​1016/j.​heliy​on.​2019.​e01265 (2019).
	35.	 Cunha, L. L. et al. The immune landscape of the microenvironment of thyroid cancer is closely related to differentiation status. 

Cancer Cell Int. 21, 387. https://​doi.​org/​10.​1186/​s12935-​021-​02084-7 (2021).
	36.	 Belgiovine, C., Digifico, E., Anfray, C., Ummarino, A. & Torres Andón, F. Targeting tumor-associated macrophages in anti-cancer 

therapies: Convincing the traitors to do the right thing. J. Clin. Med. 9, 1. https://​doi.​org/​10.​3390/​jcm91​03226 (2020).
	37.	 Yuan, J. et al. Single-cell transcriptome analysis of lineage diversity in high-grade glioma. Genome Med. 10, 57. https://​doi.​org/​10.​

1186/​s13073-​018-​0567-9 (2018).
	38.	 Qiu, X. et al. Reversed graph embedding resolves complex single-cell trajectories. Nat. Methods 14, 979–982. https://​doi.​org/​10.​

1038/​nmeth.​4402 (2017).
	39.	 Tran, H. T. N. et al. A benchmark of batch-effect correction methods for single-cell RNA sequencing data. Genome Biol. 21, 12. 

https://​doi.​org/​10.​1186/​s13059-​019-​1850-9 (2020).
	40.	 Lall, S., Sinha, D., Bandyopadhyay, S. & Sengupta, D. Structure-aware principal component analysis for single-Cell RNA-seq data. 

J. Comput. Biol. https://​doi.​org/​10.​1089/​cmb.​2018.​0027 (2018).

https://doi.org/10.1080/14737175.2016.1194755
https://doi.org/10.1038/s41590-019-0433-y
https://doi.org/10.1038/s41598-019-45731-w
https://doi.org/10.18632/aging.103695
https://doi.org/10.1186/s12935-021-01939-3
https://doi.org/10.1155/2021/9959212
https://doi.org/10.1155/2021/6680066
https://doi.org/10.18632/aging.203079
https://doi.org/10.1177/15330338211011966
https://doi.org/10.3389/fgene.2021.678436
https://doi.org/10.3389/fgene.2021.678436
https://doi.org/10.1016/j.pharmthera.2021.107922
https://doi.org/10.1136/bmj.n1560
https://doi.org/10.1007/s11864-019-0619-4
https://doi.org/10.1093/neuonc/noy170
https://doi.org/10.1101/gad.261982.115
https://doi.org/10.1038/s41467-018-03214-y
https://doi.org/10.1038/s41467-018-03214-y
https://doi.org/10.1016/j.talanta.2021.122570
https://doi.org/10.1021/acsami.1c09634
https://doi.org/10.1021/acsami.1c09634
https://doi.org/10.1038/s41598-021-94072-0
https://doi.org/10.1038/s41598-021-94072-0
https://doi.org/10.3892/ijo.2021.5262
https://doi.org/10.3892/ijo.2021.5262
https://doi.org/10.3389/fcell.2021.659055
https://doi.org/10.1038/nn.4185
https://doi.org/10.3390/ijms22137239
https://doi.org/10.1038/nature21350
https://doi.org/10.1038/nature21350
https://doi.org/10.1093/hmg/ddt377
https://doi.org/10.3389/fcell.2021.670854
https://doi.org/10.1038/nrclinonc.2017.166
https://doi.org/10.1038/nrclinonc.2017.166
https://doi.org/10.1016/j.ccr.2009.12.020
https://doi.org/10.1007/s00401-008-0432-9
https://doi.org/10.1007/s00401-008-0432-9
https://doi.org/10.1158/2159-8290.CD-19-0329
https://doi.org/10.1101/cshperspect.a020610
https://doi.org/10.3390/genes9020105
https://doi.org/10.1242/dev.078873
https://doi.org/10.1242/dev.078873
https://doi.org/10.1016/j.heliyon.2019.e01265
https://doi.org/10.1186/s12935-021-02084-7
https://doi.org/10.3390/jcm9103226
https://doi.org/10.1186/s13073-018-0567-9
https://doi.org/10.1186/s13073-018-0567-9
https://doi.org/10.1038/nmeth.4402
https://doi.org/10.1038/nmeth.4402
https://doi.org/10.1186/s13059-019-1850-9
https://doi.org/10.1089/cmb.2018.0027


15

Vol.:(0123456789)

Scientific Reports |         (2022) 12:1872  | https://doi.org/10.1038/s41598-022-05686-x

www.nature.com/scientificreports/

	41.	 Satija, R., Farrell, J. A., Gennert, D., Schier, A. F. & Regev, A. Spatial reconstruction of single-cell gene expression data. Nat. Bio-
technol. 33, 495–502. https://​doi.​org/​10.​1038/​nbt.​3192 (2015).

	42.	 Aran, D. et al. Reference-based analysis of lung single-cell sequencing reveals a transitional profibrotic macrophage. Nat. Immunol. 
20, 163–172. https://​doi.​org/​10.​1038/​s41590-​018-​0276-y (2019).

	43.	 Mabbott, N. A., Baillie, J. K., Brown, H., Freeman, T. C. & Hume, D. A. An expression atlas of human primary cells: Inference of 
gene function from coexpression networks. BMC Genomics 14, 632–632. https://​doi.​org/​10.​1186/​1471-​2164-​14-​632 (2013).

	44.	 Kanehisa, M., Furumichi, M., Sato, Y., Ishiguro-Watanabe, M. & Tanabe, M. KEGG: Integrating viruses and cellular organisms. 
Nucleic Acids Res. 49, D545–D551. https://​doi.​org/​10.​1093/​nar/​gkaa9​70 (2021).

	45.	 Kanehisa, M. Toward understanding the origin and evolution of cellular organisms. Protein Sci. 28, 1947–1951. https://​doi.​org/​
10.​1002/​pro.​3715 (2019).

	46.	 Kanehisa, M. & Goto, S. KEGG: Kyoto encyclopedia of genes and genomes. Nucleic Acids Res. 28, 27–30. https://​doi.​org/​10.​1093/​
nar/​28.1.​27 (2000).

	47.	 Wilkerson, M. & Hayes, D. J. B. ConsensusClusterPlus: A class discovery tool with confidence assessments and item tracking. 
Bioinformatics 26, 1572–1573. https://​doi.​org/​10.​1093/​bioin​forma​tics/​btq170 (2010).

	48.	 Zhang, Q. et al. Blockade of the checkpoint receptor TIGIT prevents NK cell exhaustion and elicits potent anti-tumor immunity. 
Nat. Immunol. 19(723), 732. https://​doi.​org/​10.​1038/​s41590-​018-​0132-0 (2018).

	49.	 Wu, L. et al. B7–H4 expression indicates poor prognosis of oral squamous cell carcinoma. Cancer Immunol. Immunother. 65, 
1035–1045. https://​doi.​org/​10.​1007/​s00262-​016-​1867-9 (2016).

	50.	 Wang, J. et al. Siglec-15 as an immune suppressor and potential target for normalization cancer immunotherapy. Nat. Med. 25, 
656–666. https://​doi.​org/​10.​1038/​s41591-​019-​0374-x (2019).

	51.	 Yang, W. et al. Dynamic regulation of CD28 conformation and signaling by charged lipids and ions. Nat. Struct. Mol. Biol. 24, 
1081–1092. https://​doi.​org/​10.​1038/​nsmb.​3489 (2017).

	52.	 Garris, C. et al. Successful anti-PD-1 cancer immunotherapy requires T cell-dendritic cell crosstalk involving the Cytokines IFN-γ 
and IL-12. Immunity 49(1), 1148-1161.e1147. https://​doi.​org/​10.​1016/j.​immuni.​2018.​09.​024 (2018).

	53.	 Wang, J. et al. Fibrinogen-like protein 1 Is a major immune inhibitory ligand of LAG-3. Cell 176, 334-347.e312. https://​doi.​org/​
10.​1016/j.​cell.​2018.​11.​010 (2019).

	54.	 Nishino, M., Ramaiya, N., Hatabu, H. & Hodi, F. Monitoring immune-checkpoint blockade: Response evaluation and biomarker 
development. Nat. Rev. Clin. Oncol. 14, 655–668. https://​doi.​org/​10.​1038/​nrcli​nonc.​2017.​88 (2017).

	55.	 Patel, S. J. et al. Identification of essential genes for cancer immunotherapy. Nature 548, 537–542. https://​doi.​org/​10.​1038/​natur​
e23477 (2017).

Acknowledgements
The authors would like to thank the TCGA, GEO, CGGA, TCIA and cBioPortal databases for data availability. 
Zijian Zhou would like to thank his fiancée Yuqi Zhang for her meticulous support and help in life.

Author contributions
Z.Z. and L.L. contributed to the study conception and design. Material preparation and analysis were performed 
by J.W., Z.Y. and W.J. Data collection and visualization were conducted by Z.Z., Y.B., B.L. and W.W.. The first 
draft of the manuscript was written by Z.Z. and all authors commented on previous versions of the manuscript. 
All authors read and approved the final manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://​doi.​org/​
10.​1038/​s41598-​022-​05686-x.

Correspondence and requests for materials should be addressed to Z.Z. or L.L.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2022

https://doi.org/10.1038/nbt.3192
https://doi.org/10.1038/s41590-018-0276-y
https://doi.org/10.1186/1471-2164-14-632
https://doi.org/10.1093/nar/gkaa970
https://doi.org/10.1002/pro.3715
https://doi.org/10.1002/pro.3715
https://doi.org/10.1093/nar/28.1.27
https://doi.org/10.1093/nar/28.1.27
https://doi.org/10.1093/bioinformatics/btq170
https://doi.org/10.1038/s41590-018-0132-0
https://doi.org/10.1007/s00262-016-1867-9
https://doi.org/10.1038/s41591-019-0374-x
https://doi.org/10.1038/nsmb.3489
https://doi.org/10.1016/j.immuni.2018.09.024
https://doi.org/10.1016/j.cell.2018.11.010
https://doi.org/10.1016/j.cell.2018.11.010
https://doi.org/10.1038/nrclinonc.2017.88
https://doi.org/10.1038/nature23477
https://doi.org/10.1038/nature23477
https://doi.org/10.1038/s41598-022-05686-x
https://doi.org/10.1038/s41598-022-05686-x
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Single cell RNA sequencing reveals differentiation related genes with drawing implications in predicting prognosis and immunotherapy response in gliomas
	Results
	Quality control and filtration of scRNA-seq data. 
	Clustering and differentiation trajectory analysis for glioma cells. 
	Functional annotation for three differentiation states. 
	Classification for glioma patients based on DRGs. 
	Identification of distinct tumor-immune microenvironment (TIME), immunogenomic patterns and immunotherapy response across different clusters. 
	Construction and validation of prognostic model based on DRGs. 
	Establishment and evaluation of nomogram. 
	Identification of immunotherapy response for patients of high and low-risk groups. 
	The expression patterns of the 12 prognostic genes in the subgroups of scRNA-seq data. 
	Identification of the risk scores for glioma patients in three clusters. 
	Prediction of candidate targeted drugs. 

	Discussion
	Conclusion
	Methods
	Acquisition of scRNA-seq data and bulk RNA-seq data. 
	Processing of the scRNA-seq data. 
	Pseudotime and trajectory analysis. 
	Classification for glioma patients based on DRGs. 
	Identification of TIME and immune patterns of patients across different clusters. 
	Construction and validation of DRGs based prognostic model. 
	Construction of nomogram. 
	Prediction of immunotherapy response between patients of different groups. 
	Prediction of candidate targeted drugs. 
	Statistical analysis. 
	Ethics declarations. 

	References
	Acknowledgements


