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Abstract
We consider the looming threat of bad actors using artificial intelligence (AI)/Generative Pretrained Transformer to generate harms 
across social media globally. Guided by our detailed mapping of the online multiplatform battlefield, we offer answers to the key 
questions of what bad-actor-AI activity will likely dominate, where, when—and what might be done to control it at scale. Applying a 
dynamical Red Queen analysis from prior studies of cyber and automated algorithm attacks, predicts an escalation to daily bad-actor- 
AI activity by mid-2024—just ahead of United States and other global elections. We then use an exactly solvable mathematical model 
of the observed bad-actor community clustering dynamics, to build a Policy Matrix which quantifies the outcomes and trade-offs 
between two potentially desirable outcomes: containment of future bad-actor-AI activity vs. its complete removal. We also give 
explicit plug-and-play formulae for associated risk measures.
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Significance Statement

Our article addresses four key questions surrounding future misuse of artificial intelligence (AI) to cause societal harms: What 
bad-actor-AI activity is likely to happen? Where will it happen? When will it happen? And how can it be controlled, and the outcomes 
of mitigation policies predicted? In contrast to many current discussions of AI threats that are based on verbal arguments, our con-
clusions are built from a uniquely detailed mapping of the current online bad-actor battlefield, combined with a rigorous first- 
principle mathematical description of its empirical behaviors.
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Introduction
Even before the latest Generative Pretrained Transformer (GPT) 
tools were introduced (e.g. GPT-3, GPT-4, ChatGPT), it was pre-
dicted (1) that 90% of online content will be generated by artificial 
intelligence (AI) by 2026. This looming perfect storm for misuse by 
bad actors (however defined (2)) is made even more imminent by 
the facts that there will be elections across approximately 60 
countries in 2024, including the United States, India, and likely 
the United Kingdom (3, 4); and that real-world violent attacks 
are being increasingly linked to toxic online content (5, 6); and 
that the wars of Israel–Hamas and Russia–Ukraine are escalating 
the online presence of bad-actors and their activity, including 
mis/disinformation and coordinated campaigns.

The EU is currently leading the regulatory side through its 
“Digital Services Act” and “AI Act” (7, 8), with the mandate that 
“Very Large Online Platforms” (e.g. Facebook) must perform risk 
analyses of such harms on their platform (9). This assumption 
that large platforms hold the key might appear to make sense: 
they have the largest share of users, and harmful extremes are 

presumed to lie at some supposed “fringe” (10–15). However, iden-
tifying more efficient bad-actor-AI policies will require a detailed 
understanding of the online battlefield at scale—not assumptions 
about it. In contrast, our results and discussions are grounded by 
our unique mapping of the current online bad-actor battlefield at 
scale.

Recent studies by joint Meta-academia teams of the pre-GPT 
2020 US elections show that even without GPT, the complexity of 
online collective behavior is still poorly understood (16–22). It is 
not a simple consequence of people’s feeds but instead likely 
emerges from more complex collective interactions, which is our fo-
cus here. These studies, while limited by their focus around Meta’s 
own platforms, add to the huge volume of work on online harms 
and now AI (23–56). We add to this our own review of online harms 
including mis- and disinformation, which is available freely online 
(57) but which, because of the huge volume of papers appearing, 
is too large to even attempt to summarize here. We also refer to 
Jesup et al. (58) for an extremely detailed, state-of-the-art account 
of how such systems at the interface between humans, machines, 
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and AI, can be modeled using ideas from physics—which motivates 
our approach and thinking in this article. We also note that Ref. (59) 
provides comprehensive daily updates on studies that are appear-
ing across academia as well as from think-tanks and the broader in-
vestigative media (59).

However, despite this incredible volume of high-quality stud-
ies, what is missing from AI-social-media discussions is an 
evidence-based study backed up by rigorous mathematical ana-
lysis, of what is likely to happen when bad-actor-AI comes to 
the fore, where it will likely happen, when it will likely happen, 
and what can be done about it.

Figures 1–4 offer our answers to these four key questions. Our 
answers build from a combination of new results for which we 
provide full details in the supplementary material, and general-
ization of some of our published work for which we provide full ci-
tations. Nobody can predict exactly what will emerge in the future 
in such a fast-changing field and with disruptive jumps in techno-
logical capability, but our attempt has the benefit of using quanti-
tative models to estimate and calculate answers. By necessity, our 
discussion of what bad actors might end up doing with AI is lim-
ited by the length of this article.

To set the scene for our discussions, we quickly review here what 
the general online ecosystem actually looks like and how we map it 
out. The global online population of several billion comprises a dy-
namical network of interlinking in-built social media communities 
(66) (e.g. a VKontakte Club; a Facebook Page; a Telegram Channel; a 
Gab Group). Our methodology for mapping this dynamical network 
across platforms, follows but extends that of Refs. (67, 68), (see 
Section S1). People join these communities to develop a shared 
interest (69–72) which can include harms. Each community be-
comes a network node (e.g. VKontakte Club) and contains anywhere 
from a few to a few million users. We stress that it is unrelated to 
network community detection. Since our interest is in bad actors, 
we focus here on extreme anti-X communities (anti-United States, 
antisemitic, etc.) where each extreme anti-X community (which 
we label in this article as a bad-actor community for simplicity) is 
one in which 2 or more of its 20 most recent posts include US 
Department of Justice-defined hate speech and/or extreme nation-
alism and/or racial identitarianism. The huge number of such com-
munities and links means that nuancing definitions of what defines 
a bad-actor community and what defines the links between them 
does not significantly change the picture that emerges at the system 
level and hence does not change our main system-level conclu-
sions. We have previously confirmed this by simulating variations 
in node/link assignments by randomly removing and adding a per-
centage of nodes/links (67, 68). Also for simplicity, we refer to vulner-
able mainstream communities as those that lie outside this bad-actor 
subsystem but are linked to directly by one or more bad-actor com-
munities (Section S1.2).

Any community A may create a link (i.e. a hyperlink) to any 
community B if B’s content is of interest to A’s members (see 
Figs. S1, S2, and S6 for examples of such links). A may agree or dis-
agree with B. This link directs A’s members attention to B, and A’s 
members can then add comments on B without B’s members 
knowing about the link—hence community B’s members have ex-
posure to, and potential influence from, community A’s members. 
The meaningfulness of these links is demonstrated in the explicit 
examples in Figs. S2 and S6 and discussed further in Section S7. 
The links between communities (nodes) aggregate over time to 
form clusters of communities (clusters of nodes) within and 
across different social media platforms (i.e. fusion). But very occa-
sionally, the links around certain sets of communities may dis-
appear (e.g. because they have attracted moderator attention) 

which means that clusters of communities (clusters of nodes) 
may break up (i.e. fission). This gives rise to the fundamental fu-
sion–fission mechanism that we use in our mathematical model 
for exploring future bad-actor-AI control mechanisms in Fig. 4
(see Sections S5 and S6 for details).

The rest of this article is organized around these four questions 
that we address: What type of bad-actor-AI activity is likely to 
happen? Our suggested answer to this is provided by Fig. 1 and its 
associated discussion in the text. Where will this bad-actor-AI activ-
ity likely happen? Figure 2 and its associated discussion in the text, 
present our suggested answer. When will this bad-actor-AI activity 
likely happen? Figure 3 and its associated discussion in the text, pre-
sent our suggested answer. How can this bad-actor-AI activity be 
mitigated, and the outcomes predicted? Figure 4 and its associated 
discussion in the text, present our suggested answer.

Results
Figure 1 shows what type of bad-actor-AI activity will likely oc-
cur, and why. Specifically, it shows that bad actors only need 
to use the most basic AI tools such as GPT-2, not the more sophis-
ticated versions such as GPT-3,4, etc. that currently drive 
ChatGPT and other similar Large Language Models, because: (i) 
as shown in Fig. 1A, just a basic tool like GPT-2 can automatically 
replicate the informal human style and content seen in online 
communities with extreme views; and (ii) as shown in Fig. 1B, 
bad actors can use a basic tool like GPT-2 (but not GPT-3,4, 
etc.) in order to produce more inflammatory output by subtly 
changing the form of an online query without even changing 
the meaning. In contrast, GPT-3,4, etc. contain a filter that over-
rides answers to such potentially contentious prompts, and 
hence prevents such output; (iii) bad actors can use a basic tool 
like GPT-2 to automatically generate such outputs perpetually 
from their laptop or smartphone, but GPT-3,4, etc. is too large 
and not freely available. Of course, GPT-2 is not the only such ba-
sic AI tool that will be used: Fig. 1 simply illustrates the incen-
tives for bad actors to adopt the most basic versions available, 
as opposed to more sophisticated ones (e.g. GPT-3,4, etc.). 
Indeed, it appears they can now even train their own versions us-
ing hate-extremism outputs (73).

Figure 2 (left panel) shows the online battlefield where 
bad-actor-AI activity will likely thrive. This bad-actor–vulnerable- 
mainstream ecosystem comprises the bad-actor communities 
(bad-actor subsystem) plus the communities they directly link 
into, i.e. vulnerable mainstream communities (vulnerable main-
stream subsystem). We built this empirical bad-actor—vulnerable- 
mainstream ecosystem (Fig. 2, left panel) using a hybrid human– 
machine snowball approach to identify bad-actor communities as 
defined earlier, which then become the network nodes, together 
with the community-to-community links that they create within 
and across multiple social media platforms. Our full methodology 
is discussed in detail in Refs. (68, 74) and also in the Section S1. 
Adding up all the members of each community, we estimate 
that this ecosystem contains more than 1 billion individuals, 
hence future bad-actor-AI will be able to thrive globally at scale. 
This already happened with non-AI hate and extremism sur-
rounding COVID-19 and more recently the Russia–Ukraine and 
Israel–Hamas wars (68, 74)—but going forward, this could be tak-
en to another level by toxic content generated continuously by ba-
sic AI (e.g. GPT-2) running on a bad-actor community member’s 
laptop. In contrast to the EU’s large-platform assumptions, the 
smaller platforms play a key role since they are numerous with 
many being video based, and they have high link activity. All 
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this all suggests that bad-actor-AI—though not yet widespread 
across the online ecosystem in Fig. 2—will likely soon become so.

Going further, some vulnerable mainstream communities, 
while not satisfying our definition of a bad-actor community, 
were entangled in a debate pre-COVID around distrust of vac-
cines: we call these the distrust subset. The Venn diagram in 
Fig. 2(right panel) shows how the distrust has now spread across 
a broad range of topics. This new breadth of topics means that 
bad-actor-AI content will have a very wide target to aim at in 
terms of choosing topics to seed widespread unrest. Hence 
many of these communities and their members could soon get 
dragged into being part of the bad-actor subsystem.

There is a key feature of the bad-actor dynamics in Fig. 2 that we 
will use to form our mathematical modeling of bad-actor-AI con-
trol strategies in Fig. 4. Specifically, the data show frequent appear-
ances of new links between bad-actor communities, and also 
infrequent link disappearances—perhaps as a result of action by 
platform moderators or simply older links dropping off the bottom 
of the screen feed. This means that clusters of linked nodes (where 
each node is a bad-actor community) grow over time as links are 
added, and these clusters occasionally fragment as links are lost. 
Hence, there is an ongoing dynamical fusion (i.e. coalescence) of 
nodes into clusters and infrequent fission (i.e. fragmentation) of 
such clusters (66). Empirical evidence of this was reported recently 

in Ref. (66). These fusion–fission dynamics mean that any 
bad-actor community generating content continually with basic 
AI such as GPT-2 will be able to quickly and widely spread this con-
tent while also increasing its connectivity into the vulnerable 
mainstream.

Figure 3 presents an approach for estimating when 
bad-actor-AI attacks will likely occur. References (61, 64) showed 
that (i) a collection of attacking individuals armed with some kind 
of technology (of which bad actor online communities are a plaus-
ible example) typically perform successive advancements (e.g. 
successful tasks/attacks) with time intervals τn such that 
τn = τ1n−β, where n = 1, 2, 3, etc., β > 0, and τ1 is the initial time 
interval that forms the intercept on a log–log plot of τn vs. n; and 
that (ii) log τ1 and log β show an approximate linear relationship 
for different real-world realizations of the same system. 
Figure 3(C and D) shows results for technologically similar 
automated-algorithm-cyber systems that we will use to form 
our estimates. These so-called progress curve patterns can be ex-
plained by a dynamical version of the Red Queen hypothesis from 
evolutionary biology in which an agile attacking entity continually 
adapts to try to maintain a competitive advantage (Fig. 3B (61, 64)). 
Suppose x(n) is the bad-actor-AI relative advantage following a 
previous (n’th) successful event, where x(n) follows a general sto-
chastic walk nβ, e.g. a partially correlated random walk (61, 64). 

Fig. 1. This shows what bad-actor-AI activity is likely to occur. Specifically, it shows that the most basic AI versions such as GPT-2 are not only all that is 
needed but are also likely more attractive to bad actors than more sophisticated versions (e.g. GPT-3,4). This is because (i) as shown in A), GPT-2 can easily 
replicate the human style and content already seen in online communities with extreme views, and can run on a laptop (in contrast to GPT-3,4, etc.). Text 
1 is real, from an online community that promotes distrust of vaccines, government, and medical experts, and is part of the distrust subsystem in Fig. 2, 
right panel. Text 2 is generated by GPT-2. (ii) As shown in B), bad actors can manipulate GPT-2 (but not GPT-3,4, etc.) prompts to produce more 
inflammatory output by subtly changing the form of an online query without changing the meaning. In contrast, GPT-3,4, etc. contain a filter that 
prevents such output. Log–log graphs show GPT-2’s next-word probability distributions for two essentially equivalent prompts. Rank of a word is along 
horizontal axis and probability that this word will be picked next by GPT-2 is along the vertical axis. Use of “distrust” in one prompt leads to higher 
probability of “America,” “Russia,” and “China” being picked and hence bad actors can manipulate prompts to provoke particular inflammatory output, 
e.g. against the United States.
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Fig. 2. This shows where bad-actor-AI activity will likely happen, i.e. across the bad-actor—vulnerable-mainstream ecosystem (left panel). It comprises 
interlinked bad-actor communities (colored nodes) and vulnerable mainstream communities (white nodes, which are communities to which bad-actor 
communities have formed a direct link). This empirical network is shown using the ForceAtlas2 layout algorithm (60) which is spontaneous, hence sets of 
communities (nodes) appear closer together when they share more links. Different colors correspond to different platforms (see Fig. S1). Small ring shows 
2023 Texas shooter’s YouTube community as illustration. Ordered circles shows successive sets of white nodes with 1, 2, 3, etc. links from 4Chan hence 
they experience a net spring force toward the core that is 1, 2, 3, etc. times as strong, so they will be roughly 1, 2, 3, etc. times more likely to receive future 
bad-actor-AI content and influence. Right panel shows Venn diagram of the topics discussed within the distrust subset (see text and Section S4 for fuller 
explanation). Each circle denotes a category of communities that discuss a specific set of topics, listed at bottom. The medium size number is the number 
of communities discussing that specific set of topics, and the largest number is the corresponding number of individuals, e.g. gray circle shows that 19.9M 
individuals (73 communities) discuss all 5 topics. Number is red if a majority are antivaccination; green if majority is neutral on vaccines. Only regions 
with >3% of total communities are labeled. Antivaccination dominates. Overall, this figure shows how bad-actor-AI could quickly achieve global reach 
and could also grow rapidly by drawing in communities with existing distrust.

Fig. 3. This offers a prediction of when bad-actor-AI activity will likely happen based on previously observed patterns in similar systems. Specifically, it 
shows progress curves (61) for the timing of automated algorithm attacks on US financial markets (61, 62) and cyber attacks against US infrastructure (61, 
63) adapted by permission from an earlier pilot study by one of us (N.F. Johnson). A) Progress curve predicts successive time intervals between attacks by a 
general bad actor (61). B) Form of progress curves is explained by bad-actor’s advantage following a generalized stochastic walk, e.g. a partially correlated 
random walk, which is a dynamical generalization of the well-known Red Queen hypothesis from evolutionary biology (see text (61, 64)). Red rings show 
estimates used for prediction. Overall, this figure provides a quantitative basis for estimating timings of future bad-actor-AI attacks, and hence providing 
an answer to the question of when bad-actor-AI attacks will likely occur.

4 | PNAS Nexus, 2024, Vol. 3, No. 1

http://academic.oup.com/pnasnexus/article-lookup/doi/10.1093/pnasnexus/pgae004#supplementary-data


Taking the instantaneous rate of bad-actor-AI successful events 
as proportional to x(n) and hence nβ, then the time interval τn = 
τ1n−β which yields the progress-curve pattern. Bad-actor-AI activ-
ity is too new to have any reliable event data—however, since we 
are focused on a hi-tech/media/organization setting, we choose es-
timates log β ≈ 2 and log τ1 ≈ 2 from Fig. 3). In addition to coming 
from a sociotechnical proxy system, these estimates are consistent 
with the average Fig. 3C values, and also happen to be consistent 
with the empirical time interval between ChatGPT’s initial launch 
and the arrival of the subsequent wave of variants in 2023 (i.e. 
crudely τ1 ≈ 100 days hence log τ1 ≈ 2).

Though obviously crude, we can use these estimates to calcu-
late when the time interval τn → 1 in the progress-curve equation 
τn = τ1n−β. The result is that bad-actor-AI attacks are predicted to 
occur almost daily by mid 2024—in time for the run up to the 
United States and other global elections. These estimates can be 
improved using the progress–curve equation τn = τ1n−β as actual 
events occur and hence τ1, τ2, etc. become known.

Figure 4 uses a mathematical description of the empirical fusion– 
fission dynamics (Fig. 2), to examine how the bad-actor-subsystem 

armed with AI (labeled B) can be controlled by an incumbent agency 
(labeled A, e.g. pro-X communities). For simplicity, we do not want 
to assume A has any special powers, hence we take A as undergoing 
similar dynamics to B, though this can be generalized, and we as-
sume A can only engage clusters of B communities when it finds 
them. We take B’s total strength SB as the total number of 
bad-actor-AI communities, and similarly for A, but it could in prin-
ciple be taken as some more abstract measure. Hence the dynamics 
involve two populations A (an agency) and B (bad-actor-AI subsys-
tem) with an initial total number of nodes SA and SB (number of 
bad-actor-AI communities) that can aggregate into clusters with 
their own type; and some form of destructive interaction when A 
and B clusters meet. We refer to Sections S5 and S6 for full mathem-
atical derivations and demonstration of the good agreement with 
numerical simulations, as well as Refs. (75, 76).

Consider first the less ambitious policy in which the relevant 
agency (A) aims to simply contain the bad-actor-AI (B) (Fig. 4A, 
top row). In this case, we take an interaction between A and a B 
cluster as simply fragmenting the smaller cluster—which is an eas-
ier proposition for A than the alternative of entirely eliminating B 

Fig. 4. Policy Matrix and Risk Chart for dealing with bad-actor-AI. A) Policy Matrix shows the calculated outcomes for the two policies from Eq. 1
(containment, top row) and Eq. 2 (removal, bottom row). Columns show how outcome changes according to A and B’s initial relative strengths (sizes, e.g. 
number of communities) SA and SB. Bottom row: results plotted as a function of asymmetry between initial strengths for A and B for fixed initial total 
(SA + SB). B) Risk chart with plug-and-play formulae that predict key outcome risk measures for containment policy (top row in a)). Equations adapted 
from Ref. (65). Right two columns give two examples using empirical inputs from Fig. 2 and with smin = 20 taken from simulations. Because the volatility 
risk measure is technically infinite for both (second row), A should expect extreme fluctuations in the strength (size) of bad-actor-AI (B) clusters for both 
systems.
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clusters. If SA > SB, the mathematics in Section S5 show that A will 
be successful in containing B—i.e. A will be able to control the dis-
tribution of B clusters’ strengths (sizes)—because on average an A 
cluster finding a B cluster (i.e. a cluster of B communities) will tend 
to be larger and hence stronger than the B cluster if SA > SB. Hence, 
it can inactivate the B cluster’s links by eliminating them from the 
feed or banning these specific hyperlink connections. This means 
that the B cluster effectively fragments into unlinked B communi-
ties. In the steady-state (Section S5), the number of B clusters with 
strength s will become

nB s( ) = Cs− 2+ SA/SB( )
2 2SA/SB+1( )

−1
 

(1) 

for s > smin, where C is a normalization constant. As SA/SB de-
creases toward unity, the distribution’s slope decreases (i.e. the 
magnitude of the power-law exponent in Eq. 1 decreases) because 
A becomes less able to repartition B’s total strength into smaller 
clusters of communities. This has an important consequence 
which can be quantified as follows using the volatility risk measure 

in Fig. 4b. When SA is less than (1 +
��
2
√

)SB (i.e. SB ≤ SA ≤ 2.4SB), the 
standard deviation of the B clusters’ strength s becomes technically 
infinite since the power-law exponent in Eq. 1 will be <3 (e.g. the 
power-law exponent is 2.33 if SA = SB). This means there will be ex-
treme fluctuations in the strength (size) of B clusters and hence 
very strong (i.e. very large) B clusters can appear at any time. 
Even when one very large B cluster gets broken up, others will 
soon build and could become even bigger. But if SA is greater 

than (1 +
��
2
√

)SB (i.e. SA > 2.4SB), the power-law exponent in Eq. 1 be-
comes >3 and hence the standard deviation in B’s cluster strengths 
becomes finite—hence the chances of very large B clusters appear-
ing tends to zero. In Fig. 4b, we also provide other relevant out-
comes/risk measures and their estimates for this containment 
policy calculated from Eq. 1 with empirical sizes SA and SB (i.e. 
number of nodes) estimated from Fig. 2, since these could be 
used by a relevant agency A in the future.

The more ambitious policy of the agency (A) aiming to com-
pletely remove the bad-actor-AI (B) is considered in Fig. 4a bottom 
row. Now, any interaction between A and a B cluster leads to re-
moval of the smaller cluster. This means that when SA > SB, the 
on-average stronger agency (A) cluster finding a B cluster will re-
move it, e.g. it bans all the B cluster’s communities. This is more 
challenging for A and may be more widely criticized as censor-
ship. The time for A to completely remove B given initial strengths 
SA, SB, becomes:

T = 2SB +
1
2

SA − SB( ) ln SB SA − SB( )/SA
( 

. (2) 

This reveals a further downside to the goal of complete B removal: 
as A’s strength increases, the B clusters become less strong (i.e. 
smaller) on average and hence less noticeable to A. This creates 
a rise and peak in the time needed T since it takes increasingly 
long for A to find B clusters. If on the other hand B is stronger 
than A ( SB > SA), then B cannot be removed—but the slight silver 
lining for A is that this large T means an extensive time until A’s 
strength is exhausted. Overall, containment may seem the better 
choice—but Fig. 4 provides a quantitative way for different agen-
cies to come their own conclusions.

Since nobody can predict exactly what will happen with future 
bad-actor-AI given the rapid pace of technology and changing on-
line landscape, the predictions in this article are strictly speaking 
speculative. But they are each quantitative and testable—and also 
generalizable—and hence provide a concrete starting point for 
strengthening bad-actor-AI policy discussions. We realize that 

many features of our analysis could be extended and improved: 
for example, what happens if future AI can predict the cluster dy-
namics (ChatGPT currently cannot) and hence bad-actor-AI com-
munity clusters outwit the containment mechanism? They could 
also use new decentralized or block-chain platforms as perpetual 
GPT reactor cores that generate unstoppable streams of bad-actor 
content. Our label “bad actor” should be subclassified (e.g. 
anti-Semitic vs. antiwomen) as should “vulnerable mainstream 
community.” We should also account for links from the vulner-
able mainstream communities back into bad-actor communities. 
Going forward, our predictions can be adjusted as bad-actor-AI 
capabilities evolve.

Conclusion
This study presented a fresh approach to analyzing, modeling, and 
hence formatting policies for the proliferation of bad-actor-AI activ-
ities in online spaces with a particular focus on social media. Our in-
tegration of empirical data with dynamical systems modeling sheds 
light on current and potential trajectories of bad-actor-AI activity. 
The findings clarify some of the significant challenges to platform 
moderators and legislation, posed by bad actors with just basic AI 
versions. Our study also highlights the frequently overlooked role 
of smaller platforms in providing links that help bind together the 
larger ecosystem; and it suggests the increasing risk of AI misuse 
in sync with future global events like elections. The proposed 
Policy Matrix and mathematical tools for evaluating containment 
vs. removal policies, offer potentially valuable insights into man-
aging the threats. Although this work establishes a foundational 
framework for addressing bad-actor-AI risks, it also signals the ne-
cessity for continuous research in this field, especially considering 
the rapid advancement of AI technologies and the ever-changing 
landscape of the online community ecosystem at scale.
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final figures. These are well-known commercial products available 
through site licenses in many universities. Figure 1 uses code from 
Wolfram Mathematica and it can be downloaded at writings. 
stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why- 
does-it-work/. This software allows readers to reproduce and ex-
plore further the distribution in Fig. 1b, and to produce text like 
that in Fig. 1a.
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