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Accurate prediction of drug-target binding a˙inity remains a fundamental challenge in contemporary drug 
discovery. Despite significant advances in computational methods for protein-ligand binding a˙inity prediction, 
current approaches still face substantial limitations in prediction accuracy. Moreover, the prevalent methodologies 
often overlook critical three-dimensional (3D) structural information, thereby constraining their practical 
utility in computer-aided drug design (CADD). Here we present MM-DRPNet, a multimodal deep learning 
framework that enhances binding a˙inity prediction by integrating protein-ligand structural information 
with interaction features and physicochemical properties. The core innovation lies in our dynamic radial 
partitioning (DRP) algorithm, which adaptively segments 3D space based on complex-specific interaction 
patterns, surpassing traditional fixed partitioning methods in capturing spatial interactions. MM-DRPNet further 
incorporates molecular topological features to comprehensively model both structural and spatial relationships. 
Extensive evaluations on benchmark datasets demonstrate that MM-DRPNet significantly outperforms state
of-the-art methods across multiple metrics, with ablation studies cofirming the substantial contribution 
of each architectural component. Source code for MM-DRPNet is freely available for download at https://
github.com/Bigrock-dd/MMDRPv1.

1. Introduction

Accurately predicting the binding a˙inity between drugs and tar
gets is a vital aspect of drug discovery [1]. The strength of the inter
action between a drug molecule and its protein target directly affects 
its therapeutic effectiveness. Therefore, understanding and predicting 
these interactions is essential for the rational design of new medications. 
In recent years, various computational models have been developed to 
estimate protein-ligand binding a˙inity, offering the potential to stream
line the drug discovery process by reducing the reliance on costly and 
time-consuming experimental tests [2,3]. Despite these advances, many 
current models struggle to achieve high accuracy, mainly due to diffi
culties in effectively capturing the three-dimensional structural details 
of protein-ligand interactions [4].

The complex spatial arrangement of atoms within both proteins and 
ligands, along with their dynamic interaction patterns, plays a crucial 
role in determining binding a˙inity [5]. Modern drug discovery has in
creasingly incorporated computational tools, such as virtual screening 
of large compound libraries and analysis of ligand binding modes, as 
integral components of the development pipeline [6]. They not only pro
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vide ligands that may bind to specific targets, but also explain observed 
phenomena, such as the conformational relationships of compounds. 
Thus, developing a model that accurately captures the intricate 3D in
teractions between proteins and ligands remains a significant challenge. 
Although various research approaches have yielded encouraging results, 
they have focused mainly on single-modal data and have neglected the 
types of interactions between proteins and molecules with different bi
ological functions. Recent research has realized the limitations of single 
modal information (e.g. protein sequence or structure) and has begun 
to combine sequence and structure information for analysis [7--10]. 
However, many studies still ignore the heterogeneity between differ
ent modal information and the complexity of proteins and ligands in 
the process of specific binding [11][12].

To address these limitations, we propose MM-DRPNet, a novel multi
modal framework that integrates three key innovations: (1) A Dynamic 
Radial Partitioning (DRP) method that adaptively captures spatial in
teraction features in protein-ligand complexes; (2) A comprehensive 
feature extraction strategy combining structural information, interac
tion features, and physicochemical properties; and (3) A multimodal 
fusion architecture that effectively aligns and integrates diverse types of 
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molecular information. Our framework consists of three core modules: 
protein-ligand interaction feature extraction, molecular structural fea
ture extraction, and multimodal feature fusion. The interaction module 
employs DRP to process 3D structural information and physicochemi
cal interactions, while the structural module utilizes Graph Attention 
Networks [13] to capture molecular topology. These features are then 
optimally combined through our fusion module for accurate a˙inity pre
diction.

2. Related work

Molecular docking is one of the main approaches to structure-based 
drug discovery [14]. In molecular docking, the conformation of favor
able ligand-protein interactions can be determined, producing so-called 
ligand poses (poses, binding modes) [15]. Their interactions with pro
teins can be quantfied by scoring functions. To achieve efficiency in 
molecular docking, ligand-protein interactions would be quantfied by 
a simple scoring function. However, this simplfied model of protein
ligand interactions is a major limitation of the method, manifested in 
particular in the inaccuracy of the ranking of poses and the poor per
formance in predicting absolute or relative binding free energies. In 
addition, the correct sampling of ligand binding patterns may be lim
ited by induced fit effects as well as by the different conformational 
states of the proteins (proteins are often treated as rigid bodies), which 
lead to inaccuracies that outweigh the inaccuracies introduced by the 
scoring function itself [16]. In addition, sometimes intramolecular in
teractions are incorrectly modelled, such as the presence of distorted 
amide groups, structural impulses between ligands within proteins, or 
unrealistic three-dimensional (3D) structures [17]. And another key 
factor affecting molecular docking is the molecular mass of the input 
structure [18]. Despite the widespread use of molecular docking, its sim
plfied scoring functions and rigid protein assumptions limit prediction 
accuracy.

Sequence-based protein-ligand interaction prediction methods lever
age the amino acid sequence of proteins to infer binding a˙inity [19]. 
These methods typically extract relevant features from protein se
quences, such as amino acid composition, physicochemical properties, 
and evolutionary information, to train machine learning or deep learn
ing models [20,21]. Early approaches, such as support vector machines 
(SVM) and random forest models, have demonstrated promise by uti
lizing these sequence-derived features to predict protein-ligand inter
actions [22,23]. However, these models often struggle to capture the 
complex nonlinear relationships present in protein-ligand binding, lim
iting their predictive power [24][25][26]. While traditional machine 
learning methods showed initial promise, they struggled to capture com
plex nonlinear relationships in protein-ligand binding.

With the advent of deep learning, more sophisticated models, in
cluding convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs), have been employed to improve prediction accu
racy by capturing higher-level sequence patterns and long-range de
pendencies within protein sequences [27--30]. CNNs are particularly 
adept at extracting local interaction patterns from sequences, while 
RNNs and their variants, such as long short-term memory (LSTM) net
works, excel at modeling sequential data by accounting for the temporal 
relationships between amino acids in a protein chain [31--34]. Addi
tionally, transformer-based models, which utilize self-attention mecha
nisms, have recently demonstrated superior performance in capturing 
long-range dependencies and complex interactions within protein se
quences, further advancing the field of sequence-based prediction [35--
38]. Some examples include, DeepDTA leverages CNN to predict drug
target binding a˙inities by extracting features directly from protein se
quences and compound representations [21]. GraphDTA utilizes graph 
neural networks to model molecular structures as graphs, improving 
upon previous sequence-based methods like DeepDTA by more accu
rately capturing the complex topological interactions within compounds 
for drug-target binding a˙inity prediction [39]. TransformerCPI applies 

Transformer architectures to capture long-range dependencies in both 
protein sequences and compound representations, offering improve
ments over graph-based models like GraphDTA by enhancing the ability 
to model complex interactions with greater contextual understanding 
for compound-protein interaction prediction [40]. There are also some 
models for the 3D structure of complexes, such as the OnionNet [41], 
a CNN based on element-specific contacts between proteins and lig
ands dependent on distance and Pafnucy [42], a 3D CNN that employs 
some computer vision-derived strategies to encode the protein and the 
ligand. There is also KDeep [43], which employs 3D CNN to predict 
protein-ligand binding a˙inity. All of these models are, to some extent, 
characterized by a vectorized lattice within a ligand-centered cube rep
resenting the protein-ligand complex, and they demonstrate good per
formance in predicting protein-ligand binding [44--46]. Although deep 
learning approaches have significantly improved prediction accuracy, 
most existing methods still rely on single-modal information, overlook
ing the inherent multimodal nature of protein-ligand interactions.

3. Materials and methods

3.1. Data preparation

We utilized the PDBBind v2016 database [47] as our primary data 
source, which comprises high-quality three-dimensional structures and 
experimentally determined binding a˙inity data for 13,285 protein
ligand complexes. The database is hierarchically organized into the 
General Set, Rfined Set, and Core Set (CASF-2013 [48] and CASF
2016 [49]). To ensure high-quality training data, we implemented rig
orous filtering criteria on the General Set (9,228 complexes). Only X-ray 
crystal structures with resolution better than 2.5 Å were retained, and 
complexes with missing atoms or residues were excluded. After apply
ing these quality control measures, 8,873 complexes qualfied for our 
training dataset.

To prevent data leakage and ensure unbiased evaluation, we care
fully partitioned the datasets. The 8,873 filtered complexes from the 
General Set were used as the training set. For the validation set, we 
first removed all complexes that overlapped with the CASF-2016 and 
CASF-2013 sets from the Rfined Set (4,057 complexes), then randomly 
selected 1,000 complexes. For testing, we utilized all 285 complexes 
from the CASF-2016 core set as our primary test set and 108 com
plexes from the CASF-2013 core set as our secondary test set, ensuring 
no overlap with the training and validation sets to maintain evaluation 
integrity.

We established a systematic preprocessing pipeline to standardize all 
protein-ligand complexes. Initially, water molecules and non-essential 
ions were removed from the structures, and alternative conformations 
were eliminated. For ligand processing, structures in mol2 format were 
converted to PDB format, with chemical correctness verfied and proper 
protonation states assigned at pH 7.4. The ligands were then docked 
with their corresponding receptor PDB files to maintain consistent bind
ing poses. Following complex preparation, we determined the elemental 
type of each atom and calculated relevant atomic properties including 
partial charges and hydrophobicity. To standardize the measurement 
units, we transformed the binding a˙inity data into the negative loga
rithmic form according to:

𝑝𝐾𝑎 = −log10𝐾𝑥 (1)

where 𝐾𝑥 represents 𝐼𝐶50, 𝐾𝑖, or 𝐾𝑑 .
The final step involved dynamic spatial distance feature extraction 

on the processed complexes. All preprocessing steps were automated 
using custom Python scripts to ensure reproducibility. To maintain con
sistency with previous research, no additional alterations were made 
to the protein-ligand complexes beyond these standard preprocessing 
steps.
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3.2. Dynamic racial partitioning

To effectively model protein–ligand interactions, we use the atomic 
distances between the protein surface and the ligand as key descriptors. 
The 3D spatial arrangement of these atoms significantly ifluences bind
ing a˙inity. To capture this spatial relationship, we divide the atomic 
pairs into multiple layers based on specific distance thresholds. Each 
layer includes pairs within a dfined range, determined by cutoff values, 
which represent the maximum distances between protein and ligand 
atoms. By segmenting the interactions into these layers, we can analyze 
the interaction patterns across various spatial scales more effectively. 
𝑅 =

{
𝑟𝑖
}𝑁𝑟

𝑖=1 represent the set of 𝑁𝑟 atoms in the protein and 𝐿 = {𝑙𝑗}
𝑁𝑙

𝑗=1
represent the set of 𝑁𝑙 atoms in the ligand. The spatial distance layer 
feature 𝑓𝑠 is then dfined as the number of atomic pairs within each 
layer:

𝑓𝑠 =
𝑁𝑟∑
𝑖=1 

𝑁𝑙∑
𝑗=1 
I
(
𝑑min ≤ 𝑑𝑖𝑗 < 𝑑max

)
(2)

𝑑𝑖𝑗 =
‖‖‖𝑟𝑖 − 𝑙𝑗

‖‖‖ (3)

Here, 𝑑𝑖𝑗 represent distance between atom 𝑟𝑖 in protein and atom 
𝑙𝑗 in ligand. 𝐼(⋅) is the indicator function, which equals 1 if 𝑑𝑚𝑖𝑛 ≤

𝑑𝑖𝑗 < 𝑑𝑚𝑎𝑥, and 0 otherwise. The parameters 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥 represent 
the minimum and maximum distance thresholds for each feature layer, 
respectively.

The 3D structures and interaction patterns of proteins and ligands 
vary widely, and fixed distance partitioning may fail to capture all 
significant interactions. In particular, layer partitioning near distance 
boundaries can be overly coarse or imprecise, potentially missing crit
ical details [50,45]. Therefore, a more flexible approach is required to 
ensure accurate modeling of these interactions in the next stages of our 
analysis.

We propose a dynamic radial partitioning (DRP) approach that adap
tively adjusts the hierarchical granularity of 3D interaction modeling for 
each protein–ligand complex, effectively accommodating the inherent 
heterogeneity of the complexes. The method is flexible enough to cap
ture key interactions. In regions with dense interactions (e.g., near the 
active site of a ligand), we use finer hierarchical partitioning to capture 
subtle changes in the interactions with higher precision; conversely, in 
regions with weak or distant interactions, we use coarser hierarchical 
partitioning to reduce unnecessary computational overheads and thus 
optimize the accuracy and efficiency of the analysis. Specifically, we first 
constructed a distance matrix 𝐷 = {𝑑𝑖𝑗}

𝑁𝑟,𝑁𝑙

𝑖=1,𝑗=1 for all atom pairs between 
proteins and ligands. Then, this distance matrix was analyzed through 
clustering. We dfined 𝐾 spatial distance feature layers and clustered 
the distances using the K-means algorithm to achieve adaptive hierar
chical classfication. Experiments demonstrated that the DRP method 
substantially improved computational efficiency while maintaining high 
accuracy, and offered significant advantages over the traditional fixed
distance partitioning method.

𝐿 =
𝐾∑
𝑘=1

∑
𝑖,𝑗∈𝐶𝑘

(
𝑑𝑖𝑗 − 𝜇𝑘

)2
(4)

Here, 𝐶𝑘 represents the set of atom pairs in the 𝐾− 𝑡ℎ layer, and 𝜇𝑘 is 
the centroid distance of layer 𝐶𝑘. The objective of 𝐾 −𝑚𝑒𝑎𝑛𝑠 clustering 
is to minimize the squared error between the distances within each layer 
and their respective centroid. After clustering, each layer 𝐶𝑘 contains 
a certain range of atom pairs. The dynamic radial partitioning feature 
𝑓

dynamic 
𝑠 is dfined as the number of atom pairs within each layer.

In order to comprehensively capture the diverse range of interactions 
within protein-ligand complexes, we systematically dfined various in
teraction types based on atomic composition and spatial geometries. 
These include well-characterized interactions such as hydrogen bonds, 
hydrophobic interactions, as well as more nuanced types like salt bridges 

and 𝜋 − 𝜋 stacking. Specifically, hydrogen bonds are identfied when 
the distance between donor and acceptor atoms is less than 3.5 Å, with 
an accompanying bond angle exceeding 120°, ensuring the geometrical 
specficity required for strong hydrogen bonding. Hydrophobic interac
tions, on the other hand, are dfined as interactions between carbon 
atoms where the interatomic distance is less than 5.0 Å, rflecting the 
tendency of nonpolar residues to cluster and avoid aqueous environ
ments.

Beyond these two primary interaction types, we also considered salt 
bridges, which form between oppositely charged residues, and 𝜋 − 𝜋

stacking, a key interaction between aromatic rings, commonly seen in 
protein-ligand binding scenarios. For each radial layer surrounding the 
ligand, we computed the number of atomic pairs corresponding to each 
interaction type, effectively capturing the spatial distribution of these 
interactions within the protein-ligand complex. Furthermore, we quan
tfied the frequencies of specific atomic pair combinations (e.g., C-C, 
C-N) for each interaction type, thereby incorporating finer granularity 
into the interaction modeling process.

This comprehensive approach led to the construction of a spatial 
distance feature vector of length 320 for each complex, effectively sum
marizing the complex network of interactions. By integrating both the 
type and frequency of atomic interactions within distinct spatial layers, 
we significantly enriched the model’s ability to predict binding a˙inity 
by leveraging a multidimensional feature space that rflects the intricate 
molecular interactions driving protein-ligand binding.

Additionally, to capture different types of interactions, we dfined 
various interaction types based on atomic types and spatial geometries, 
including hydrogen bonds, hydrophobic interactions and others such as 
salt bridges and 𝜋−𝜋 stacking. Specifically, hydrogen bonds are dfined 
as interactions with a donor-acceptor atom distance of less than 3.5 Å 
and a bond angle greater than 120°. Hydrophobic interactions are de
fined as those between carbon atoms with a distance less than 3.5 Å, 
and more details about criteria for identifying key interaction types are 
shown in Table S2. For each layer, we calculated the number of atom 
pairs for each interaction type, as well as the frequencies of different 
atomic pair combinations (e.g., C-C, C-N), resulting in a spatial distance 
feature vector of length 335.

3.3. Molecular structure feature extraction

In this study, we employed GAT, a specific type of Graph Neural 
Network (GNN), to effectively extract both topological and chemical 
features from the molecular structures of ligands. Initially, the SMILES 
strings of the ligands were converted into molecular graphs using RD
Kit, where nodes represent atoms and edges correspond to chemical 
bonds. The node features included various atomic properties, such as 
atom type (encoded via one-hot vectors), formal charge, hybridization 
state, and whether the atom belongs to a ring structure. Edge fea
tures were designed to capture bond characteristics, including bond 
type (e.g., single, double, aromatic), conjugation, and ring participa
tion. We then constructed a GAT to update the node embeddings ℎ_𝑖
through an attention-based mechanism. In this framework, nodes it
eratively aggregate information from neighboring nodes, weighted by 
attention coefficients. By stacking multiple layers of GAT, each node 
integrates progressively more information from its local and extended 
molecular environment. This enables the model to capture both local
ized chemical interactions and more global structural features of the 
molecules, providing a comprehensive representation for downstream 
predictive tasks. Fig. 1B illustrates the process of extracting molecular 
structural features and the model updates node embeddings through 
self-attention mechanism according to:

ℎ
(𝑙+1)
𝑖

= 𝜎

( ∑
𝑗∈𝑁(𝑖)

𝛼
(𝑙)
𝑖𝑗
𝑊 (𝑙)ℎ(𝑙)

𝑗

)
(5)

Where 𝑁(𝑖) represents the neighbors of node 𝑖, the updated node fea
ture ℎ(𝑙+1)

𝑖
at layer 𝑙+1 for node 𝑖 is obtained by aggregating the features 
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Fig. 1. Visualization of dynamic radial partitioning (DRP) and graph attention network (GAT) in protein-ligand interactions. (A) DRP partitions the 3D space around 
the ligand into dynamic layers, classifying interaction types such as hydrophobic interactions and hydrogen bonds, and showing the distribution across layers. (B) 
Schematic of the GAT architecture, highlighting how node features are updated via attention mechanisms, including operations on adjacency matrices, connectivity 
masks, and attention scores.

ℎ
(𝑙)
𝑗

of its neighboring nodes 𝑗 ∈𝑁(𝑖) from the previous layer. A learn

able weight matrix 𝑊 (𝑙) is applied to transform these features, while the 
attention coefficient 𝛼(𝑙)

𝑖𝑗
determines the importance of each neighboring 

node’s contribution to node 𝑖. The weighted sum of these transformed 
features is then passed through a nonlinear activation function 𝜎, result
ing in the updated representation of node 𝑖. The final molecular graph 
features are obtained through a global pooling layer, resulting in a fixed
dimensional vector representation, which is then used for subsequent 
model training.

3.4. MM-DRPNet architecture

A dual-branch multimodal neural network architecture was con
structed. The architecture of the model is illustrated in Fig. 2.

For each protein-ligand complex, the 3D interaction information is 
processed through DRP to generate matrices of different spatial regions, 
which are used for subsequent feature extraction. To effectively model 
the dynamic spatial layers of the protein-ligand complex, the model 
consists of three-layer convolutional layers capturing the local spatial 
interaction patterns between molecules, each followed by a CBAM (Con
volutional Block Attention Module) to enhance the feature extraction 
capability of the model, followed by max pooling to reduce the sampling 
rate of the feature maps while retaining the most important features. Af
ter three layers of CNN + Max Pooling, a dense layer maps the extracted 
features to fixed-size interaction feature vectors.

Finally, the multimodal feature fusion module integrates features 
from two different modules: interaction features and molecular struc
ture features extracted by the GAT. The interaction features capture the 
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Fig. 2. Illustration of the MM-DRPNet framework. 

spatial interaction information between the ligand and the target, while 
the structure features are derived from the topological information of 
the molecular structure. These features are concatenated and combined 
into a unfied representation. In the fused feature vector, the model can 
simultaneously leverage both local molecular interactions and global 
structural information, providing more comprehensive support for sub
sequent prediction tasks. The fused features are then processed by fully 
connected layers to generate the final prediction result.

During model training, we implemented a custom-designed loss func
tion that synergistically incorporates the root mean square error (RMSE) 
and the Pearson correlation coefficient (R), thereby optimizing both the 
predictive accuracy and the correlation between predicted and actual 
values. This dual-objective method ensures that the model not only min
imizes error but also maximizes the consistency between the predicted 
and true binding a˙inities. The loss function is formally dfined as:

Loss = 𝛼(1 −𝑅) + (1 − 𝛼)RMSE (6)

Inspired by previous research, we dfined the weight parameter 𝛼 as 
0.8. R and RMSE were employed to balance the dual objectives of the 
model. The R measures the linear correlation between predicted and 
true values, while RMSE captures the magnitude of prediction errors.

We used the cosine annealing learning rate scheduling strategy, 
which dynamically adjusts the learning rate throughout training to miti
gate the risk of the model converging to local optima. To further prevent 
ovefitting, we incorporated dropout layers and applied L2 regular
ization. During training, we implemented an early stopping strategy, 
halting the process if the validation loss failed to decrease over five 
consecutive epochs and saving the model at its optimal state. See more 
details in the Supporting Information Table S1.

3.5. Evaluation metrics

In this study, we utilized two metrics to evaluate the error between 
the predicted and actual values. The Mean Absolute Error (MAE) mea
sures the average absolute difference between the predicted and actual 
values, providing an indication of the degree of deviation in the model’s 
predictions.

MAE = 1 
𝑁

𝑁∑
𝑖=1 

|𝑝𝐾𝑎𝑝𝑟𝑒𝑑𝑖
− 𝑝𝐾𝑎𝑡𝑟𝑢𝑒𝑖

| (7)

In addition, The RMSE quantfies the relative deviation between 
the predicted and experimentally determined values by summing the 
squared residuals for each sample and then dividing by the total num
ber of samples, and is more sensitive to large errors than MAE.

RMSE =

√√√√ 1 
𝑁

𝑁∑
𝑖=1 

(
p𝐾𝑎pred

− p𝐾𝑎true

)2
(8)

The standard deviation (SD) as another metric, which was also 
adopted in the CASF-2013.

SD =

√√√√ 1 
𝑁 − 1

𝑁∑
𝑖=1 

(
(𝑎∗pKapred + 𝑏) − pKatrue

)2
(9)

where 𝑎 and 𝑏 represent the slope and intercept of the linear regression 
line fitted to the predicted and measured 𝑝𝐾a data points, respectively. 
These values provide key insights into the accuracy and consistency of 
the predictions, setting the stage for further evaluation in the subsequent 
analyses.
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Finally, the correlation between the predicted and actual values is 
calculated using the Pearson correlation coefficient (𝑅).

R =
∑𝑛

𝑖=1(𝑥𝑖 − 𝑥)(𝑦𝑖 − 𝑦) √∑𝑛

𝑖=1(𝑥𝑖 − 𝑥)
√∑𝑛

𝑖=1(𝑦𝑖 − 𝑦)
(10)

where 𝑛 is the sample size and 𝑥 and 𝑦 the predicted and the expected 
pKa, respectively.

4. Results and discussion

4.1. Compare with SOTA DTA prediction models

Traditional machine learning methods usually rely on hand-designed 
features, which are difficult to capture complex nonlinear protein-ligand 
interactions and have limited performance in high-dimensional space. 
On the other hand, most deep learning methods mostly focus on uni
modal information (e.g., sequence or structure), lack the ability to inte
grate features from different modalities, and are unable to adequately 
characterize complex interactions in three-dimensional space, limiting 
their accuracy and generalization ability in biomolecular prediction.

Our method addresses these limitations through several key innova
tions. The Dynamic Radial Partitioning (DRP) method uniquely captures 
spatial interaction features by adaptively adjusting to each protein
ligand complex’s specific structural characteristics. The integration of 
Graph Attention Networks (GAT) enables precise modeling of molecular 
topology while preserving chemical properties. Additionally, our multi
modal framework systematically combines spatial interactions (includ
ing hydrogen bonding and hydrophobic interactions) with molecular 
structural features, providing a comprehensive view of protein-ligand 
binding mechanisms.

We compared our model with several state-of-the-art DTA prediction 
methods, including traditional molecular docking approaches (such as 
AutoDock Vina), sequence-based models (e.g., PSICHIC), and structure
based deep learning models (e.g., OnionNet, Pafnucy). All models were 
trained and validated using identical dataset partitioning methods and 
evaluated on both the CASF-2016 and CASF-2013 core sets to ensure fair 
comparison. The comparative results are reported in Table 1. Our model 
achieved superior performance on the CASF-2016 core set with an RMSE 
of 1.128, MAE of 0.853, Pearson correlation coefficient of 0.884, and SD 
of 1.086, significantly outperforming all baselines.

A detailed comparison with recent approaches highlights the advan
tages of our model. The sequence-based PSICHIC model utilizes physic
ochemical graph neural networks to learn protein-ligand interaction 
fingerprints from sequence data. While this approach is computationally 
efficient without requiring 3D structural information, it cannot capture 
crucial spatial interaction patterns that are only observable in three
dimensional structures. In contrast, our DRP method directly captures 
these spatial relationships, leading to more accurate binding a˙inity pre
dictions. The fixed layer partitioning strategy employed in OnionNet 
may miss crucial spatial information, whereas our DRP method dynam
ically adjusts the layer partitioning based on each complex’s unique 
spatial structure. This adaptive approach enables flexible distance scal
ing that adapts to different binding pocket sizes, enhances the capture 
of local interaction patterns within each partition, and better preserves 
spatial relationship information between different regions.

The superiority of our dynamic approach is particularly evident in 
cases where binding sites have irregular shapes or varying sizes, where 
fixed partitioning methods might fail to capture important interaction 
features. Furthermore, by integrating molecular topological informa
tion through GAT, our model achieves more accurate predictions by 
considering both spatial and chemical properties simultaneously. This 
comprehensive approach explains the significant improvement in pre
diction accuracy observed in our experimental results.

Table 1
Performance comparison of different scoring functions on CASF-2013 and 
CASF-2016.𝑎

Dataset Model MAE RMSE SD R 

CASF-2016

AutoDock Vina [51] 1.940 2.350 - 0.600 
DeepDTA [21] 1.148 1.443 1.445 0.749 
Pafncuy [42] 1.129 1.418 1.375 0.775 
PSICHIC [38] 1.040 1.336 - 0.792 
Onionnet [41] 0.980 1.278 1.260 0.816 
KDeep [43] - 1.270 - 0.820 
DPLA [8] 0.972 1.255 1.248 0.820 
CurvAGN [7] 0.930 1.217 1.191 0.830 
DockingApp RF [51] 1.130 1.380 1.260 0.830 
AGL-Score [9] - 1.271 - 0.833 
MFE [10] 0.882 1.151 1.138 0.851 
MM-DRPNet 0.853 1.128 1.086 0.884

CASF-2013

AutoDock Vina [48] 1.950 2.400 - 0.570 
DeepBindRG [51] 1.480 1.820 1.730 0.640 
Pafnucy [42] 1.510 1.620 1.610 0.700 
Onionnet [41] 1.210 1.500 1.450 0.780 
DockingApp RF [51] 1.130 1.380 1.260 0.790 
AGL-Score [9] - 1.97 1.450 0.792 
MM-DRPNet 0.915 1.212 1.198 0.831

𝑎 These results are taken from their respective published papers;
Bold numbers represent the best performance in each metric column.

4.2. Impact of interaction type ablation on model performance

In constructing dynamic layer features, we focused on various inter
action types between proteins and ligands, including hydrogen bonds, 
hydrophobic interactions, and others. These interactions play a cru
cial role in molecular recognition and binding processes. To assess the 
impact of different interaction types on the model’s predictive perfor
mance, we designed a series of ablation experiments, where specific 
interaction features were systematically removed to observe the result
ing changes in model performance. The results are shown in the Fig. 3A.

When hydrogen bond features were excluded, the RMSE increased to 
1.239, and the R value dropped to 0.841, indicating the critical role of 
hydrogen bonds in maintaining model accuracy (The decay curves are 
shown in Supporting Information Figure S2). These bonds are essential 
in stabilizing protein-ligand complexes by creating specific geometric 
arrangements between molecules. The notable decline in performance 
upon their removal suggests that the model depends heavily on hydro
gen bond features to capture essential aspects of molecular binding, 
consistent with their established importance in biological systems.

Removing hydrophobic interaction features led to an RMSE of 1.184 
and a R of 0.866, showing a clear but less severe effect on model per
formance compared to hydrogen bonds. Hydrophobic interactions occur 
between non-polar regions of the molecule and help stabilize the bind
ing of protein ligands by reducing contact with water, and removing 
these features weakens the model’s ability to capture hydrophobicity 
drivers, leading to a decrease in predictive performance.

With the removal of other types of features, such as van der Waals 
forces, the model has an RMSE of 1.157 and a R of 0.874, which is a 
small change from the baseline performance. This may be due to the 
fact that van der Waals forces are weak and non-specific, resulting in 
the model being less sensitive to their removal and only a slight change 
in performance.

These results highlight the critical importance of hydrogen bond and 
hydrophobic interactions in the model’s ability to predict protein-ligand 
binding accurately, which is consistent with their known roles in molec
ular biology. Van der Waals forces, while present, appear to play a 
less significant role in the model’s performance. The ablation experi
ments provide clear evidence that the model effectively captures the 
most biologically relevant interaction types, reinforcing its robustness 
in predicting molecular binding a˙inities.
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Fig. 3. Performance comparison of various models integrating dynamic radial partitioning (DRP) and graph attention network (GAT) in predicting pKa. (A) RMSE 
and R-value of the model after removing different interaction types. (B) Contribution of different element pairs to model performance, represented by their impact 
on loss (Δ𝐿𝑜𝑠𝑠). (C) Scatter plots showing the predicted vs. experimental pKa values for different model cofigurations: (a) Full Model (DRP_5 + GAT), (b) Fixed + 
GAT, (c) DRP_3 + GAT, (d) DRP_8 + GAT, (e) GAT Only, and (f) DRP Only.

4.3. Element-pair importance analysis

Fig. 3B illustrates the change in model loss relative to the optimal 
model upon the systematic removal of each elemental interaction pair. 
To investigate the impact of different combinations of element pairs on 
model performance, we sequentially eliminated one pair at a time and 
observed the resulting variations in model metrics. Overall, the removal 
of individual element pairs led to minor alterations in performance. 
However, the exclusion of specific element combinations—such as O_P, 
C_S, O_S, and H_N—that represent key biological interactions like hy
drogen bonding and hydrophobic interactions resulted in a significant 
decrease in model performance compared to other combinations. The 
removal of other element pairs had a less pronounced effect, suggesting 
they may be involved in weaker or non-critical interactions. Further
more, element combinations associated with larger errors in the analysis 
may be crucial to model performance in certain contexts, depending on 
factors such as the complexity of the molecular structure or the charac
teristics of specific binding sites.

4.4. Ablation studies

To validate the contribution of DRP to the model’s performance, we 
conducted a systematic series of ablation experiments. These experi

ments were designed to analyze the impact of individual components 
on prediction outcomes by progressively removing or replacing differ
ent feature extraction modules. The experimental setup comprised the 
following cofigurations:

(1) Retention of both dynamic radial partitioning and molecular 
graph features: In this cofiguration, ligand–protein complexes were 
modeled using a dynamic layer feature extraction method combined 
with GAT features. The number of layers was dynamically adjusted 
by the K-means clustering algorithm based on actual interatomic dis
tances. This setup served to verify the effectiveness of dynamic layer 
division, providing a foundation for subsequent performance evalua
tions and comparisons with other state-of-the-art methods.

(2) Use of fixed-distance partitioning with GAT features: We em
ployed a fixed-distance division to extract interaction features and fused 
them with GAT features. Interatomic distances were segmented into 
multiple fixed intervals (e.g., 0--2Å, 2--4Å, 4--6Å) and combined with 
GAT features. This experiment evaluated the effectiveness of DRP with 
fixed-distance segmentation, offering insights into the advantages of 
adaptive feature extraction methods.

(3) Variation in the number of dynamic layers: Dynamic layer feature 
extraction and GAT feature fusion were tested with different numbers of 
layers. The model was cofigured with 3, 5, and 8 layers to assess perfor
mance under varying layer counts. This experiment aimed to optimize 
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Fig. 4. Comparison of Experimental and Docked Structures: Structural Alignment and Predicted Binding A˙inities. 

Table 2
Performance Comparison of Different Model 
Cofigurations on CASF-2016 Core Set.

Model DRP Layers RMSE R 
DRP + GAT 5 1.128 0.884 
Fixed + GAT 5 1.237 0.830 
DRP + GAT 3 1.183 0.856 
DRP + GAT 8 1.155 0.860 
GAT Only - 1.407 0.791 
DRP Only 5 1.225 0.839 

the selection of the most effective number of layers, ensuring an optimal 
balance between computational efficiency and predictive accuracy.

(4) Independent removal of DRP and GAT components: We sepa
rately removed the DRP and GAT modules to evaluate the individual 
contributions of dynamic interaction features and molecular structure 
features to the model’s performance, as well as to assess their comple
mentarity.

Table 2 and Fig.3C summarize the experimental results on the CASF
2016 core set. The findings demonstrate that both dynamic spatial dis
tance features and molecular graph features are indispensable for our 
method.

Table 2 illustrates that the model integrating DRP feature extraction 
with GAT features (Case 1) achieved the highest performance in terms of 
both RMSE and R, significantly outperforming the traditional fixed DRP 
feature extraction method (Experiment Group 2). This improvement 
demonstrates that the DRP approach captures intricate protein-ligand 
interactions more effectively. Across multiple experiments, the optimal 
cofiguration was consistently found to be a five-layer model, with an 

RMSE of 0.87 and R of 0.91. This layer depth appears to balance the 
need for capturing interaction information without ovefitting or in
troducing redundancy. Additionally, results from Experiment Groups 5 
and 6 show that combining DRP and GAT features outperforms using 
either feature alone. While GAT features effectively capture molecular 
structural information, their integration with DRP features provides a 
more comprehensive representation of 3D protein–ligand interactions, 
thereby improving the model’s predictive accuracy.

4.5. Robustness of MM-DRPNet

In this study, we assessed the robustness of our model by eval
uating its performance on docking-generated poses derived from the 
CASF-2016 dataset. This dataset consists of experimentally determined 
protein–ligand complexes, which we re-docked using AutoDock Vina to 
generate multiple docking poses for each complex. Native-like confor
mations were selected based on their RMSD values, applying a threshold 
of 2Å from the crystal structures. These selected docking poses were 
then input into our model for binding a˙inity prediction. To evaluate 
the consistency and robustness of the model, we compared the predicted 
a˙inities from the docking poses with those obtained from the experi
mental structures (The correlation between predicted and experimental 
pKa values for the docked structures is shown in Supporting Information 
Figure S3.). Fig. 4 presents a comparative analysis of structural align
ments and pKa values between experimental and docked structures for 
three protein–ligand complexes (PDB IDs: 3RSX, 3B27 and 1P1Q). On 
the left, the 3D representations display both experimental and docked 
ligand conformations within the protein binding pockets, with RMSD 
values indicating the structural differences between the two poses. On 
the right, bar charts illustrate the predicted pKa values for each complex, 
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revealing minimal differences between the experimental and docked 
structures. These findings demonstrate the model’s robustness in accom
modating conformational variations while accurately predicting binding 
a˙inities.

5. Conclusion

In this study, we have introduced a novel multimodal framework, 
MM-DRPNet, for predicting protein–ligand binding a˙inity by integrat
ing structural and interaction features from both proteins and ligands. 
The core innovation of our approach lies in the introduction of the Dy
namic Radial Partitioning, which captures spatial interaction features 
within three-dimensional protein–ligand complexes. By systematically 
incorporating multiple interaction types—such as hydrogen bonds, hy
drophobic interactions, and other physicochemical interactions—into 
our feature extraction process, we extracted highly informative features 
from the 3D structures. These features, combined with molecular graph 
representations of ligands, enable our model to precisely capture both 
global and local interaction patterns. The results demonstrate that MM
DRPNet significantly outperforms state-of-the-art deep learning models 
across multiple benchmark datasets, achieving superior predictive ac
curacy. The framework not only excels in performance but also exhibits 
robustness across varying interaction types, as evidenced by our abla
tion studies. Notably, the results highlight the critical role of hydrogen 
bonds and hydrophobic interactions in binding a˙inity prediction, align
ing with established biochemical understanding.

The introduction of DRP as a feature extraction method offers a 
new avenue for exploring spatial relationships in protein–ligand com
plexes. This approach has the potential to be extended to other types 
of biomolecular interactions or integrated into different multimodal 
frameworks. While our model shows great promise, several directions 
for future research warrant exploration. First, validating MM-DRPNet’s 
performance on emerging comprehensive datasets like PLINDER [52] 
would provide additional insights into its generalizability across di
verse protein-ligand interactions. Second, comparing our approach with 
recent methods could reveal complementary strengths and potentially 
lead to more robust hybrid approaches. Additionally, exploring the mod
el’s applicability across a wider range of proteins and ligands, and inves
tigating its integration into virtual screening pipelines remain important 
future directions. These extensions would further validate the model’s 
utility in real-world drug discovery applications.

Overall, MM-DRPNet provides a powerful tool for computational 
drug discovery, with the potential to accelerate the identfication and 
optimization of therapeutic compounds. By enhancing the accuracy of 
binding a˙inity predictions through our novel DRP approach and multi
modal framework, our work contributes to more efficient drug develop
ment processes and advances the field of computational biology. Future 
validations and extensions of our model will further strengthen its prac
tical impact in drug discovery applications.
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