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a b s t r a c t 

In the global challenge of Coronavirus disease 2019 (COVID-19) pandemic, accurate prediction of daily new cases 

is crucial for epidemic prevention and socioeconomic planning. In contrast to traditional local, one-dimensional 

time-series data-based infection models, the study introduces an innovative approach by formulating the short- 

term prediction problem of new cases in a region as multidimensional, gridded time series for both input and 

prediction targets. A spatial-temporal depth prediction model for COVID-19 (ConvLSTM) is presented, and fur- 

ther ConvLSTM by integrating historical meteorological factors (Meteor-ConvLSTM) is refined, considering the 

influence of meteorological factors on the propagation of COVID-19. The correlation between 10 meteorological 

factors and the dynamic progression of COVID-19 was evaluated, employing spatial analysis techniques (spatial 

autocorrelation analysis, trend surface analysis, etc.) to describe the spatial and temporal characteristics of the 

epidemic. Leveraging the original ConvLSTM, an artificial neural network layer is introduced to learn how me- 

teorological factors impact the infection spread, providing a 5-day forecast at a 0.01° × 0.01° pixel resolution. 

Simulation results using real dataset from the 3.15 outbreak in Shanghai demonstrate the efficacy of Meteor- 

ConvLSTM, with reduced RMSE of 0.110 and increased R2 of 0.125 (original ConvLSTM: RMSE = 0.702, R2 = 
0.567; Meteor-ConvLSTM: RMSE = 0.592, R2 = 0.692), showcasing its utility for investigating the epidemiological 

characteristics, transmission dynamics, and epidemic development. 
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. Introduction 

COVID-19 has triggered a major global crisis affecting life, health

ecurity, economic and social order crises. The healthcare system is fac-

ng enormous challenges. The severe impact on human health is evident

hrough various clinical symptoms, primarily fever, dyspnea, and weak-

ess, with severe cases leading to fatalities [1 , 2] . There are a total of 62

iseases that are significantly associated with COVID-19 [3] . To limit the

pread of the virus, countries implement countermeasures and formulate

revention strategies. Under the epidemic prevention policy dominated

y containment, the global supply chain has been adversely affected

4] , leading to changes in trade structures [5] , which directly resulted

n a decrease in public social and economic activities, and an increase

n the unemployment rate. The outbreak has also seriously affected ed-

cation and food security in low-income countries [6 , 7] . Some studies

ave quantitatively analyzed the impact of national control measures in

he early stage of the epidemic. The results indicate that the national

mergency responses can effectively slow the growth and limit the scale

f epidemics [8] . The construction of appropriate models to predict the
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umber of daily new cases can be used to study and predict the risk of

he outbreak [9 , 10] . By leveraging the experience and practices gained

uring the pandemic, these models provide scientific support for human

ociety to respond to major emerging diseases. 

Researchers have proposed various prediction methods for the num-

er of cases, deaths, and incidence [11–15] . Studies have integrated

tatistical models with dynamic Susceptible-Infected-Recovered (SIR)

odels to explore the periodicity and variability of epidemic, and in-

estigate the mechanisms of epidemic spread [16] . In another study,

n Susceptible Exposed-Infected-Recovered (SEIR) dynamic prediction

odel with seasonal signals was constructed to quantify the impact of

easonal signals and assess the effect of seasonal amplitude on the total

umber of infections, emphasizing the need to consider seasonal fac-

ors when formulating prevention policies. In some studies, models for

he spread of epidemics triggered by crowd gathering events to sim-

late the impact of crowd gathering events on the overall epidemics

ynamics [17] . The extreme gradient boosting model, developed based

n the spatial-temporal characteristics of interpersonal interactions, can

redict county-level COVID-19 new cases weekly [18 , 19] . An Artificial
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6  

m  

o  
eural Network (ANN) model can be used to analyze the relationship

etween new and total confirmed cases, yielding more accurate case

rediction results [20] . Some study used a variety of machine learning

odels and historical COVID-19 data to predict future disease transmis-

ion in near real time [21] . ARIMA (Autoregressive Moving Average)

nd LSTM (Long Short-Term Memory) models based on time series data

ave also been applied to predict the number of COVID-19 cases [22 , 23] .

Effective outbreak control depends on the timely availability of cru-

ial information, and the utilization of variables to establish accurate

inks to COVID-19 facilitates the level of prediction reliability [24 , 25] .

limatic disasters can lead to an increased incidence and the transmis-

ion of more than 100 vector-borne diseases [26] . The climatic envi-

onment prior to COVID-19 provided favorable conditions for the emer-

ence of an epidemic. SARS-CoV-2 belongs to the beta genus coron-

virus, with a diameter ranging from 60 nm to 140 nm, existing either

ingle or in aggregates. It forms aerosols by adsorbing to droplets, parti-

les, or other substances in the environment. An aggregated SARS-CoV-2

erosol exhibit strong and sustained transmission capacity as a fine par-

icles in the air, capable of both short-range and long-range transport.

he results suggest that higher viral loads and viral infectivity increase

he risk of aerosol transmission of the SARS-CoV-2 Omicron variant.

tudies have also confirmed the important role of sewer transmission

ue to fecal aerosols in community outbreaks through case-by-case anal-

sis [27] . Since polymeric aerosols undergo a decay process differing

rom the general composition of pollution gases [28] , research simulated

he diffusion transport process of solid-liquid droplets in an outdoor en-

ironment by CFD to demonstrate that droplet transmission of virus-

arrying droplets can lead to the outdoor spread of respiratory infec-

ions [29] . Under the influence of boundary layer turbulence character-

stics and meteorological processes, their concentrations of droplets ex-

ibit complex spatial and temporal distributions. Unevenly distributed

erosols are inhaled into the lungs by susceptible individuals, leading to

ung infection with a certain probability, thus affecting the spatial and

emporal distributions of cases. Therefore, it is necessary to consider the

nfluence of meteorological conditions on the formation and spread of

ARS-CoV-2 aerosols when constructing prediction models. 

However, to date, few studies have constructed high-resolution spa-

ial and temporal prediction models of epidemics, considering the spa-

ial and temporal characteristics of meteorological factors and histori-

al case numbers. Studies have used data on population density, pop-

lation age, temperature, humidity, and economic levels to establish

inks with COVID-19 through LSTM models for short-term and long-

erm predictions of infection cases. Since air quality is the most im-

ortant factor affecting lung and respiratory diseases, ANN models be-

ween air pollutant concentrations and infection cases have also been

eveloped. A common limitation of simulation processes is model’s de-

endence on a set of parametric assumptions reflecting real-world com-

lexity (e.g., individual behaviors and conditions, public policies, and

nstitutions). It is crucial to maximize the explanatory and predictive

bility of the model by incorporating meteorological factors that influ-

nce virus spread and mechanisms in a holistic and detailed manner.

his confirms whether high-precision spatial-temporal prediction of the

pidemic can be achieved and whether meteorological factors can en-

ance spatial-temporal depth models. 

In addition to the meteorological factors used in this study, vari-

us elements such as population migration, contact patterns, and virus

ariations play crucial roles in the dynamic process of the COVID-19

andemic. To specifically explore the individual impact of meteorolog-

cal factors on the epidemic, research collected the Migration Scale In-

ex (MSI) for 30 cities, controlling for population migration [30] . They

mployed nonlinear regression analysis, controlling for a 3-day moving

verage of MSI, to independently assess the influence of meteorological

actors on the number of COVID-19 cases. Population migration and con-

act patterns directly affect the virus transmission pathways and speed.

opulation migration leads to population movement, exacerbating the

pread of the epidemic, and areas with high population flow, such as
528
ransportation hubs, city centers, and markets, may be more prone to

irus transmission. The aerosol transmission of COVID-19 is of signifi-

ant concern, emphasizing the need for early monitoring in densely pop-

lated areas to prevent outbreaks [31] . Different social and contact net-

orks impact the virus transmission pathways within communities, thus

nfluencing the spread rate of cluster outbreaks. A crucial study, based

n statistical methods and an improved epidemiological model, devel-

ped the Global Pandemic Early Warning System (GPEP-2), successfully

redicting the global and regional spread of COVID-19 by introducing

arameterized schemes for natural and anthropogenic factors [32] . Ad-

itionally, policies and intervention measures also influence virus trans-

ission patterns. Research employed a dose-response relationship to as-

ess the relationship between infection risk and exposure dose [33] . In

uture studies on cluster outbreaks, we will comprehensively consider

nfluencing factors to conduct a comprehensive predictive analysis of

pidemic development. 

In summary, this study uses the 3.15 outbreak in Shanghai, China, as

n example analysis to describe the spatial-temporal profile of the out-

reak. Historical meteorological factors are taken into account in the

epth model for case number prediction, establishing a suitable and ro-

ust spatial-temporal depth model. This model provides accurate time-

orward predictions of the epidemic development, offering a solution to

he COVID-19 case number prediction problem with high spatial reso-

ution considering historical meteorological conditions. 

. Materials and methods 

.1. Research region 

Shanghai (120°52 ′ W-122°12 ′ W, 30°40 ′ N-31°53 ′ N), with a land

rea of 6340 km2 , a watershed area of 121.85 km2 , a resident popu-

ation of approximately 24,894,300, and a population density of 3927

ersons per km2 , experienced a rapid outbreak of the SARS-CoV-2 Omi-

ron subvariant, BA.2, in early March 2022. By May 31, the social sur-

ace was cleared, with a total of over 600,000 cases. During this period,

he Shanghai Municipal Health Commission released high-quality data

n cases, clear information on the residence of cases, and timely updates

f new data. Based on the above reasons, Shanghai was chosen as the

tudy target region to comprehensively assess and predict the spatial-

emporal characteristics of the epidemic. 

.2. Definition of the infected 

Unlike SARS, COVID-19 infected patients are also infectious during

heir incubation period, and the presence of many asymptomatic in-

ected patients poses a great challenge for the implementation of epi-

emic prevention efforts. A confirmed infected person is defined as those

ho presents with clinical symptoms of a new and positive viral anti-

ens on examination of respiratory epithelial cells. An asymptomatic in-

ected person is defined as those who has no clinical symptoms but tests

ositive for nucleic acid. Asymptomatic infected patients become con-

rmed infected patients if they test positive for nucleic acid and devel-

ped symptoms (or have lesions on the lungs, as revealed by a CT scan).

oth types of patients are infectious vectors, so in this study, asymp-

omatic and confirmed infected patients were collectively referred to as

he infected patients, and their daily additions were analyzed and pre-

icted in terms of spatial and temporal characteristics. 

.3. Data sources and collection 

A combination of manual downloading and scripting was used to

ollect daily summary tables of positive infection data between March

, 2022 and May 30, 2022, from the Shanghai Municipal Health Com-

ission ( https://wsjkw.sh.gov.cn ). The data included the official date

f positive reporting, the district where the positive cases were located,

https://wsjkw.sh.gov.cn
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Table 1 

Data description and selection of model hyperparameter. 

(a) Detailed explanation of meteorological data used in this study. 

Abbreviation Meaning Temporal resolution Spatial resolution 

2m_dt 2m dew point temperature daily 0 . 25◦ × 0 . 25◦

2m_t 2m temperature daily 0 . 25◦ × 0 . 25◦

blh Boundary layer height daily 0 . 25◦ × 0 . 25◦

sk_t Skin temperature daily 0 . 25◦ × 0 . 25◦

sp Surface pressure daily 0 . 25◦ × 0 . 25◦

u10 10m east-west wind field daily 0 . 25◦ × 0 . 25◦

u100 100m east-west wind field daily 0 . 25◦ × 0 . 25◦

v10 10m south-east wind field daily 0 . 25◦ × 0 . 25◦

v100 100m south-east wind field daily 0 . 25◦ × 0 . 25◦

(b) Effects of network width on model performance. 

Model Trainable Parameters Cross Entropy 

ConvLSTM (3 ×3) (32, 32, 32, 1) 188897 0.0659 

ConvLSTM (3 ×3) (64, 64, 64, 1) 746433 0.0652 

ConvLSTM (3 ×3) (128, 64, 64, 1) 2129473 0.0689 

ConvLSTM (3 ×3) (128, 128, 128, 1) 2967425 0.0658 

(c) List of model hyperparameter. 

Hyperparameter Value 

Optimizer Adam 

Error function Cross entropy 

Learning rate 0.005 

epoch 20 

Batch size 5 

Network convolution layers 3 

Number of convolution kernels every layer (5, 5) (3, 3) (1, 1) (3, 3, 3) 
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a  
etailed residence information (accurate to the street), the type of infec-

ion, etc. Meteorological data were obtained from the daily reanalysis of

RA5 for 2022. ERA5 is the fifth generation of the ECMWF atmospheric

eanalysis of the global climate, assimilating a large amount of satellite

nformation and conventional observations such as ground and upper

ir observations. Its accuracy and resolution are sufficiently high, with

 spatial resolution of 0.25° × 0.25°

Epidemics exhibit distinct transmission characteristics in varied spa-

ial and temporal contexts. The spread of COVID-19, characterized by

patial heterogeneity, is significantly influenced by meteorological fac-

ors [34] . Changes in meteorological factors (temperature, humidity,

ind, air pressure, and diffusion conditions, etc.) are important indi-

ators of changes in climatic, environmental, and ecological factors on

hich the COVID-19 virus depends. The temperature and humidity af-

ect the availability of virus liquid carriers and the abnormal multiplica-

ion of pathogens. The boundary layer height determines the potential

patial extent of contaminant diffusion dilution. The spatial distribution

f cases under fixed diffusion conditions is best reflected by the physical

roperties of the wind field, and specific flow field patterns affect the

nidirectional accumulation of virus aerosols. The ambient air pressure

nd body temperature affect the oxygen supply capacity of the organ-

sm, serving as crucial meteorological triggers for respiratory diseases.

herefore, the 2 m temperature, 2 m dew point temperature, boundary

ayer height, surface pressure, skin temperature, u and v wind fields at

0 m and 100 m above ground Table 1 a were selected from the ECMWF’s

fth generation atmospheric reanalysis of global climate (ERA5) dataset

s the meteorological features affecting epidemic development. 

.4. Methods 

The spatial analysis technique was used to interpret the changes

n the current Shanghai epidemic in an overview manner. The follow-

ng sections describe the data preprocessing process, the methodology

sed in the study, and the rationale behind constructing the ConvLSTM
odel. p  

529
.4.1. Data preprocessing 

The target model used in this study, the ConvLSTM model, possessed

 five-dimensional tensor with the following input dimensions: the num-

er of samples, sample timesteps, matrix width, matrix height, and the

umber of variable channels (samples, timesteps, rows, columns, chan-

els). Because of its end-to-end structure, the output aligns with the five-

imensional tensor. To meet the input requirements of the model, the

arget dataset is interpolated and dimensionally transformed, including

he latitude and longitude of the discrete points, and their corresponding

ase numbers. 

To obtain the spatial distribution of cases at a specific resolution,

ssuming that more data can be obtained in a small area for the convo-

ution operation, the third spline interpolation method was employed

o downscale the sample data to 0.01° × 0.01°. Meteorological factors

ata were similarly resampled to 0.01° × 0.01°. Considering the impact

f the convolution operation in the neural network on different mag-

itude datasets, the data were normalized to the maximum-minimum

alue Eq. 1 : 

 =
𝑋 −𝑋𝑚𝑖𝑛 

𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛 

(1) 

here S is the normalized result after the linear transformation of the

riginal data, X is the sample data, and Xmax and Xmin are the maxi-

um and minimum values in the sample data, respectively. Finally, the

ormalized three-dimensional historical case count and meteorological

actor matrix are processed into a five-dimensional tensor. 

.4.2. Spatial data interpolation technology 

The cubic spline function method employed in this study is a variable

pline function composed of some cubic polynomials, creating a smooth

urve through a series of discrete points. This approach can be used to

vercome the cusp problem, improve the smoothness of the interpola-

ion function, and ensure the interpolation accuracy compared to the

ewton interpolation and Lagrange interpolation methods [35] . It can

lso be used to eliminate the problems of the nearest neighbor inter-

olation method [36] which include grayscale image discontinuity and
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aggedness. Compared to the parabolic interpolation method [37] does

ot require a priori knowledge, and compared to other segmental inter-

olation methods (Hermite interpolation, linear interpolation) [38] , the

isadvantage of discontinuity of higher order derivatives is overcome

hen using the cubic spline function method. In summary, the cubic

pline function method was chosen to accomplish the task of discrete

oint interpolation in this study. 

.4.3. Spatial autocorrelation evaluation using the Moran’s I 

Moran’s I , a statistical measure of the spatial interaction and spread

f geographic data, was often used to describe the overall distribu-

ion of the phenomenon, and to determine whether the research sub-

ect has aggregation properties in space. Moran’s I is calculated by

q. 2 : 

 = 𝑛 ∑𝑛 
𝑖 =1 

∑𝑛 
𝑗=1 𝑤𝑖𝑗 

×
∑𝑛 

𝑖 =1 
∑𝑛 

𝑗=1 𝑤𝑖𝑗 

(
𝑥𝑖 − 𝑥̄ 

)(
𝑥𝑗 − 𝑥̄ 

)
∑𝑛 

𝑗=1 
(
𝑥𝑖 − 𝑥̄ 

)2 (2)

here n is the number of spatial objects and 𝑤ij is the spatial adjacency

eight matrix of each spatial unit i and j ( j = 1, 2, … , n) in the study

rea. Apply the spatial autocorrelation algorithm to study the regional

ggregation of infectious diseases, providing an effective tool for epi-

emic analysis. 

.5. Model 

The deep learning algorithm for refined spatial-temporal prediction

n this study is based on the ConvLSTM model [39] . The ConvLSTM

etwork layer has a composite network structure whose key compo-

ents are the convolutional structure distributed over the time axis,

nd the cellular information 𝐶𝑡 − 𝑗 (𝑗 = 1 , 2 , … , 𝑞 ) distributed across the

emory. 

While good predictions of temporal data can be made using the clas-

ical LSTM recurrent network, it is challenging to portray the spatial

eatures of 3D spatial-temporal data. However, the Hadamard product

n the LSTM network can be replaced with a convolution operation to

earn the spatial information in the dataset. The convolution structure

n the ConvLSTM network is utilized to extract the spatial distribution

eatures of cases. 

In the prediction of urban traffic accidents, ConvLSTM proves effec-

ive in capturing spatiotemporal features of traffic accidents within road

etworks [40] . In the field of marine ecosystem prediction, ConvLSTM

emonstrates universality in predicting values, leading to higher pre-

iction accuracy compared to traditional models [41] . In the domain

f epidemic prediction, the improved SEIR model has been confirmed

o accurately describe the multi-wave process, achieving high accuracy

n predicting COVID-19 cases [42] . Models developed for predicting

OVID-19 have also successfully simulated and predicted the monkey-

ox epidemic [43] . Conclusions drawn from established findings in the

bove fields confirm the superior performance of ConvLSTM over tra-

itional fully connected models. In comparison to existing models in

he field of epidemic prediction, our research model provides additional

patial prediction results, validating the applicability of ConvLSTM in

patiotemporal prediction. 

𝐶𝑡 − 𝑗 as comprehensive cellular information is continuously updated

nd accumulated while being passed downward. Thus, the temporal fea-

ures can be maintained during the information processing over a long

pan of time. The ability to simultaneously model temporal sequences

nd characterize data spatially is the reason for choosing it as the target

odel. It is particularly suitable for studying physical fields with strong

emporal and spatial correlations. 

Assuming that the input tensor of the model at moment k of the study

egion is 𝑈 ( 𝑘 ) , and considering that it will be affected by the data of the

revious k − n + 1 sampling time periods immediately before k, the data

atrix in the statistical time period ( k ‒ n + 1, k) is used as the input of

he network model, and the convolution kernel W is specified to perform
530
he convolution operation on the data matrix Eq. 3 : 

( 𝑘) =
𝑚 ∑
𝑢 =1 

𝑛 ∑
𝑣 =1 

𝑊𝑢𝑣 ⋅ 𝑈 ( 𝑘) (3) 

here 𝑦 ( 𝑘 ) represents the output result at time k, which is the predicted

esult of the input data 𝑈 ( 𝑘 ) by the model, the m and n denote the size

f the convolution kernel, specifying the size of the convolution opera-

ion, and the 𝑊𝑢𝑣 represents the weight parameters of the convolution

ernel. 

To achieve the spatial-temporal prediction of the infected distri-

ution, considering the dependency between each sampling time, the

pecific calculation procedure of the ConvLSTM layer is shown in Eqs.

4–8) : 

𝑘 = 𝜎
(
𝑊𝑢𝑖 ◦𝑈 ( 𝑘) +𝑊ℎ𝑖 ◦𝐻( 𝑘 − 1 ) +𝑊𝑐𝑖 ◦𝑐𝑘 −1 + 𝑏𝑓 

)
(4) 

𝑘 = 𝜎
(
𝑊𝑢𝑖 ◦𝑈 ( 𝑘) +𝑊ℎ𝑖 ◦𝐻( 𝑘 − 1 ) +𝑊𝑐𝑖 ◦𝑐𝑘 −1 + 𝑏𝑖 

)
(5) 

𝑘 = 𝑓𝑘 ◦𝐶𝑘 −1 + 𝑖𝑘 ◦ReLU 

(
𝑊𝑢𝑖 ◦𝑈 ( 𝑘) +𝑊ℎ𝑖 ◦𝐻( 𝑘 − 1 ) + 𝑏𝑐 

)
(6) 

𝑘 = 𝜎
(
𝑊𝑢𝑖 ◦𝑈 ( 𝑘) +𝑊ℎ𝑖 ◦𝐻( 𝑘 − 1 ) +𝑊𝑐𝑜 ⋅ 𝑐𝑘 + 𝑏𝑜 

)
(7) 

̂
 ( 𝑘 + 1 ) = 𝑜𝑘 ⋅ ReLU 

(
𝑐𝑘 
)

(8) 

here ∘ denotes the convolution operation, ∙ denotes the Hadamard

roduct, W is the weight matrix, b is the bias, and 𝜎 and tanh are the

ctivation functions. 

The ConvLSTM cell structure consists of a forget gate, an input gate,

nd an output gate. In the above equation, 𝑓𝑘 is the forgetting gate,

hich serves to read the hidden layer state H ( k ‒ 1) of the previous

eriod and the input 𝐶𝑘 −1 at that moment and outputs a value between

 and 1 to the cell state 𝐶𝑘 −1 at the k ‒ 1 moment, 𝑖𝑘 is the input gate,

hich is used to decide which information to update and obtain the new

andidate cell information 𝐶𝑘 from the ReLU activation function after

pdating the cell After updating the state, the output gate 𝑜𝑘 is used to

alculate H ( k ‒ 1), 𝐶𝑘 and the final output 𝐿̂ (𝑘 + 1 ) obtained from 𝐶𝑘 . 

.5.1. Model parameters determination 

Reducing computational effort and maximizing training perfor-

ance are the goals of network parametric tuning, which is an essen-

ial tool for optimizing model performance optimization. The parame-

ers used to build the model structure determine the learning capabil-

ty of the model. Among them, the network width, namely the number

f neurons in the convolutional layers, is an important factor that af-

ects model performance; the higher the network width, the stronger

he representation capability. Too few neurons in the convolutional lay-

rs will make the model lack complexity, but overfitting occurs in com-

lex networks with too many neurons and insufficient training data. In

rder to determine the optimal number of neurons each layer of the

etwork, the following structure was designed for each convolutional

ayer, and Table 1b shows the training inputs and cross-entropy losses

btained by analyzing several experiments. The optimal solution Con-

LSTM (3 × 3)(64, 64, 64, 1), where ‘3 ∗ 3’ denotes the size of convolu-

ional kernels and (64, 64, 64, 1) denotes the number of convolutional

ernels in each network layer of the four-layer network, has the mini-

um training loss and moderate training cost. 

The batch sizes determine the model’s convergence speed, and its

hoice affects the network training accuracy. The optimal parameters

re found by plotting the loss curves with different batch sizes ( Fig. 1a ).

he loss drop is smoother and larger when the batch size is 5, which also

ields the smallest training loss and validation loss among all parameter

ombinations. Later, by setting different batch sizes to compare the spa-

ial prediction of the cumulative number of infected patients ( Fig. 1b ),

he simulation results with batch size = 5 can best reflect the true dis-

ribution of the number of cases. In summary, the best performance is
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Fig. 1. Model performance under various parameter settings . (a) The impact of the number of epochs and batch size on the model performance. (b) Prediction 

of the cumulative number of infected persons using different batch sizes. Notes: in order from left to right and top to bottom, the batch size are 20, 25, 20, 5, 

respectively. 
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btained using the model with the combination of batch size = 5 and

poch = 20. 

Based on the above discussion, this model uses five consecutive time

teps cases data as the input data. To balance the number of training

arameters, and the sizes of the three-layer convolution kernels was set

o 5 × 5, 3 × 3, and 1 × 1, respectively. To ensure that the output reso-

ution of the model is consistent with the input, the padding setting was

sed to make the feature maps generated by the intermediate process

onsistent in size. Using random sampling, 80% of the sequence samples

ere selected as the training set, and 20% of the sequence samples were

elected as the validation set. 

Table 1c shows the parameter settings used in the final model. The

dam adaptive optimizer was used with the feature of setting indepen-

ent learning rates by calculating the order distance of the gradient for

ifferent parameters. Cross entropy loss, which has the advantage of

ontinuously maintaining a high gradient state and a certain conver-

ence in many cases compared to the commonly used root mean square

rror, was chosen as the loss function. In this study, the cases distribu-

ion for the five days before the starting report moment was used as

nput, and the model outputs the prediction for the five days after the

oment was output by the model. 

.5.2. Model construction process 

To comprehensively analyze the spatial and temporal characteristics

f the epidemic development, this paper further considers the mecha-

ism of meteorological influence on disease transmission in depth based

n the constructed ConvLSTM model, and multiple meteorological fac-

ors are added to the model. First, we construct a simple model, called

he ConvLSTM model, in which only the number of historical cases is

onsidered. The Meteor-ConvLSTM model, in which the influence of me-

eorological factors on the distribution of cases is also considered, is

onstructed to better predict the spatial distribution of actual cases com-

ared to the ConvLSTM model setup, which considers the contribution

f meteorological factors. 

The structure of the ConvLSTM neural network for the high-precision

patial-temporal prediction of cases is shown in Fig. 2 . The ConvLSTM

patial-temporal depth model is composed of an input layer (i.e., the

redictor), three convolutional layers composed of ConvLSTM2D, a BN

ayer (batch normalization layer) after the convolutional layers, and an

utput The input layer (i.e., the predictor) is a combination of three
531
onvolutional layers composed of ConvLSTM2D, a BN layer after con-

olution, and an output layer (the predictand). The input number of

istorical cases is the mapping time 𝑡 − 5 , … , 𝑡 − 1 (in days), and fi-

ally the information on the distribution of cases at a future moment is

utput through a three-dimensional convolutional layer (i.e. Conv3D).

ach layer of the model uses ReLU as the activation function to im-

rove the nonlinear expression of the model, and the daily number

f new cases at 𝑡 + 1 , … , 𝑡 + 5 is used as the variable in the output

ayer. 

The ConvLSTM2D block diagram represents the convolution process

f learning the spatial-temporal characteristics of the sample data, and

ts internal structure is shown in the upper structure of the block dia-

ram, which has a convolution structure in the input-to-state and state-

o-state transitions. In this model, a coded prediction structure is formed

y superimposing multiple ConvLSTM2D layers, thereby building a net-

ork model of the case-count real-time-forward prediction problem. For

he meteorological factors added to the input, a two-layer wide artificial

eural network is used to receive this feature map to learn the driving

haracteristics of meteorological factors on the case number distribu-

ion. For the Meteor-ConvLSTM, fourteen time-series inputs are used;

he first five time series are the historical case counts for the previ-

us five days, the last nine time series are the meteorological factors

t the current moment, and the output is the output for the next five

ime-series. In summary, compared to the ConvLSTM setup, a layer of

n artificial neural network with the associative ability to approximate

ny nonlinear relationship is added to the Meteor-ConvLSTM training

rocess to learn the meteorological factor features, and the learned

eatures are expected to be used to optimize the output of the Con-

LSTM. In this way, the end-to-end structure of the model is estab-

ished, and the whole model consists of four major components: the in-

ut module, the encoder module, the forecaster module, and the output

odule. 

. Results and discussion 

.1. Evaluation index 

In addition to the conventional assessment of the average prediction

evel throughout the study period, it is essential to measure the predic-

ive capacity of the peak case distribution. To evaluate the performance
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Fig. 2. Framework of Meteor-ConvLSTM and corresponding end-to-end structure . 
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f the model in terms of predicting the peak infection concentration

ands and the average prediction level, we use the evaluation metrics

f the Root Mean Square Error(RMSE) (Eq. 9) , Mean Absolute Error

MAE) (Eq. 10) , and coefficient of determination ( R2 ) (Eq. 11) are used

o quantify the prediction effectiveness of the model: 

MSE =
√ 

1 
𝑛 

∑(
𝑦̂𝑖 − 𝑦𝑖 

)2 
(9) 

AE = 1 
𝑛 

∑||𝑦̂𝑖 − 𝑦𝑖 
|| (10) 

2 = 1 − SSE 
SST 

= 1 −
∑(

𝑦𝑖 − 𝑦̂𝑖 
)2 

∑(
𝑦𝑖 − 𝑦𝑖 

)2 (11) 

here 𝑦𝑖 is the predicted and 𝑦𝑖 represents the real, the sum of squared

rrors (SSE) is the squared sum of the deviation between the real and the

redicted, and the sum of squared total (SST) is the squared sum of the

eviation between the true and the mean of the true. Among them, the

MSE reflects the average deviation between the predicted and the real;

he MAE reflects the actual situation of the predicted value error; the R2 

eflects the goodness of fit between the predicted and the real of the
532
odel, which is an intuitive measure of model merits and demerits. The

ower the RMSE and MAE, the higher the model prediction accuracy; R2 

[0,1], and a larger R2 indicates a better model fit. 

.2. Spatial-temporal distribution of the 3.15 epidemic in Shanghai 

In the spatial distribution ( Fig. 3a ), the hotspots of case clustering

ere mainly located in the southern part of Baoshan district, a large

rea in Shanghai central district, and near the intersection of Minhang

istrict and Pudong New Area, with the characteristics of being dis-

eminated from this center to the surrounding, and similar to the dis-

ribution of population density ( Fig. 3c ), which means areas with high

opulation density corresponded to cases hotspots. In the temporal dis-

ribution ( Fig. 3a ), The number of cases remained high from day 30 to

ay 50 after the first case appeared on March 1 and peaked on April 13

ith more than 20,000 new cases in a single day, then slowly declined

o double digits. 

COVID-19 is an infectious disease where human-to-human transmis-

ion occurs based on the spread of pathogenic microorganisms through

espiratory droplets and contact. In addition, Omicron BA.2, which was

revalent in Shanghai during this outbreak, has an excellent transmis-

ion capacity of R0 = 9.5 [44] , where R0 represents the number of trans-

issible new infections in 100 per cent of the susceptible population of
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Fig. 3. Spatial-temporal overview and statistical characteristics of infections in Shanghai . (a) Spatial distribution of cumulative infections. (b) Time series of 

cumulative infections. (c) Population density distribution (person/km2 ). (d) Trend surface characteristics by the epidemic three stages. 
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n infectious patient without any preventive measures. R0 = 9.5 mean-

ng that one positive infected person can infect roughly ten healthy sus-

eptible persons. The spreading capacity of Omicron BA.2 is 3–5 folds

igher than the earlier virus. An autocorrelation analysis of Shanghai

ases distribution was conducted using Moran’s I to find the statistical

ignificance of the positive correlation between cases distribution and

ocation. Moran’s I shows 0.9567, indicating that there was a strong ten-

ency for the high-density gathering of cases spreading to surroundings.

This instance of the epidemic was divided into three periods. Starting

rom March 1, Day 10 to Day 29 was the brewing period, Day 30 to

ay 50 was the sustained peak period, and Day 51 to Day 80 was the

pturn period of the epidemic. The analysis of dataset general trend

 Fig. 3d ) from the generated 3D maps of the spatial trends of cases in the

hree periods reveals: the first and third periods have the same elliptical

arabolic distribution pattern, with the infected clustered in research

egion, and the second period has an elliptical cylindrical distribution

attern, where the characteristics of a uniform distribution are more

emarkable. This is consistent with the experiential process and spatial

nd temporal diffusion characteristics of the epidemic occurrence, rapid

evelopment, and stabilization processes, respectively. 

.3. Shanghai 3.15 epidemic prediction 

In this section, we conducted a backward study of Shanghai 3.15

pidemic, to make theoretical predictions of the spatial and temporal

pidemic and analyze the influence of relevant meteorological factors

n epidemic development and prediction improvement. The prediction

f cases distribution at the infection peak is a major concern in all sec-

ors. This Shanghai epidemic peaked on April 13 (i.e., the 43rd day after

arch 1). In the well-trained model, the numbers of cases from Days 35

o 40 were inputted to make predictions for Days 41 to 45, and the re-

ult ( Fig. 4a ) provides insight into the model potential in predicting the

eak, infection-intensive bands. In addition, to provide a baseline for
533
n overall epidemic control over the entire period, the average predic-

ion for each five-day was evaluated ( Fig. 4b ), which shows that the

redicted spatial distribution is roughly similar to the actual, and the

eriousness roughly in line with the actual, but the overall prediction is

bnormally high. One of the reasons for the deviation between the pre-

icted of ConvLSTM model and the actual is that meteorological factors

ffect is not considered, so we developed a modified COVID-19 predic-

ion model (Meteor-ConvLSTM) that takes meteorological factors into

ccounts. 

Correlation analysis is a valid method for recognizing the interrela-

ionships between variables with spatial properties and their patterns

f association, and such correlation can provide a physical explana-

ion of disease impact mechanisms to some extent. The study analyzed

he correlation heatmap between cases and each meteorological factor

 Fig. 5a ), and selected the three factors (2m_dt, sk_t, v10) with the most

ignificant correlations, which affect disease spread the most, for fur-

her correlation analysis. The spatial correlation analysis between cases

nd meteorological factors facilitates a reasonable physical explanation

f meteorological factors’ influences on model predictions: skin temper-

ture ( Fig. 5b ), humidity ( Fig. 5c ) and cases were highly correlated in

reas located in and around Shanghai central district, indicating that

umidity conditions and skin temperature conditions in these highly

orrelated areas are key factors in the distribution of cases as predicted

y model. Human coronavirus activeness is susceptible to the humid-

ty and temperature conditions, and suitable ambient temperature and

umidity conditions can cause abnormal virus multiplication, providing

 favorable climate for the breeding and transmission of infectious dis-

ase viruses. Due to the difference in epidemic spread and prevention

onditions in each district, Shanghai central district and its neighboring

reas with high population densities and high case concentrations are

ulnerable to becoming hotbeds for virus multiplication. The suitable

emperature and humidity conditions for virus spread and reproduc-

ion in urban areas have higher explanatory significance for effective
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Fig. 4. Actual cases distribution (pictured above) and the prediction (pictured below) using ConvLSTM . (a) Number of cases at peak. (b) Average number of 

cases every 5 days on entire period. 
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pidemic prediction. The highly correlated areas about 10 m southeast

ind field ( Fig. 5d ) were in the Jiading, Minhang, and Pudong districts,

mplying that ground-level winds over these areas were a key factor in

he successful case prediction. 

Meteor-ConvLSTM is used to explore the spatial-temporal case distri-

utions based on both meteorological factors and historical case counts.

he predicted case distribution at the peak ( Fig. 6a ), averaged over the

ntire study period ( Fig. 6b ), is shown compared with the actual dis-

ribution. The spatial distribution of the Meteor-ConvLSTM predicted

esults is similar to the actual distribution with a goodness of fit R2 

eaching 0.692, which is improved by 0.125 compared to ConvLSTM.

he severity of the epidemic is consistent with the actual, which means

 inclusion of meteorological factors corrects the overall abnormal high

rediction of ConvLSTM. 

The Meteor-ConvLSTM, which combines the epidemiological char-

cteristics and the transmission dynamics influenced by meteorological

actors, can be used to obtain more accurate and higher resolution pre-

iction results than the original ConvLSTM. The following analysis of

catter density plots and evaluation indicators was used to objectively

nd quantitatively assess the improvement of Meteor-ConvLSTM com-

ared to the original model. From the scatter density analysis of the two

odels ( Fig. 7 ), the scatter points are both distributed in a tilted ellipti-

al, and Meteor-ConvLSTM ( Fig. 7b ) has a narrower ellipse and denser

catter distribution compared to ConvLSTM ( Fig. 7a ). The error indica-
 f  

534
ors of Meteor-ConvLSTM (MAE = 0.409, MSE = 0.351, RMSE = 0.592)

re lower than ConvLSTM (MAE = 0.491, MSE = 0.492, RMSE = 0.702),

nd the R2 has a significant improvement (ConvLSTM: R2 = 0.567;

eteor-ConvLSTM: R2 = 0.692). In summary, as mentioned earlier, this

tudy optimized the model fit based on additional high-precision mete-

rological factors, and the Meteor-ConvLSTM has high prediction accu-

acy compared to the original ConvLSTM. 

.4. Discussion 

Shanghai has a high international flight interchange frequency, with

early 40% of international flights in China landing in Shanghai since

020 [45] . Under the severe global epidemic environment in the first

alf of 2022, it suffers from the severe impact of the global epidemic

nd has the highest risk of infection import compared to other cities

n mainland China. Therefore, the study of Shanghai as a typical case

s of practical significance. After the release of the city-wide lockdown

olicy, the spread of the epidemic gradually slowed down, and the im-

lementation of several intervention policies kept the spread rate below

he epidemic threshold, allowing the Shanghai 3.15 epidemic to be fi-

ally arrested. The empirical evidence that the city-wide containment

nd control implemented in Shanghai successfully prevented further epi-

emic spread [46] , which suggests that reasonable prevention measures

or major public health events with high population concentrations and
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Fig. 5. Correlation analysis between meteorological factors and cases . (a) Heatmap of correlation. (b) Distribution of R between skin temperature and the 

number of cases. (c) Distribution of R between 2 m dew point temperature and the number of cases. (d) Distribution of R between 10 m south-east wind and the 

number of cases. 
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ighly transmissible diseases are effective. However, quantitative assess-

ent of the socio-economic impact of prevention measures, the burden

f disease, and a comprehensive measure for balancing population im-

unity are necessary, and will serve as future research directions. 

The general overview of the previous studies’ prediction effects of

ach statistical model and deep learning model is shown in Table 2 .

ompared with using traditional models providing one-dimensional

ime-series forecasts, the prediction error is significantly reduced us-

ng the ConvLSTM model. With a temporal resolution at the daily scale

nd a spatial grid of 0.01° × 0.01° for the city scale, a high accuracy

patial-temporal prediction about new cases was provided. Because of

he higher resolution refinement than previous studies, and the inter-

uption of the transmission chain due to the control policy of epidemic

revention in Shanghai, the R2 of the ConvLSTM model failed to exceed

hat of each statistical, deep learning model based on one-dimensional

ime-series prediction. Therefore, it is of great practical importance for

he enhancement of model refinement prediction effects at high spatial

nd temporal resolutions. However, the Meteor-ConvLSTM model that

onsiders the influence of meteorological factors can significantly im-

rove the simulation accuracy, even though it exists in the premise of

efined COVID-19 spatial-temporal grid prediction. 

Other models exhibit a higher R2 at the national level, indicating

heir suitability for large-scale data variations. However, these models
535
nly consider time series information, simplifying training and predic-

ion problems. Therefore, an overall gain is observed in R2 , while the

igh R2 resulting from the simplified time prediction does not necessar-

ly demonstrate high performance in spatiotemporal prediction. Addi-

ionally, existing models show a relatively large RMSE, suggesting poor

erformance in predicting results. 

Compared to existing research models, our model has a lower R2 and

ower RMSE. However, facing a more complex prediction problem, the

ower R2 of ConvLSTM suggests that the model can not perfectly ex-

lain the variability of the target variable. Yet, considering its respon-

ibility to provide estimates at both the temporal and spatial levels, the

ower R2 performance is acceptable. The lower RMSE indicates accu-

ate predictions on an average level. Still, it can not rule out the pos-

ibility that the low RMSE is due to the study’s limitation to a small

rea (Shanghai). Therefore, a lateral comparison with existing research

s conducted: within the premise of a small study area, the RMSE and

AE of LSTM case predictions in various states in Malaysia are higher

han those of our research model [33] , indicating that within a small

tudy area, the selected ConvLSTM model performs better, making pre-

ictions closer to the actual observed values. 

In conclusion, considering model performance and the neces-

ity of spatial prediction, the choice of the ConvLSTM model is

dvantageous. 
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Fig. 6. Actual cases distribution (pictured above) and prediction (pictured below) using Meteor-ConvLSTM . (a) The number of cases at peak. (b) Average 

number of cases every 5 days on entire period. 

Fig. 7. Scatter plot of the correlation between the actual and the predicted . (a) Using ConvLSTM. (b) Using Meteor-ConvLSTM. 
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Fig. 8. Model performance shown by time series R2 . (a) ConvLSTM R2 . (b) Meteor-ConvLSTM R2 . 

Table 2 

Overview of prediction effect of existing research . 

Model R2 RMSE MAE Region Period Research object Resolution 

TXGB [19] / 338.32 69.60 USA 2020.10–2021.1 Cases Weekly 

STXGB-FB [19] / 308.49 64.33 USA 2020.10–2021.1 Cases Weekly 

STXGB-SG [19] / 318.00 64.86 USA 2020.10–2021.1 Cases Weekly 

ANN [20] 0.98 17,554.00 12,229.00 Global 2020.1–2020.11 Cases Daily 

ANN [20] 0.86 631.80 463.70 Global 2020.1–2020.11 Deaths Daily 

LR [21] 0.95 916.64 723.11 Global 2020.1–2020.3 Deaths Daily 

LASSO [21] 0.81 1801.12 1430.29 Global 2020.1–2020.3 Deaths Daily 

ES [21] 0.97 813.77 406.08 Global 2020.1–2020.3 Deaths Daily 

LR [21] 0.83 383,910.51 30,279.55 Global 2020.1–2020.3 Cases Daily 

LASSO [21] 0.98 15,322.11 60,177.90 Global 2020.1–2020.3 Cases Daily 

ES [21] 0.98 16,828.58 8867.43 Global 2020.1–2020.3 Cases Daily 

RF [25] 0.84 135.57 34.59 China 2020.1–2020.3 Cases Daily 

GBDT [25] 0.82 178.10 41.37 China 2020.1–2020.3 Cases Daily 

GWR [25] 0.81 194.01 52.98 China 2020.1–2020.3 Cases Daily 

ARIMA [14] / 1654.66 984.17 Italy 2020.2–2020.4 Cases Daily 

ARIMA [14] / 2031.12 1147.89 Spain 2020.2–2020.4 Cases Daily 

ARIMA [14] / 971.93 635.87 France 2020.2–2020.4 Cases Daily 

ConvLSTM 0.57 0.70 0.49 Shanghai 2022.3–2022.5 Cases Daily 

Meteor-ConvLSTM 0.69 0.59 0.41 Shanghai 2022.3–2022.5 Cases Daily 

537



B. Chen, R. Chen, L. Zhao et al. Fundamental Research 4 (2024) 527–539

 

l  

r  

o  

i  

s  

r  

a  

r  

t  

r  

j  

p  

t  

l  

f  

t  

a

 

u  

t  

s  

r  

c  

s  

i  

s  

i  

2  

i  

o  

t  

r  

h

 

d  

l  

a  

t  

f  

e  

u

 

e  

a  

p  

c  

(  

p  

a  

c  

c  

t  

e  

fl  

m  

1  

i  

a  

c  

c  

o  

(  

p  

o  

i  

r  

a  

w  

h

4

 

3  

d  

C  

a  

t

g  

t  

a  

t  

a  

a  

v  

t  

p  

m  

m  

S  

g  

i  

d  

i  

s

 

a

•  

s  

s

•  

w  

s  

w  

c  

h  

h  

e

•  

d  

s  

t  

m  

f

D

 

w

A

 

g  

s  

(  

F  

P  

R  

s  

f  
Since 2023, the new wave of COVID-19 in China has exhibited a

ow-level, fluctuating pattern, with the overall situation of the pandemic

emaining stable. It is now imperative to maintain the overall stability

f the nationwide epidemic situation during clustered holidays, while

mplementing various infectious disease prevention and control mea-

ures. The focus is on preventing and controlling the potential occur-

ence of clustered epidemics such as COVID-19, dengue fever [47 , 48] ,

nd monkeypox [43] in individual regions during holidays. In this envi-

onment of domestic epidemic prevention and control policy transition,

he in-depth research and judgment for disease transmission ability and

efined prediction of new cases are still meaningful. The assurance and

udgment of the development tendency reduce the uncertainty of peo-

le’s judgment and estimation of the future situations, and it can reduce

he negative impact of secondary transmission of the epidemic on regu-

ar production and livelihood order. It is indicative in the future when

acing the challenges of similar major public health events, and how

o achieve more efficient prevention with lower management resources

nd less socio-economic costs will be a key concern from now on. 

The R2 temporal variation by ConvLSTM and Meteor-ConvLSTM was

sed to understand the status of the influence of meteorological fac-

ors under different periods of epidemic development ( Fig. 8 ). This re-

earch aspect enables a direct investigation of the influence of meteo-

ological contributions on the spatial and temporal spread of the Omi-

ron BA.2 variant. R2 is at a high level in the peak stage of epidemic

pread, which fully proves the reliability of the ConvLSTM in predict-

ng the high infectious period; There are different effects at different

tages of the epidemic development, meteorological factors have a pos-

tive effect on the model prediction in the interval starting on March

6 and ending on April 16. Meteorological conditions had a positive

nterpretation of virus spread during the peak of the epidemic devel-

pment. It is shown that the advantage of the meteorological contribu-

ion is that the inclusion of meteorological factors leads to higher accu-

acy of model prediction when the infectious disease infection density is

igher. 

In the context of research on epidemic-related topics, historical case

ata serves as crucial research material. The daily epidemic reports re-

eased by health commissions at various levels are considered the most

uthoritative data source. Many studies related to the epidemic rely on

hese reports as fundamental supporting materials [31 , 32 , 42] . There-

ore, this study is based solely on health commission data for predictive

xperiments, discussing the predictive effects of spatiotemporal models

sing the available reported data. 

In addition to the meteorological factors used in this study, various

lements such as population migration, contact patterns, and virus vari-

tions also play crucial roles in the dynamic process of the COVID-19

andemic. To specifically explore the individual impact of meteorologi-

al factors on the epidemic, research collected the Migration Scale Index

MSI) for 30 cities, controlling for population migration [30] . They em-

loyed a nonlinear regression analysis, controlling for a 3-day moving

verage of MSI, to independently assess the influence of meteorologi-

al factors on the number of COVID-19 cases. Population migration and

ontact patterns directly affect the transmission pathways and speed of

he virus. Population migration leads to population movement, exac-

rbating the spread of the epidemic, and areas with high population

ow, such as transportation hubs, city centers, and markets, may be

ore prone to virus transmission. The aerosol transmission of COVID-

9 is of significant concern, emphasizing the need for early monitoring

n densely populated areas to prevent outbreaks [31] . Different social

nd contact networks impact the virus’s transmission pathways within

ommunities, thus influencing the spread rate of cluster outbreaks. A

rucial study, based on statistical methods and an improved epidemi-

logical model, developed the Global Pandemic Early Warning System

GPEP-2), introducing parameterized schemes for natural and anthro-

ogenic factors, successfully predicting the global and regional spread

f COVID-19 [32] . Additionally, policies and intervention measures also

nfluence the virus transmission patterns. Research employed a dose-
538
esponse relationship to assess the relationship between infection risk

nd exposure dose [33] . In future studies on cluster outbreaks, our team

ill comprehensively consider influencing factors to conduct a compre-

ensive predictive analysis of epidemic development. 

. Conclusion 

This study utilized aggregated data of new cases collected from the

.15 epidemic in Shanghai, China, along with the high-resolution ERA5

aily reanalysis of meteorological data. We innovatively proposed a

onvLSTM model that combines CNN image processing capabilities with

 traditional LSTM time-series predictor to extract spatial-temporal fea-

ures of case information by dividing the study area into a 0.01° × 0.01°

rid structure. In general, we constructed the following models respec-

ively: a ConvLSTM based on autoregression of historical case numbers,

nd a Meteor-ConvLSTM that takes meteorological factors into account

o modify predictions. Firstly, we described the high aggregation char-

cteristics of the current epidemic in an overview, and specifically char-

cterized the spatial patterns of different periods of the epidemic to pro-

ide workable spatial analysis for follow-up predictions. As changes in

he signals of meteorological factors (temperature, humidity, wind, air

ressure, diffusion conditions, etc.) are a part of climate and environ-

ental changes, which to a large extent affect the rate of virus trans-

ission and lethality, therefore, Meteor-ConvLSTM is based on ConvL-

TM, using meteorological factors to simulate the driving mode of case

rowth and spread, and establishes an integrated model using an ANN

s established to learn the characteristics of meteorological factors on

isease spread, and collaboratively puts multiple meteorological factors

nto the model for training in order to make accurate predictions of the

patial-temporal cases distribution. 

Evaluating the spatial-temporal prediction effects of the ConvLSTM

nd Meteor-ConvLSTM, the results showed the following: 

 Case clustering hotspots correspond to areas of high population den-

ity, with a strong tendency for high-density infected concentrations to

pread to the surrounding areas. 

 Skin temperature, 2 m dew point temperature and 10 m south-east

ind field were the three factors that most affected epidemic transmis-

ion. The high correlation areas of skin temperature, humidity with cases

ere located in and around the Shanghai central district, and the high

orrelation areas of the 10 m wind field were located in the Jiading, Min-

ang, and Pudong New Districts. The meteorological conditions in the

ighly correlated areas had high explanatory significance for effective

pidemic prediction. 

 ConvLSTM can provide additional spatial prediction compared to tra-

itional dynamic and deep learning models with one-dimensional time-

eries prediction. The modified prediction model can effectively depict

he process of meteorological factors affecting infectious disease trans-

ission. Moreover, Meteor-ConvLSTM, which considers meteorological

actors, has higher prediction accuracy than the original ConvLSTM. 
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