
RESEARCH ARTICLE

AbImmPred: An immunogenicity prediction

method for therapeutic antibodies using

AntiBERTy-based sequence features

Hong WangID
1, Xiaohu Hao1, Yuzhuo He1, Long FanID

1,2*

1 Production and R&D Center I of Life Science Services, GenScript Biotech Corporation, Nanjing, China,

2 Production and R&D Center I of Life Science Services, GenScript (Shanghai) Biotech Co., Ltd., Shanghai,

China

* leo.fan@genscript.com

Abstract

Due to the unnecessary immune responses induced by therapeutic antibodies in clinical

applications, immunogenicity is an important factor to be considered in the development of

antibody therapeutics. To a certain extent, there is a lag in using wet-lab experiments to test

the immunogenicity in the development process of antibody therapeutics. Developing a

computational method to predict the immunogenicity at once the antibody sequence is

designed, is of great significance for the screening in the early stage and reducing the risk of

antibody therapeutics development. In this study, a computational immunogenicity predic-

tion method was proposed on the basis of AntiBERTy-based features of amino sequences

in the antibody variable region. The AntiBERTy-based sequence features were first calcu-

lated using the AntiBERTy pre-trained model. Principal component analysis (PCA) was then

applied to reduce the extracted feature to two dimensions to obtain the final features. Auto-

Gluon was then used to train multiple machine learning models and the best one, the

weighted ensemble model, was obtained through 5-fold cross-validation on the collected

data. The data contains 199 commercial therapeutic antibodies, of which 177 samples were

used for model training and 5-fold cross-validation, and the remaining 22 samples were

used as an independent test dataset to evaluate the performance of the constructed model

and compare it with other prediction methods. Test results show that the proposed method

outperforms the comparison method with 0.7273 accuracy on the independent test dataset,

which is 9.09% higher than the comparison method. The corresponding web server is avail-

able through the official website of GenScript Co., Ltd., https://www.genscript.com/tools/

antibody-immunogenicity.

Introduction

With the continuous development of the pharmaceutical industry, the development of thera-

peutic proteins is growing rapidly. Monoclonal antibodies account for nearly half of the grow-

ing number of therapeutic proteins approved by the U.S. Food and Drug Administration
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(FDA) [1]. Therapeutic antibodies can be used for targeted treatment of chronic diseases, auto-

immune diseases, cancer, etc [2, 3]. Immunogenicity of therapeutic antibodies refers to the

presence of anti-drug antibodies (ADAs) detected in the circulatory system of humans or anti-

bodies that bind to the antibody drug that has been injected. The immune mechanism of B cell

activation leading to ADAs secretion includes T cell-independent (Ti) and T cell-dependent

(Td) conditions. Td activation of B cells is thought to lead to a stronger immune response,

antibody type switching, and the production of memory B cells [4]. Because the Td reaction

requires T cells to recognize linear antigenic peptides (T cell epitopes) contained in antibody

drugs, binding of peptide epitopes processed by antigen-presenting cells (APCs) to human leu-

kocyte antigen (HLAs) major histocompatibility complex (MHC) Class I or II molecules may

occur. Activated helper T cells recognize epitope-MHC I or II complexes to stimulate B cells to

produce ADAs [4, 5]. The generation of ADAs is gradually considered to be one of the reasons

for the development failure of some antibody drugs, which may cause a variety of problems,

including changing the pharmacokinetics of drugs, reducing drug activity, and even causing

life-threatening complications, affecting drug safety and efficacy [6–10]. Therefore, evaluation

of immunogenicity is an important issue to be considered in the process of drug development

for therapeutic antibodies [11]. Researchers have tried to use the humanization of antibodies

as an important strategy to reduce ADAs production. However, the correlation between the

degree of humanization of antibodies and the presence of ADAs is relatively weak [12]. Tradi-

tional antibody immunogenicity detection methods rely on immunological and biochemical

experiments, which are costly and time-consuming [13]. In-silico and immunoinformatic

analysis-based methods are able to avoid these shortcomings to a large extent [14].

On the basis of the immune response mechanism, most of the existing computational meth-

ods predict MHC binding, T cell epitopes and B cell epitopes for inferring the immunogenicity

[15]. Given the critical role of CD4+ T cell epitopes in immune response, Oyarzun et al. devel-

oped Predivac [16]. Predivac uses the constructed PredivacDB database to calculate the corre-

lation between specific determinative residues (SDRs) in HLA query proteins and known HLA

protein-associated SDRs, thereby predicting the high binding affinity of HLA II peptides and

CD4+ T cell epitopes. Bhasin et al. developed a method for predicting MHC I-restricted T cell

epitopes from antigen sequences, CTLpred [17], based on quantitative matrix (QM), support

vector machine (SVM) and artificial neural network (ANN). Sweredoski et al. proposed

PEPITO [18] and COBEpro [19] to predict discontinuous and linear B cell epitopes, respec-

tively. PEPITO [18] calculates epitope scores based on the linear combination of amino acid

propensity score and multi-distance hemispherical exposure values. COBEpro [19] uses SVM

to predict epitope propensity of short peptide fragments and amino acid residues in antigen

sequences based on sequence similarity, secondary structure, and solvent accessibility charac-

teristics. Liang et al. used support vector regression (SVR) to construct linear and discontinu-

ous B-cell epitope prediction models, EPSVR [20], by calculating six features, such as residue

epitope propensity, side chain energy score and conservatism, and took the area under the

receiver operating characteristic curve (AUC score) as an evaluation index to prove its good

prediction performance. However, nearly all existing TCR and BCR epitope prediction tools

are not directly used to predict the clinical immune response of antibody drugs after injection

into the body; only one TCR epitope prediction method is found for this [21], but not

benchmarked.

There are few tools available to predict the clinical immunogenicity of antibody drugs at

present. The only one computational method, PITHA [22], was proposed by Liang et al. in

2022. PITHA was constructed based on a SVM classifier and Leave-One-Out Cross-Validation

(LOOCV) method to distinguish high/low antibody immunogenicity, which extracted the

characteristics of B cell epitopes, including the cavity volume at the CDR region and
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hydrophobicity of the CDR-H3 loop and the glycine number at the CDR-H2 loop. PITHA

compared the results of models trained using different feature combinations. Verification

results of LOOCV show that when using the cavity volume at the CDR region and hydropho-

bicity of the CDR-H3 loop features, an accuracy of 0.83 can be achieved on the training dataset

with crystal structures. Independent testing showed that PITHA could get 0.65 in terms of

accuracy on the test dataset with modelled structures. Although PITHA has been developed to

predict high/low clinical immunogenicity of therapeutic antibodies, there still exists several

problems that affect the application of it: (1) the traditional feature engineering relies on man-

ual design and calculation, which is not only complicated and time-consuming, but also has a

great impact on the performance of classification algorithms; (2) 3D structure of antibodies is

necessary for making such prediction. To get the 3D structure, one can choose the expensive

and time-consuming traditional experimental methods or the less accurate computational

techniques, while both of these methods have their own defects; (3) the data set used in the

existing methods is considerably small.

In order to overcome the above-mentioned limitations, (1) Natural Language Processing

(NLP) has been introduced to the biological field by treating biological sequences as sentences:

some Pre-trained Protein Language Models (PPLMs) such as ESM [23], ProtBERT [24],

ProtT5-XL-UniRef50 [24], ProtNLM [25], Unirep [26], and Pre-trained Antibody Language

Models (PALMs) such as AntiBERTy [27], AntiBERTa [28], and EATLM [29] have been

trained [29, 30]. The use of BERT and other transformer-based language models for protein

sequence representation has been proven to be effective in epitope prediction as well as in pre-

dicting binding affinity between MHCs and peptides [31, 32]. The improvement of the immu-

nogenicity-related prediction task using BERT and other pre-trained language models

indicates that it is possible to construct predictive models of immunogenicity for therapeutic

antibodies with the use of pre-trained PLMs. Different from general protein language models,

AntiBERTy is obtained by training on a large number of antibody sequences, which can cap-

ture more information and features in the antibody sequence than some hand-designed fea-

tures; (2) prediction without 3D structures is also available, because the variable region of an

antibody is the most critical component of the antibody molecule that is responsible for bind-

ing with antigens. The extracted features from the variable region of antibody with the use of

AntiBERTy have great potential to predict the immunogenicity of antibodies more accurately;

(3) there are now more than 100 commercial antibody therapeutics and their immune

response data in the population. With the increase of the data, it is increasingly possible to pre-

dict the clinical immune response.

In this study, a computational immunogenicity prediction method, AbImmPred (Antibody

Immunogenicity Predictor), was proposed to predict the high/low immunogenicity of thera-

peutic antibodies from only the variable region amino acid sequences. The main process of the

work is shown in Fig 1. For feature extraction, based on the amino acid sequence of the vari-

able region of the antibody, the encoder in the AntiBERTy pre-trained model was used, and

the output of embedding was regarded as the sequence features. The extracted features were

reduced to two dimensions by PCA to obtain the final features. AutoGluon was used to train a

series of basic machine learning models, and based on that a weighted ensemble model was

trained. The optimal model was determined through 5-fold cross-validation [33]. The model

constructed in this study was based on 199 commercial therapeutic antibodies, of which 177

samples were used for model 5-fold cross-validation and final model training, and the remain-

ing 22 samples were used as an independent test dataset to evaluate the performance of the

constructed model and compare with other prediction method. The results on the indepen-

dent test dataset show that AbImmPred has an accuracy of 0.7273, which is significantly higher

than the existing method (0.6364). In addition, our model was evaluated in four other
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indicators: recall (0.9375), precision (0.7500), F1-score (0.8333), and MCC (0.1614), in which

recall and F1-score were higher than the existing methods. Due to the good performance of

AbImmPred in predicting the immunogenicity of therapeutic antibodies, the proposed

method could potentially speed up the development process of antibody therapeutics.

Results

Feature analysis and dimension reduction results

Feature analysis and dimension reduction results are first presented. UniRep, ProtT5, and

AntiBERTy language models were used for extracting the features which were then analysed

and compressed by PCA that was constructed on the training dataset. The analysis results can

be found at Supplementary: Feature analysis in S1 File. The comparison test on dimension

reduction was conducted with different numbers of principal components from 1 to 20 for all

three pre-trained language models by 5-fold cross-validation through AutoGluon. Test results

(in terms of accuracy) for AntiBERTy, ProtT5, and UniRep are listed at columns 2–4 in

Table 1, respectively, which shows that the highest accuracy is 0.7911 for ProtT5 (with 4 and 5

principal components retained) and UniRep (with 19 principal components retained), while is

0.7458 for AntiBERTy with 2 principal components retained. The test results indicate that the

best classification performance is obtained with the use of AntiBERTy for feature extraction

and 2 principal components retained. Accordingly, AntiBERTy was finally chosen to extract

the features which further to be compressed to 2 dimensions (which explains 27.1% of infor-

mation on the original features) with the use of PCA.

Model performance evaluation

The 5-fold cross-validation was chosen to construct the prediction model and evaluate the per-

formance of the constructed model. The performance was further compared with PITHA on

an independent test dataset. All test results are listed in Table 2, in which column 2 lists the

Fig 1. The workflow of AbImmPred. The workflow consists of five parts: Data Preparation; Feature Extraction; Feature Analysis and

Dimensionality Reduction; AutoGluon Model; Model Evaluation; and AbImmPred Webserver. The obtained dataset was first divided into

training and test parts. Three pre-trained models, ProtT5, AntiBERTy, and UniRep were used to extract features then. PCA was next used to

compress the high-dimensional features extracted by the three pre-trained models to a reasonable level, and AutoGluon was hereafter used to

build models and evaluate their performance. Finally, an online server was built and provided.

https://doi.org/10.1371/journal.pone.0296737.g001
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5-fold cross-validation result in terms of ACC; columns 3 to 9 show the comparison indexes

used in this study. The verification result of 5-fold cross-validation shows that AbImmPred

achieves 0.7458 in terms of ACC, which indicates the effectiveness of the constructed model.

Test results on the independent test dataset show that the proposed method achieves

0.7273, 0.9375, 0.7500, 0.8333, and 0.1614 in terms of ACC, Rec, Pre, F1, and MCC, respec-

tively. Among these evaluation indicators, the ACC, Rec, and F1 are higher than that of the

comparison method, PITHA, and outperform PITHA with 9.09%, 25.00%, and 1.00% respec-

tively. In addition, the ROC curves and PRC curves of AbImmPred and PITHA are respec-

tively drawn in Figs 2 and 3. Although PITHA’s web server only provides binary outputs, the

two-step ROC curve and PRC curve based on its predictions could also be plotted for the pur-

pose of clearly explaining the reported threshold-specific measures. The corresponding

AUROC scores and AUPRC scores of AbImmPred and PITHA are also listed at columns 8 and

9 in Table 2. The results show that AbImmPred performs much better than PITHA.

Out of the 22 samples in the test dataset, 16 samples are positive and 6 are negative. Consid-

ering the imbalance problem of the dataset, random baseline (predicting all samples to be posi-

tive) was introduced to further compare the performance. The ACC, Pre, and AUPRC are all

Table 1. The 5-fold cross-validation results (accuracy) of the first 20 principal components respectively retained from the three features.

n_components* AntiBERTy ProtT5 UniRep

1 0.7119 0.6836 0.6780

2 0.7458 0.6893 0.6949

3 0.6780 0.6723 0.6949

4 0.7232 0.7119 0.7062

5 0.6949 0.7119 0.6836

6 0.6949 0.6836 0.6667

7 0.7062 0.7062 0.6610

8 0.6893 0.7119 0.6723

9 0.7062 0.6949 0.6667

10 0.7119 0.7062 0.6667

11 0.7119 0.6667 0.7006

12 0.7288 0.6667 0.6949

13 0.7288 0.6780 0.6836

14 0.7288 0.6780 0.6836

15 0.7345 0.6780 0.6949

16 0.7232 0.6893 0.6893

17 0.7345 0.7006 0.7006

18 0.7288 0.7062 0.6893

19 0.7175 0.6780 0.7119

20 0.7345 0.6780 0.6893

*The number of feature dimensions after dimension reduction using PCA.

https://doi.org/10.1371/journal.pone.0296737.t001

Table 2. The 5-fold cross-validation results (ACC) on the training dataset and independent test results of AbImmPred and PITHA.

Method Validation Results (ACC) Independent Test Results

ACC Rec Pre F1 MCC AUROC AUPRC
PITHA - 0.6364 0.6875 0.7857 0.7333 0.1736 0.5938 0.7366

AbImmPred 0.7458 0.7273 0.9375 0.7500 0.8333 0.1614 0.7813 0.9266

https://doi.org/10.1371/journal.pone.0296737.t002

PLOS ONE Immunogenicity prediction of therapeutic antibodies

PLOS ONE | https://doi.org/10.1371/journal.pone.0296737 February 23, 2024 5 / 15

https://doi.org/10.1371/journal.pone.0296737.t001
https://doi.org/10.1371/journal.pone.0296737.t002
https://doi.org/10.1371/journal.pone.0296737


72.7% for the random baseline. Compared to the random baseline, AbImmPred performs

equally in terms of ACC, while much better in terms of Pre (0.7500) and AUPRC (0.9266 v.s.

0.7273, ~20% increase).

The 5-fold cross-validation result and independent test results indicate that AbImmPred

has excellent predictive performance and good generalization ability. Especially in terms of

AUROC score which is a more reliable index for measuring the performance, as the AUPRC is

highly sensitive to class imbalance [34].

Methods implementation and code availability

AbImmPred was implemented in Python 3.9.16, the PCA algorithm was borrowed from the

Python based scikit-learn (version 1.0.2) package, and the version of AutoGluon is 0.5.2 We

provide the online server for AbImmPred through https://www.genscript.com/tools/antibody-

immunogenicity.

Discussion

In this work, AbImmPred, a machine learning-based immunogenicity prediction model was

proposed in which the feature representation of variable region sequences of therapeutic anti-

bodies was extracted by the AntiBERTy pre-trained antibody language model; and

Fig 2. The ROC curves of AbImmPred and PITHA on the independent test dataset. With FPR as X-axis and TPR as

Y-axis, the ROC curves are drawn, and the areas under the curves of AbImmPred and PITHA were marked as 0.7813

and 0.5938, respectively.

https://doi.org/10.1371/journal.pone.0296737.g002
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AbImmPred was trained with an automatic machine learning framework, AutoGluon.

AbImmPred can potentially be applied to the early screening stage of drug development in the

biopharmaceutical industry.

There exist several obvious advantages of AbImmPred, which are listed as follows: First,

the feature extraction process was simplified without sacrificing the representation ability of

the original data by using pre-trained model to extract features for training. Not only that, the

prediction performance of the constructed model could also be improved. As a contrast, the

comparison method, PITHA, uses three-dimensional crystal structure or the modelled struc-

ture to calculate the structure-based features [22], which is a complex and difficult process. For

a given antibody without its crystal structure, PITHA uses ABodyBuilder [35] for getting the

3D model first, then extracts the cavity volume at the CDR region and hydrophobicity of the

CDR-H3 loop features, which is cumbersome and time-consuming. Besides that, the structural

prediction and other operations could bring extra errors and further affect the accuracy of the

final prediction results. The higher prediction accuracy of AbImmPred demonstrates the effec-

tiveness of the pre-trained antibody language model in characterizing amino acid sequences

and predicting the immunogenicity of therapeutic antibodies. Second, a larger dataset was

used in AbImmPred, which helps to improve the prediction performance. There were 177

training samples used in AbImmPred, while only 52 samples (29 samples with crystal structure

and 23 samples with modelled structure) in PITHA. Comparison results indicate that

Fig 3. The PRC curves of AbImmPred and PITHA on the independent test dataset. With Recall as X-axis and

Precision as Y-axis, the PRC curves are drawn, and the areas under the curves of AbImmPred and PITHA were marked

as 0.9266 and 0.7366, respectively.

https://doi.org/10.1371/journal.pone.0296737.g003
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AbImmPred outer performs PITHA in terms of the important indicators, which provides evi-

dence that a larger dataset is critical in machine learning. Third, the advanced AutoML pack-

age, AutoGluon, was used in AbImmPred, which trains multiple different machine learning

models simultaneously (13 popular models and 1 weighted ensemble model) and optimizes

the corresponding parameters automatically. Based on the validation score, AutoGluon auto-

matically determines the best model. In this study, the predictive performance of each individ-

ual model and the weighted ensemble model in AutoGluon were also compared (please refer

to Supplementary: Performance of models in AutoGluon in S1 File for details).

Despite the advantages mentioned above, the proposed method still has some limitations

which could be further improved. First, even larger dataset was used in AbImmPred compared

to PITHA, while the scale of the dataset is still small which should be further accumulated. Sec-

ond, only the variable region of antibody was used in prediction under the consideration that

therapeutic antibodies mainly bind to target molecules in the variable region to exert their

effects. However, the constant region of antibody may have some potential functions for the

whole antibody, e.g., the constant region may have a key role in maintaining the whole struc-

ture, in keeping the stability of the antibody, even in the binding process and other related

functions. With the constant region sequences added, more potential immunogenicity related

information could be involved in the prediction process, which will be considered in the future

work. Third, the AntiBERTy model was used in this work as feature extractor, which is only

the preliminary option. However, AntiBERTy model as well as other pre-trained models could

be further fine-tuned in dealing with specific problems, including antibody immunogenicity

prediction as higher-level usage in subsequent optimizations. Fourth, AbImmPred provides

qualitative relationship between the antibody sequences and its immunogenicity (only high or

low) because a classification problem was considered. While the quantitative relationship is

more precious in the development of antibody therapeutics, which can capture the relative

relationship and degree of difference between different samples, provide more information

and details, and further help us to better understand and evaluate the immunogenicity level of

the target antibodies. Quantitative analysis of immunogenicity can be achieved in the further

work with sufficient training data accumulated by using machine learning or deep learning

method which treats the immunogenicity problem as a regression problem. Finally, there

exists a scalability problem of AbImmPred: theoretically, any antibody sequence even any

amino acid sequence (such as peptides, proteins) can be input, while the current version of the

web tool we provide can only support the monoclonal antibody sequence as input. The more

types of antibodies such as nanobody and bi-specific antibody would be supported in the later

version of the service with the accumulation of the data. The AbImmPred server provides an

in-sequence-mode for the submitted query of an individual user, while a parallel-mode for dif-

ferent users. However, the local stand-alone version of AbImmPred could provide in-batch-

mode service without too much computing resource and time added for any individual user as

requested.

Materials and methods

Data collection

In this work, a total of 199 approved therapeutic antibodies were collected as training and test-

ing datasets. The corresponding immunogenicity data were collected from the FDA website

(https://www.accessdata.fda.gov/scripts/cder/daf/) and the corresponding variable region

sequences of these therapeutic antibodies were obtained from the United States Patent and

Trademark Office (USPTO, patft.uspto.gov) and/or the KEGG drug database (https://www.

genome.jp/kegg/drug). The dataset was divided into positive (high immunogenicity) and
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negative (low immunogenicity) samples according to the number of patients with antigen-

antibody reaction (AAR) in clinical treatment with a threshold of 2%, in which the samples

with higher than 2% AAR are defined as high immunogenicity and others are low. Accord-

ingly, 130 of the 199 antibodies are considered as high immunogenic and others are low. In

addition, the dataset was split into training dataset (which contains 177 samples) and testing

dataset (which contains 22 samples) for model construction and independent testing. The test-

ing dataset was chosen in accordance with the dataset in Liang’s work [22] for a fair compari-

son, which has no overlap with the training dataset. The samples in test set are all humanized

or fully humanized antibody sequences, while in training dataset are humanized, fully human-

ized, mouse, and chimeric antibodies. Dataset composition information is summarized in

Table 3. The specific information of all therapeutic antibodies and their immunogenicity infor-

mation in the dataset are shown in S1 and S2 Tables. The variable region sequences of thera-

peutic antibody samples are shown in S3 and S4 Tables.

Feature extraction

Feature extraction is an important step in machine learning method and has a direct influence

on the final prediction/classification results. Recently, several language models-based pre-

trained models for amino acid sequences features extraction were proposed, such as the most

advanced transformer models-based antibody language model in the latest NLP research,

AntiBERTy [27]; the protein language model, ProtT5-XL-UniRef50 [24]; recursive neural net-

works (RNN)-based UniRep [26]. In this study, AntiBERTy, ProtT5-XL-UniRef50 (ProtT5),

and UniRep are used for testing and comparison.

According to the comparison results (please refer to Supplementary: Feature analysis in

S1 File for details), AntiBERTy was finally chosen as the feature extraction method (please

refer to Supplementary: Feature extraction in S1 File for details of feature extraction process

of ProtT5 and UniRep). The features for heavy and light chains in variable regions were

extracted separately but in a similar way using AntiBERTy. AntiBERTy uses the mask language

model task to train a BERT model on a dataset containing 558M natural antibody sequences.

The network parameters of AntiBERTy were set as follows: number of layers is set to 8 and

with 8 attention heads for each layer, hidden dimension is set to 512, and the feedforward

dimension is set to 2048. AntiBERTy maps discrete input data (antibody sequence) to a con-

tinuous word vector representation through an embedding layer, and the output of the embed-

ding layer can be treated as feature to be input to subsequent models. The embedding of last

layer of the encoder in AntiBERTy was extracted with heavy/light chain amino acid sequence

as input.

In the embedding, each amino acid corresponds to a 512-dimensional vector,

V aai
i ¼ 1; 2; � � � ; L

, expressed as

V aai
i ¼ 1; 2; � � � ; L

¼ ½Xaai ;1
; Xaai ;2

; � � � ;Xaai ;n
� ð1Þ

Table 3. Dataset composition.

Dataset Positive Samples Negative Samples Total

Training Dataset 114 63 177

Independent Test Dataset 16 6 22

Total 130 69 199

https://doi.org/10.1371/journal.pone.0296737.t003
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where n = 512 represents the dimension of the embedding, aai represents the i-th amino acid

in the sequence. Accordingly, the feature of the amino acid sequence can be expressed as a

two-dimensional matrix with L*512 dimensions, marked as FH for heavy chain, FL for light

chain,

FH=FL ¼

Vaa1

Vaa2

..

.

VaaL

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼

Xaa1 ;1
; Xaa1;2

; � � � ;Xaa1 ;n

Xaa2 ;1
; Xaa2 ;2

; � � � ;Xaa2 ;n

..

.

XaaL ;1
; XaaL ;2

; � � � ;XaaL ;n

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

ð2Þ

where L is the length of the sequence. For getting a one-dimensional feature vector and making

those elements in Eq (2) a comprehensive representation, FH and FL were compressed as FH1

and FL1 by columns as expressed in Eq (3):

FH1=FL1 ¼

XL

i¼1
Xaai ;1

L
;

XL

i¼1
Xaai ;2

L
; � � � ;

XL

i¼1
Xaai ;n

L

2

4

3

5 ð3Þ

Then the feature vectors FH1 and FL1 were sequentially connected to obtain a 1024-dimen-

sion feature vector FH+L as expressed in Eq (4).

FHþL ¼ ½FH1; FL1� ð4Þ

Feature compression

In the training process of machine learning, more features do not always mean better learning

performance. Redundant and irrelevant features will increase the difficulty in learning the rela-

tionship between features and objective values. In addition, more features mean more compu-

tational resources are needed. How to reduce the redundant and unnecessary even noise

information in the high-dimension features without sacrificing the main information, comes

to be an important problem in pre-processing of machine learning [36, 37].

In this study, principal component analysis (PCA) [38] was used for compressing the

dimension of the extracted features, which is a commonly used feature dimension reduction

method. The original feature obtained from the output of the embedding layer of AntiBERTy

held a high-dimensionality compared to the training sample size, where redundant and noisy

information always exists. The correlation between features could be considerably reduced by

the dimension reduction operation with PCA. In addition, the overfitting problem could be

avoided to a certain degree. On the basis of the maximum variance theory, PCA maps the orig-

inal data (n-dimension) to a low dimension (k-dimension, k<n) through linear transforma-

tion, which makes the sample variance of each dimension as large as possible [38–40].

For implementing the feature dimension compression, a PCA model was first constructed

on the training dataset using the scikit-learn [41] python package. The information propor-

tions of each principal component feature were calculated for determining how many princi-

pal components should be used in the training process.

Model construction

With the selected features at hand, the next step for machine learning is to construct the

model. In this study, AutoGluon [42] was chosen to construct the prediction model, which is a
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new automated machine learning (AutoML) framework developed by Erickson et al. Auto-

Gluon can automatically search for the best model architecture based on 13 basic machine

learning models, including CatBoost [43], LightGBM [44], XGBoost [45], Random Forest (RF)

[46], Extra Trees [47], K-nearest Neighbor (KNN) [48], Neural Networks [49, 50]. More

detailed information of the models in AutoGluon can be found at Supplementary: The basic

machine learning models used in AutoGluonin in the S1 File.

Besides, AutoGluon uses a multi-layer stack integration strategy for getting a weighted

ensemble model to improve prediction accuracy. AutoGluon trains multiple different

machine learning models which are then evaluated, and the best model can be selected

according to the performance (e.g., accuracy) on the validation set. The weighted ensemble

model in AutoGluon combines multiple basic models, which connects the outputs of above-

mentioned models (base model) and the original features as input. Different weights are

assigned to all base models based on its performance on the training dataset (better perfor-

mance with higher weight). With the use of weighted integration, AutoGluon maximizes the

advantages of each model and enhances the robustness and generalization ability of the

ensemble model.

AutoGluon can automatically identify the type of prediction task (e.g., ‘binary’, ‘multiclass’,

‘regression’) according to the input labels, and the evaluation metric (accuracy by default in

this study since the task is a binary classification problem) is then automatically selected on the

basis of the type of the prediction task. Accordingly, only two parameters ‘presets’ and ‘num_-
bag_folds’ were set to ‘best_quality’ and ‘5’, respectively, all other parameters were set to default

in this study. The default hyperparameter values of machine learning models in AutoGluon

were chosen at priori and can be found at github.com/awslabs/autogluon.

Measurement indexes of different models

In this work, the 5-fold cross-validation on the training dataset was used to evaluate and select

the model. The predictive performance of the final constructed model was further evaluated

on an independent test dataset. Five evaluation indicators were used for measuring the perfor-

mance of the model, which are recall (Rec), precision (Pre), F1-score (F1), accuracy (ACC) and

Matthew’s correlation coefficient (MCC). These indicators are calculated by the following for-

mula:

Rec ¼
TP

TP þ FN
ð5Þ

Pre ¼
TP

TP þ FP
ð6Þ

F1 ¼ 2�
Rec� Pre
Rec� Pre

ð7Þ

ACC ¼
TP þ TN

TP þ TN þ FPþ FN
ð8Þ

MCC ¼
TP � TN � FP� FN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TP þ FPð Þ TP þ FNð Þ TN þ FPð Þ TN þ FNð Þ

p ð9Þ

where TP represents the number of correctly classified positive samples, TN represents the

number of correctly classified negative samples, FP represents the number of incorrectly
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classified positive samples, and FN represents the number of incorrectly classified negative

samples.

FPR ¼
FP

FP þ TN
ð10Þ

TPR ¼
TP

TP þ FN
ð11Þ

In addition, the receiver operating characteristic curve (ROC curve) and Precision-Recall

curve (PRC curve) were also drawn. The X-axis of ROC curve was false positive rate (FPR) and

the Y-axis was true positive rate (TPR); the X-axis of PRC curve was Rec and the Y-axis was

Pre. The area under the ROC curve (AUROC score) and PRC curve (AUPRC score) were

accordingly calculated to further evaluate the performance of the model.

Experimental settings for computational immunogenicity prediction

AbImmPred was implemented in Python 3.9.16 and ran in an Intel(R) Xeon(R) Bronze 3206R

machine with 256 GB RAM, 1.90 GHz CPU, Nvidia A100 GPU, and 64-bit Ubuntu Sever

20.04 operating system. The version of AntiBERTy model is 0.1.3, which uses the [embed]

function to generate sequence embeddings. The PCA algorithm was borrowed from the

Python based scikit-learn (version 1.0.2) package, in which the parameters were set according

to the prediction results after feature dimensionality reduction: n_components = 2, all other

parameters were set to default. The version of AutoGluon is 0.5.2, in which the parameters

were set: presets = ’best_quality’, num_bag_folds = 5, all other parameters were set to default.
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