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INTroDucTIoN

Historical Background

The era of imaging neuroreceptors in

humans with positron emission tomography

(PET) was ushered in by Wagner et al.

(1983) with a report in Science showing the

first human brain scan of dopamine recep-

tors [1]. The tracer was N-methylspiperone

(NMSP) tagged with carbon-11. The brain

that was scanned belonged to one of the au-

thors. Ethical concerns notwithstanding, this

act placed the researchers in the good com-

pany of famous scientists throughout history

who had experimented on themselves. The

publication of this paper excited the field

and garnered some publicity as well (Figure

1). Although the study did not employ the

quantitative analysis techniques we describe

below, it presaged some of the key concepts.

Namely: 1) early images contain mostly

blood flow information; 2) late images pri-

marily reflect binding; 3) radioactive tracer

in the target tissue can be “free” or “bound,”

which often necessitates the examination of

a “reference region,” which is devoid of re-

ceptor sites; and 4) co-injection of radiola-

belled tracer with an excess of unlabeled

tracer can be used to prevent radiotracer

from binding and thus measure unbound

(aka, non-displaceable) signal by itself. In-

jection of excess unlabeled tracer is gener-

ally not performed in humans; in this case, it

was done in baboons. As we discuss below,

the ability to use PET to measure receptor

number or some index thereof opens up ad-

ditional measurement possibilities that take

advantage of a key concept: competition. In

the Wagner paper, the competition was be-

tween hot (labeled) and cold (unlabeled)

tracer [1]. In another ground-breaking paper

that followed it, the competition was be-

tween a radiotracer and an unlabeled neu-

roleptic drug [2]. Farde and colleagues did

what amounts to the first drug occupancy

study with PET using the D2/D3 specific an-

tagonist tracer, [11C]raclopride, in 1986.

Their paper was intended to examine the oc-

cupancy level of drugs for schizophrenia in

treated schizophrenics by examining the de-

gree of tracer blocking at the dopamine D2

receptor sites achieved by each patient’s re-

spective drug. Whereas Wagner et al. could

examine the difference between a baboon at

baseline and following a co-injection of

tracer with an excess of cold NMSP [1],

Farde et al. did not ask their patients to go
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Figure 1. (Left) Newspaper clipping from the Baltimore Sun, Sept 20, 1983, shows senior

authors Drs. Henry Wagner, Jr. and Mike Kuhar observing the first images of D2 receptors

in a human brain, in vivo. (Right) A keepsake from the experiment adorns the offices of many

of the landmark study’s participants. Signatures, from the center bottom going clockwise,

Wagner, Robert Dannals, Joanthan Links, Dean F. Wong, Jim Frost, and Kuhar. Photos cour-

tesy of M. Kuhar.



off medication to get a baseline measure-

ment of tracer binding [2]. So how did they

make an assessment of drug occupancy,

which requires at least two measurements?

They extrapolated what baseline binding

might have been in their schizophrenics

from a cohort of control subjects. Provoca-

tively, they found that three schizophrenics

undergoing (successful) treatment with dif-

ferent drugs all had receptor occupancies of

very similar levels. Their approach would

likely not pass muster today, but at the time,

the paper was highly innovative, and it fore-

shadowed one of the major usages of PET

and neuroreceptor tracers: measuring target

occupancy by drugs in people. 

Basics

Molecular Specificity

PET is unique among medical imaging

modalities for its exquisite molecular speci-

ficity. From this specificity, PET derives its
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Figure 2. a) Molecular processes that can be imaged with the appropriate PET ligand. Fig-

ure modified [61]. b) Possible states of an injected radiotracer, [11C]raclopride and DA D2 re-

ceptors used as an example. The states can be thought of as distinct, interconnected pools.

Figure modified [61].



unique ability to image highly selective bio-

logical processes ― that is, to act as a func-

tional imaging modality. In the brain (and

everywhere in the body), different processes

are facilitated by highly specialized mole-

cules. Individual enzyme molecules exist to

catalyze highly selective and uni-purpose

biochemical reactions. Unique receptors and

transporters exist to bind highly specialized

endogenous ligands and carry out unique

physiological functions. Some of the func-

tions of interest that are controlled by indi-

vidual molecules and which we may want to

image are shown in Figure 2a. PET can

image any of these molecular targets pro-

vided two obstacles have been overcome.

First, a tracer molecule that binds or inter-

acts with the target site must exist and be la-

beled with a positron emitting isotope

(typically, carbon-11 or fluorine-18). Sec-

ond, it must be possible to deliver the tracer

to the target site. In brain imaging, the most

likely cause of tracer failure is the inability

of the tracer to cross the blood brain barrier

to access the target. 

Many Tracers for Many Targets

At this writing, there are tracers for

many of the common neurotransmitter re-

ceptor sites: dopamine (D2/D3 and D1), sero-

tonin (5HT1a, 5HT1b, 5HT4), and transporter

sites (DAT, SERT, NET). Tracers generally

arise through one of three pathways: 1) ra-

diolabeling of a dye or other molecule that is

known to be selective for a particular target

of interest (e.g., [11C]PIB, a tracer for beta-

amyloid, arose from the radiolabeling of

thioflavin-T) [3]; 2) radiolabeling of a can-

didate drug for the target molecule of inter-

est (e.g., [11C]erlotinib was synthesized as a

tracer for the kinase domain of the epider-

mal growth factor receptor — commonly

expressed in non-small cell lung cancer

[4,5]). Candidate compounds may also have

been failed drugs (adverse drug side-effects

on patients, kinetics too rapid to sustain clin-

ically useful levels in blood and tissue) but

make good tracers (no adverse side effects,

because tracers are given in micro-dose

amounts, favorably rapid kinetics); and 3)

de novo design of new PET tracer based on

knowledge of the structure of the target mol-

ecule.

Specific Binding vs. Nonspecific 

Background

Tracers are administered to subjects in-

travenously and travel to the brain via the cir-

culation. Once they traverse the blood brain

barrier (typically by passive diffusion), they

can follow three possible fates. Some tracer

molecules remain free (unbound), eventually

clear back to the vasculature, and are re-

moved from the organ. Other tracer mole-

cules, once inside the tissue, may bind to the

specific target of interest. Because no tracers
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Figure 3. Different pools (compartments) of tracer activity are distinguishable by their dif-

ferent kinetics. Plasma activity (red) is cleared fastest. The free tracer pool (white) is slightly

slower. The bound tracer pool (yellow) persists for longest. The PET scanner measures the

sum of all the radiactivity (green).



are perfectly ideal in their behavior, some

molecules are bound nonspecifically (nondis-

placeably) before clearing from the tissue.

Thus, in toto, radioactive emissions that are

detected by the PET scanner are a (time-vary-

ing) sum of emissions of radio-isotopes on

tracer molecules (e.g., [11C]raclopride) in all

four different possible states: blood-borne,

free in tissue, specifically bound to a receptor

or other target molecule (e.g., dopamine

D2/D3 receptors), or nonspecifically bound

(Figure 2b). The PET scanner records all of

these emissions indiscriminately. Nothing

about the photons that are emitted from an an-

nihilation event in the blood or tissue makes

their original state knowable from the de-

tected signal. Thus, on any given static PET

image (a single image summed over a time

frame), the desired signal ― i.e., the amount

of specifically bound tracer — cannot be dis-

cerned easily because the signal is con-

founded by background activity coming from

tracer in its three other possible states.

The one thing that allows us to differ-

entiate the binding from the background is

the difference in temporal behavior of the

various tracer states. The persistence of ac-

tivity (in a sense, the residence time) in each

of the plasma, free, bound, and nonspecific

pools is different (see curves in Figure 3).

Thus, to identify the specific binding com-

ponent of the total PET signal (green curve

on Figure 3, also called a time-activity curve

(TAC)), we must a) acquire dynamic data

(over many time frames); b) identify an

input function to the system (either plasma

radioactivity or image-derived); and c) apply

a mathematical model to separate the dy-

namic data into its constituent parts.

Binding Potential as Endpoint

The most common endpoint for imag-

ing neuroreceptor or neurotransmitter targets

with PET is the compound parameter: bind-

ing potential (BP). The term was first intro-

duced by Mintun and is equivalent to the

steady state ratio in the target tissue of

specifically bound tracer to free tracer [6].

Binding potential is a “compound” parame-

ter, because it is equivalent to the ratio of in-

dividual rate constants (specifically, the

association and dissociation rate constants).

The rate constants arise in the standard com-

partmental model used to describe a TAC

measured in a region of interest in the dy-

namic PET images. Readers should be

aware that there are a few variations on the

definition of binding potential [7]. The def-

initions differ by what data are used as the

input function to drive the particular kinetic

model and by what assumptions are made.

Nevertheless, the general principle can be

stated: BP can be estimated as the steady

state ratio of bound to free tracer. BP is also

proportional to the available binding sites

and inversely proportional to the equilibrium

dissociation constant, KD, of the tracer for

the binding site. The former concept is dia-

grammed in Figure 4a. We see that there are

four species of interest in imaging neurore-

ceptor targets: First, the receptor; second, the

tracer molecule that binds to the target and

emits a positron; third, the unlabeled tracer

which also binds to the target but emits no

positron; and fourth, the endogenous ligand

that is also specific for the target but (natu-

rally) emits no positron.

Changes in Receptor Number

As previously stated, BP is proportional

to number of available receptor binding sites

(Bmax) and typically serves as a convenient sur-

rogate for receptor density, provided the pro-

portionality constant can be taken as a constant

across the groups or conditions being com-

pared. When BP is estimated from dynamic

data using the arterial plasma concentration of

tracer as the input function, the proportionality

between BP and Bmax is simply: 1/KD (i.e., BP

= Bmax/KD), where BP is the binding potential

between the tracer and target, Bmax is the num-

ber of available receptor binding sites, and KD

is the equilibrium dissociation constant of the

tracer for the binding site. Perhaps the most

common use of BP as an endpoint is to assay

receptor density (e.g., dopamine D2R) in two

groups of subjects (e.g., healthy controls and

cocaine addicts) and compare them [8,9]. In

such a case, the density of receptors may be

believed to have a direct functional role in a

disease process. Alternatively, receptor num-

ber can be a surrogate marker for a number of
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functioning neurons. Consider Parkinson’s dis-

ease (PD), which involves loss of nigro-stri-

atal connections. Because functioning

nigro-striatal projections contain D2 receptors

and dopamine transporters on their striatal ter-

minals, absence of such sites in a PET scan is

indicative of disease progression and attendant

loss of neurons. Low dopamine receptors and

low dopamine transporters have each been

demonstrated with either [11C]raclopride or

[11C]CFT, respectively, by comparing the BP

for healthy controls to that of PD patients

[10,11]. The schematic in Figure 4b represents

the case of low BP caused by low receptors

(Figure 4b should not be interpreted too liter-

ally; e.g., in the case of PD, the entire cell

membrane along with the receptors might be

missing).

Changes in Endogenous Neurotransmitter

Another popular use of BP is as a meas-

ure of steady state neurotransmitter level.

Such measurements are typically made by

comparing BP in the same subject at base-

line and in a drug or treatment condition.

This can be done via two paired bolus injec-

tions of tracer or via one bolus plus infusion

of tracer. Typically, a drug will be given

prior to the PET scan. The drug (e.g., co-

caine, methylphenidate, amphetamine) will

cause elevation of endogenous neurotrans-

mitter, which will in turn occupy more bind-

ing sites. As a result, fewer binding sites will

remain available for binding by the labeled

tracer, and the measured BP will be lower

than at baseline. The fractional change in BP

is the parameter that is most often reported

as an indicator that there has been a pro-

longed change in neurotransmitter level

(here, “prolonged” simply means on the

order of, or longer than, the scan duration).

Figure 4c illustrates the principle using the

same scheme as in Figures 4a and 4b. Be-

cause specific binding sites exist in limited
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Figure 4. a) Binding potential depicted as bound over free tracer (red with star) at steady

state. Receptor (or transporter) molecules (blue) may be embedded in a cell membrane. Two

other species compete with tracer for limited binding sites: cold tracer (red), endogenous lig-

and (green). b) Lower binding potential reflects lower receptor density than in 4a. c) Eleva-

tion of endogenous neurotransmitter (green triangles) blocks available receptors and is

detected as a reduction in BP. d) Effect of exogenous drug on binding potential. Drug (yellow

triangles) occupies some receptor sites reducing available binding sites and then reducing BP.



number, the approach to full binding will

follow a saturation curve. That is, for greater

and greater amounts of neurotransmitter re-

lease, we expect to see less and less incre-

mental reduction of binding potential.

Changes in Occupancy by an 

Exogenous Drug

A third common usage of PET and BP

is for measuring occupancy of receptor sites

by exogenous (unlabeled) drugs. This is a

popular use of PET by pharmaceutical com-

panies that typically want to know three

things: a) does their candidate drug get into

the brain; b) does the candidate drug hit the

intended target; and c) what is the relation-

ship between dose of the drug and percent-

age occupancy of the available (target)

receptors? When companies are ready for a

drug-occupancy study with PET, they usu-

ally already know the safe dose range of the

drug (i.e., the range of doses that cause little

to no adverse side effects). They also have a

desired occupancy level in mind that will

produce the desired drug effects. The ques-

tion that PET can answer is: What is the re-

ceptor occupancy for each dose level in the

allowable range? This relationship is char-

acterized by an ED50 (drug dose at which 50

percent occupancy is achieved) and an Emax

(maximal achievable level of binding if

there were no upper limit on dose). Just as

with elevation of endogenous neurotrans-

mitter, the presence of a cold exogenous

drug that binds to the same receptor as the

tracer and reduces the concentration of

available receptor sites can be imaged. This

scenario is diagrammed in Figure 4d. An es-

sential element of occupancy studies is that

a tracer that binds selectively to the desired

drug target must exist. On the other hand,

the drug need not be selective. The change

in binding of the PET tracer will reflect the

occupancy of the drug only at the tracer’s

target. Again, occupancy of specific receptor

binding sites is saturable, and reduction in

BP (i.e., increase in drug occupancy) in-

creases less and less for given increases in

the drug as the concentration gets higher and

higher. We typically define change in BP as

a percentage change: 

∆BP = [1 - BP(under a challenge con-

dition) / BP(at baseline) ]* 100.

For the case of an exogenous drug bind-

ing to target sites, it turns out, Occupancy =

∆BP.

Ambiguities in Interpretation of PET

Data

The flexibility of BP as an endpoint of

PET studies with neuroreceptor ligands (as

stated, one can measure receptors, transmit-

ters, drugs) is also the source of potential am-

biguity in interpretation. How can one tell the

difference between lower receptor density

under scan condition B vs. A from higher

neurotransmitter level in scan condition B vs.

A? These ambiguities are inherent in the

compound parameter, BP. Generally, they

can be resolved by considering the context

of the measurement. If a stimulus was given

just before the scan and the BP was lower

than at baseline, we interpret this to mean

that neurotransmitter levels rose due to the

stimulus. We reject receptor up-regulation as

the explanation, because it is a slower

process than the time-scale of the PET scan

(1 to 2 hours). On the other hand, if baseline

scans are repeated on the same individuals

after a year of psychotherapy and the aver-

age BP value is higher in the latter scan, we

interpret this to mean that receptor number is

increased by psychotherapy. (We must admit

that long-term depression of baseline neuro-

transmitter level is also a valid interpreta-

tion.) Certainly we can say that “available

receptor sites” were increased with therapy.

In all cases, one must be alert to alternative

interpretations of BP and ∆BP and try as best

as possible to control for them via appropri-

ate study designs.

Common Confounding Conditions in

PET Experiments

Some sources of ambiguity in the inter-

pretation of BP measurements are inherent

in the nature of PET data, but others can and

should be controlled experimentally.

Effect of Age. The densities of many

neuroreceptors are known to decline with

normal aging, and this has been confirmed
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with PET [12]. Thus, BP will be lower in a

group of healthy control subjects with a

higher mean age than a second group whose

mean age is younger. Similarly, there may

be no effect of a treatment or condition (e.g.,

long-term drug abuse) on the numbers of a

particular receptor, but it might appear so if

the drug abusers have a mean age that is

older than the mean age of the healthy sub-

jects to whom they are being compared. Any

careful reading of journal articles reporting

BP values for different cohorts must include

checking to make sure that the ages of the

respective groups are not different. Simi-

larly, a longitudinal study examining the ef-

fect of long-term treatment on a single group

of individuals should correct for aging of the

subjects if the length of the study is consid-

erable. 

Effect of Mass. As we saw above, an ex-

ogenous drug that occupies the target recep-

tor reduces available binding sites for the

tracer, and BP is reduced. This is the basis for

drug occupancy studies. However, if the spe-

cific activity of the tracer (ratio of activity to

mass) is low enough, then mass of cold tracer

acts like any exogenous drug. This poses two

problems. First, we normally do not want the

tracer species to exert its own drug effects.

Second, the mass of cold tracer ― as with

any exogenous ligand for the target site —

will occupy an appreciable number of recep-

tors and the measured BP will be lower than

if the mass of tracer were negligible. Un-

wanted drug effects notwithstanding, poorly

controlled mass of tracer has the potential to

introduce a confound into an experiment. If a

patient group is being compared to a control

group but the patients receive a significantly

higher mean tracer mass (i.e., lower specific

activity for the same amount of radioactivity

injected), then the patients will appear to have

lower BP due to their disease, when, in fact,

the difference may be caused solely by a bias

introduced by experimenters.

Experimental Approaches to Estimate

Binding Potential

There are generally two approaches to es-

timating BP and, by extension, change in BP

(Figure 5). Both approaches turn on recogniz-

ing that BP represents a steady state quantity
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Figure 5. a) Schematic for (left) a type of steady state experiment for measuring height of a

fully grown female child, as compared to (right) a type of non-steady experiment for pre-

dicting the adult height of the female children of one of the authors. b) Two common schemes

for measuring change in BP with PET. General appearance of data from a paired bolus study

(left) compared to a single bolus plus infusion study (right). Stars on right indicate that only

two static measurements are necessary to get change in BP from an equilibrium study.



— the ratio of bound to free tracer in the tis-

sue at steady state ― that is, when the ratio of

these quantities is not changing on a macro-

scopic level. To make such a measurement,

one can either perform an experiment that

brings the pools of bound and free tracer to

steady state or if that is not possible or not de-

sired, one can predict the steady state from

non-steady measurements. If these ideas seem

unintuitive, consider the two fun experiments

depicted in Figure 5a for predicting the steady

state (i.e., adult) height of one’s daughters.

The steady state approach means that one can

make a few measurements (greater reliability

than a single measurement) once the child

reaches her adult height (Figure 5a, left). The

non-steady approach means that one can make

periodic measurements throughout childhood

and — given a model of growth patterns of

women in the United States ― predict the

adult height of the child based on these non-

steady measurements (right).

Bolus Plus Constant Infusion. In PET,

the steady state or equilibrium approach to

measuring BP consists of administering the

tracer as an initial bolus followed by a constant

infusion of additional tracer for the duration of

the experiment. If the bolus and infusion frac-

tions of the injection are balanced correctly, the

TAC in the region(s) of interest will achieve a

steady state in a minimal amount of time [13],

at which point tracer concentrations in plasma,

free and bound compartments will remain in

constant proportions to each other. At said

point, BP can be measured directly from the

levels of the plasma and tissue curves without

the need for a model or any curve-fitting. It

must be pointed out that infusions are more

taxing experimentally. An infusion pump is re-

quired. More tracer is required (as compared

to a bolus injection), since some of it decays

while sitting in the syringe waiting to be in-

fused. Not all tissue regions are the same. Tis-

sue regions with differing kinetics of tracer

uptake will reach equilibrium at different times

— or not at all. Not all subjects are the same.

For a given injection protocol, one subject’s

tissue curves might reach equilibrium but an-

other’s might not.

Bolus Studies. Alternatively, if an infu-

sion experiment is impractical, a bolus ad-

ministration of tracer is used. This approach

includes a bolus injection of tracer, a dynamic

acquisition of PET data, and a kinetic model

to fit the data, estimate parameters, and cal-

culate BP from the estimated model parame-

ters. The parameters of the kinetic model are

rate constants (they each have units of time-1),

but their ratio is an equilibrium (i.e., steady

state) constant (BP is unitless). 

Both experimental designs (bolus and

bolus/infusion) can be used to measure the
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Table 1. Experimental design.

Paired Bolus Design

Advantages

Order of conditions can be randomized:

baseline/challenge

Disadvantages

Requires two successful syntheses

Studies with [18F]-labeled tracers re-

quire two separate scan days; more

chance of physiological variability

Bolus Plus Infusion Design

Advantages

Requires no model-fitting to estimate BP, ∆BP

requires only one successful synthesis of tracer

Disadvantages

Requires computerized injection

(High- and low-binding) regions don’t all reach

equilibrium at same time

Requires that regions of interest reach equilib-

rium; data may be unusable if equilibrium is not

achieved

B/I scan needs more radioactivity than single

bolus scan



change in BP. In the case of the bolus admin-

istration, two separate injections are required

to measure change in BP (∆BP) ― perhaps in

response to a drug challenge. A single bolus

plus infusion (B/I) study can suffice to meas-

ure ∆BP, provided the drug challenge of inter-

est acts rapidly enough and the tracer is

sufficiently displaceable so that the effect can

be detected during the duration of the scan.

The two different paradigms for measuring

∆BP are diagrammed in Figure 5b. Table 1 de-

tails each paradigm’s advantages and disad-

vantages that the investigator must consider

carefully when planning a study. The order of

a paired bolus study (baseline vs. challenge

condition) can be randomized; the B/I cannot.

Both scans of a paired bolus studies with 18F-

labeled tracers cannot both be performed on a

single day. This may lead to greater variability

in the data or even loss of some subjects who

fail to return for a second scan. Equilibrium

must be reached before the drug challenge in

the B/I design. Unfortunately, there is no way

of knowing that equilibrium has been achieved

in a subject before giving the drug challenge,

since PET data are not reconstructed and ana-

lyzed in real time. Finally, on the side of the

B/I paradigm, the analysis of the data — pro-

vided equilibrium has been reached ― is sim-

ple and requires no modeling and no curve

fitting. For bolus studies, with some rare ex-

ceptions, one must use a kinetic model to de-

scribe the data in order to estimate BP.

Modeling Basics (To Get to Binding 

Potential via Bolus or Bolus + Infusion)

As we discussed earlier and dia-

grammed in Figure 3, the PET signal con-

sists of tracer molecules in different pools,

only one of which is the specific binding we

are most interested in. These pools or com-

partments differentiate themselves over

time. They have different temporal charac-

teristics based on their degree of retention of

the tracer. The PET signal can be dissected

into its constituent parts with the use of a ki-

netic model that describes the processes of

uptake and retention of the tracer, as well as

the interconnectedness of the compartments.

The Modeling Process. The process of

moving from some knowledge of the system

of interest to a tracer kinetic model is dia-

grammed in Figure 6. One must first identify

the organ(s) of interest. In the case of imag-

ing drugs, the organ, often, is the brain. Next,

one must consider the relevant (neuro)chem-

istry of the selected organ and how it relates

to the tracer to be used. In a simple concep-

tion of the brain, we must include the vascu-

lature that delivers the tracer to the tissue.

How does the tracer traverse the blood brain

barrier? Once inside the tissue, are there re-
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Figure 6. Schematic of

the tracer kinetic mod-

eling process. a) Iden-

tify an organ of interest

and a region of interest

within it. b) Consider

the relevant physiology

or biochemistry. c) Ab-

stract the tracer pools

into connected com-

partments depending

on the system (top-2T,

bottom-1T). d) Write

the mass balance

equations. 



ceptors or transporters to (specifically) bind

the tracer? If there are multiple possible spe-

cific binding sites, is there one site that is

likely to dominate? Inevitably, there will be

nonspecific (i.e., non-displaceable) binding

as well, because there are other entities in the

tissue that appear to retain foreign molecules.

Due to mathematical limitations (related to

the limits of parameter identifiability), most

models will treat the nonspecific binding

pool as a sub-pool of the free, unbound

tracer; nevertheless, we must keep in mind

that such a process lurks under the surface

even if it is not explicated in the model state-

ment. Next, we must conceptualize the pos-

sible fates of the tracer into distinct pools or

compartments of the model (all compart-

ments are pools, but not all pools are com-

partments — see next section for

explanation). Every route by which tracer

can move from one compartment to another

must be assigned a rate constant (designated

by an arrow in Figure 6c). Finally, we turn a

diagram of connected pools into a series of

equations. Because what drives movement of

tracer is mass action (e.g., diffusion from

pools of high concentration to low), we must

write mass balance equations for each com-

partment. Mass balance equations assert that

the net accumulation of tracer over time is

equal to the amount of tracer coming into the

compartment per time, minus the amount of

tracer leaving per time, plus tracer generated,

minus tracer destroyed. Typically, generation

does not apply. Our bodies do not create ex-

ogenous compounds. These equations take

the form of ordinary differential equations.

The only dependent variable is time. The de-

pendent, or “state,” variables are the un-

known concentrations in the respective

compartments.

Compartmental Models (1T, 2T).

Compartments represent the unknown vari-

ables of a model (free tracer, F, bound tracer,

B). These are sometimes referred to as

“state” variables. Although in most circum-

stances plasma-borne tracer can be thought

of as a distinct “pool,” we typically do not

assign it a compartment, because it is meas-

ured directly via an arterial catheter and is

therefore not an unknown. Rather, the

plasma tracer concentration over time is an

input to the system. That is the case for the

two most common compartmental models

used to describe PET tracers: the one-tissue

compartment (1T) and the two-tissue com-

partment (2T) models (see Figure 6c). Each

of these models requires measurement of the

arterial plasma concentration of tracer as the

input function. Arterial blood taken from the

arm is considered a good representation of

the tracer concentration in arterial blood

reaching the brain at each moment in time.

For tracers that are known to bind specifi-

cally to a target, it would seem natural to

model them with the 2T model. However,

the 2T model has four unknown parameters:

K1, k2, k3, k4. By contrast, the 1T model has

one variable, the concentration of tracer in

the tissue, and only two parameters, K1 and

k2
1T. Note that the k2 parameters have dif-

ferent meanings for each of the two models,

and so in this chapter, we give them differ-

ent superscripts to distinguish between them

(the reader is advised that this is typically

not done in the PET literature). While the 2T

model would seem the intuitive choice ―

especially if we know that specific binding

of tracer to a target occurs — it is not always

supported by the data. That is, the specific

binding may be too fast to allow for reliable

estimation of k3 and k4, or it represents only

a small fraction of the total uptake, or per-

haps the signal-to-noise ratio of the data is

poor. Whatever the reason, if we cannot

uniquely identify all the parameters of the

2T model by fitting it to the data, the 1T

model can be used and the total volume of

distribution, Vt = K1/k2
1T, becomes the esti-

mated endpoint. By contrast, Vt as measured

with the 2T model is defined as Vt =

K1/k2
2T(1 + BP). If the Vt is estimated from

parameters of the 1T model, but specific

binding exists, then k2
2T implicitly contains

effects of the specific binding term, BP.

Graphical Methods. To fit TACs with

the 1T or 2T models requires an iterative al-

gorithm and some knowledge of numerical

methods, parameter estimation, and com-

puter programming. There is a popular al-

ternative to iterative curve fitting that can

be used in many circumstances. Collec-
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tively, these methods are based on re-

arrangements of the model equations to

yield linear relationships between measured

quantities [14-19]. One can think about

these methods as transformations akin to a

logarithm that transforms an exponential re-

lationship into a linear one. The Logan plot

was the first linearization of the 2T model to

be applied widely to reversibly bound trac-

ers (e.g., [11C]raclopride). The slope of the

original Logan plot is equivalent to the vol-

ume of distribution, Vt, the same parameter

that can be estimated directly with either the

1T or 2T model [16]. An advantage of using

the Logan plot is that it is possible to per-

form all the necessary calculations in a

spreadsheet. Further, the estimate of Vt via

the Logan plot is highly robust. That is, it

almost never fails to produce an estimate

with high precision. A disadvantage of the

Logan plot is that it is not unbiased. It has

been shown to underestimate Vt with in-

creasing noise in the PET data [20]. As with

proper experimental design, one must be

cognizant of potential biases that can be in-

troduced into the analysis by the model or

the model transform and guard against mis-

interpretation. 

Reference Region Methods. From the

diagrams in Figure 6c, it would appear that

one always needs a measured plasma input

function to drive a kinetic model. On its

face, this makes sense, since tracers enter

(are inputted) into the system via the plasma.

In fact, models designed to describe the data

in the tissue can also work with input func-

tions derived from reference regions in the

image. A reference region is one that is es-

sentially equivalent to the target region ex-

cept that it is devoid of specific binding

sites. By taking advantage of the fact that the

same plasma concentration of tracer supplies

both the target and the reference regions, it

is possible to eliminate the plasma concen-

tration from the model and describe the con-

centration in the target region compartments

in terms of the reference region concentra-

tion. In effect, the reference region has be-

come the input function. This concept was

first applied to PET data by Farde et al. and

Cunningham et al. [21,22]. Subsequent as-

sumptions applied by Lammertsma and

Hume reduced the number of parameters in

the reference tissue model (thus named the

“simplified reference tissue model”

(SRTM)) [23,24]. Finally, Gunn et al. de-

vised an implementation of SRTM (using

basis functions) that turned it into a linear

model and thus almost as easy to use in prac-

tice as the Logan plot [25].

PET ImAgINg oF Drug cHAllENgE
STuDIES

Here, we discuss conditions that may

lead to biases in the use of PET to image re-

ceptor changes and drug-induced changes in

the human brain. These themes will be re-

peated throughout the remainder of the

paper as they arise in the discussions of the

literature. 

Novelty

Many different imaging groups measure

drug-induced changes in dopamine release in

the scanner or during the study day. However,

dopamine is released in response not just to

drugs of abuse but also to stress and to novelty.

As the majority of subjects in these studies will

not have been exposed to these experimental

situations in their past, the experience will be

novel to them. Suffice to say, it would not be

helpful to be imaging novelty-induced

dopamine release when one is trying to meas-

ure the effect of a drug. One way to avoid this

common confound is to expose the subject to

the study environment before their participa-

tion begins. In the case of our smoking-in-the-

scanner studies, we have the subjects lie down

in the scanner and simulate smoking at a ses-

sion prior to a real scan session. 

Order Effect

Order effects can occur in any scien-

tific study. In rodent studies of drug treat-

ment, when a placebo is compared to an

active drug, the conditions are counter-bal-

anced so that some rats receive the drug

first and other rats receive the placebo

first. This eliminates bias that could occur

if the order in which drugs were given

were to alter the results. In imaging stud-
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ies, this can be difficult logistically. When

using radiotracers with short half-lives

(carbon-11 has a 20.3 minute half-life), it

is possible and sometimes preferable to do

baseline and drug-challenge scans on the

same day. This can reduce the variation be-

tween scans that may occur if scans are

conducted far apart in time. It also in-

creases the likelihood that the subject will

be able to easily complete the study (e.g.,

it is usually easier for a subject to commit

to one day at the PET center rather than

having to take off multiple days from their

job or school). However, this also makes it

more difficult to randomize the order of

scans. 

Consider scans of amphetamine-in-

duced dopamine release. Amphetamine’s ef-

fect on dopamine (and thus 11C-raclopride

binding) is profound and long-lasting. It is

not possible to do the drug-challenge scan

on the same day before the baseline scan,

since the effect of amphetamine would per-

sist for hours (possibly longer) and corrupt a

subsequent “baseline” measurement. On the

other hand, if effects of a drug or other stim-

ulus are short-lived, it is generally possible

to counter-balance the scans. 

Expectation and Reward-Prediction Error

We can learn from the work of Shultz

and colleagues that dopamine neurons not

only are activated in the presence of most

drugs of abuse but that they are activated

even before delivery of a drug, in response

to cues and other stimuli that are “condi-

tioned” or a conditioned stimulus (CS) [26].

Additionally, the dopamine neurons are sen-

sitive to changes and errors in reward,

which can be called prediction error.

Dopamine neurons in the nonhuman pri-

mate brain fired after presentation of a re-

ward that was not paired with a CS. When

the reward and CS were paired, the

dopamine neurons fired in response to the

presentation of the CS and not to the subse-

quent presentation of the reward (Figure 7).

That is, the dopamine neurons activated to

the CS itself, because it was predictive of a

reward [27,28]. When the CS is presented

and then the reward does not occur (nega-

tive prediction error), there is the typical ac-

tivation to the CS, but then a dip in

dopamine neuron activation when the ex-

pected reward does not occur. This study

highlights how sensitive the dopamine sys-

tem is to cues and expectation of reward,
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Figure 7. (Top) Prior to condi-

tioning, reward without prediction

causes a positive error in reward

prediction, which increases DA

neuron firing. (Middle) Following

conditioning, the CS predicts the

reward, leading to no prediction

error. CS but no reward shows in-

crease in DA neuron firing. (Bot-

tom) After conditioning, CS but

no reward causes a negative

error in reward prediction. The

CS causes increase in DA neu-

ron firing, but the lack of reward

causes a decrease in DA firing

[26].



and care needs to be taken to design PET

studies that take this sensitivity into ac-

count. 

Sex Differences

Sex differences are evident in many psy-

chiatric disorders, medical disorders, and

also in the normal human brain [29]. There

are sex differences in structure (e.g., total

volume of the human brain and some subdi-

visions), in function (e.g., emotional pro-

cessing as measured with fMRI), and in

chemistry (as measured with PET). These

differences are important to measure, as they

may clarify the clinical literature. It might be

helpful, for instance, to know if the higher

prevalence of depression in women vs. men

can be explained by greater serotonergic dys-

function in women. Unfortunately, sex dif-

ferences can also cloud the interpretation of

data ― if they are not carefully recognized

and controlled. In one of our own studies, we

were at first convinced of differences in nico-

tinic acetylcholine receptor (nAChR) avail-

ability between healthy men and women

when looking at a standard imaging outcome

measure, volume of distribution (VT). On

further examination, however, we also found

significant differences in total parent of the

radiotracer (total unmetabolized radiotracer

in the blood) and in fp (the fraction of radio-

tracer free in the blood and not bound to

plasma proteins). When these two factors

were included in the analysis (by use of the

normalized outcome, VT/fp), the apparent sex

difference disappeared [30]. 

ImAgINg DoPAmINE rElEASE IN
rESPoNSE To AlcoHol IN 
HumANS

As suggested by microdialysis studies,

the mesolimibic DA system is important as

the common pathway through which all

drugs of abuse — and other rewarding in-

puts ― are processed. With PET and a

dopaminergic ligand that competes with DA

for binding to a receptor, one could, in the-

ory, image the effects of reward processing

in the brain in response to an addictive sub-

stance or behavior. In practice, such studies

have proved quite difficult, and the reader

must take care to consider the strengths and

weaknesses of each attempt. One issue is

that alcohol does not cause a large elevation

of DA levels above baseline — probably

only a doubling or tripling of baseline. And,

the effects of drinking are short-lived. A

third challenge is that self-administration of

alcohol by a volunteer (actually drinking a

beer) is not easily performed within the con-

fines of the PET scanner. 

Imaging Dopamine Release in 
Response to Alcohol

If smoking is difficult for subjects lying

in the scanner, it is nevertheless possible.

Drinking while lying in the scanner is not.

Researchers have taken two approaches to

this problem. The most obvious study design

for measuring alcohol-induced DA release

is for the subject to drink an alcoholic bev-

erage shortly before being scanned and com-

pare raclopride BP in this condition to either

baseline or placebo. This is the approach that

was employed by the three studies to look at

drinking-induced DA release, per se. Salo-

nen et al., Boileau et al., and Urban et al.

each used two-scan designs [31-33]. In each

case, the conditions were either juice or al-

cohol plus juice. The conditions were ran-

domized in the latter two studies. The

Boileau and Salonen studies each consisted

of six subjects; Urban scanned 11 men and

10 women. The subjects were social

drinkers. The dose of alcohol was approxi-

mately 1 ml/kg in Boileau and Urban but

about 1.3 ml/kg in Salonen. The blood alco-

hol levels in each study were consistent and

generally reflected the respective doses

(measurements were not taken at the same

times, so direct comparisons are difficult).

In any case, Urban claims that the dose in

her study was equivalent to three standard

drinks. Where the paradigms begin to di-

verge is the relative timing of alcohol and

tracer. The alcohol was taken either 60 min-

utes, 30 minutes, or 5 minutes prior to tracer

injection in Salonen, Boileau, and Urban, re-

spectively. A second difference was that in

the Urban study, the rim of the juice glass

for the juice-only condition was coated with
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Table 2. Summary of alcohol studies’ experimental designs and outcomes.

Tracer

Injection 

Tracer dose

Scanner 

(resolution)

Design

Phenomenon

to test

Subjects

Subject 

characteristics

Time from last

drink

Protocol

Timing

Alcohol 

administration

Alcohol type

Ventral 

striatum

Boileau (2003)

[11C]raclopride

Bolus

10 mCi

ECAT HR+ (4.8 x

4.8 x 5.6 mm

FWHM)

Intra-subject (2

scans)

Alcohol induced

DA release

6 healthy male

nonalcoholics

Nonalcoholic mod-

erate drinkers

24 hours

Drink BEFORE

scan, not told con-

tent of drink until

this time

Drink for 15 min,

30 min prior to

bolus

Self-admin

Orange juice with

or without alcohol

∆BP =

16.8 ± 16.3%

Salonen (1997)

[11C]raclopride

Bolus

2.89 – 3.51 mCi

ECAT 931 (6.1 X

6.7 mm)

Intra-subject (2

scans)

Acute alcohol ef-

fect on DA release

in the striatum

7 healthy, right-

handed men

Non drug or alco-

hol dependent

~12 hrs

Drink BEFORE

scan; 2 scans: 1)

placebo, 2 hr

break, 2) ethanol

3 separate drinks

of placebo (75,

65, 55 min pre

bolus), bolus,

scan; 2 hr break;

same schedule

except using

ethanol

Self-admin

Orange juice plus

either tap water or

ethanol

urban (2010)

[11C]raclopride

Bolus + infusion

~ 7.8 mCi

ECAT EXACT

HR+

Intra-subject (2

scans)

Sex differences in

DA release post

alcohol challenge

21 healthy men

and women

Nonalcoholic, 10-

15 drinks/wk

Since night before

Scan order 

randomized

Drink for 5-10

min, 5 min prior to

bolus + infusion

Self-admin

Cranberry & soda

with alcohol (~3

drinks worth) or

trace alcohol

∆BP =

• Men: -12.1 ± 8%  

• Women: -6.2 ±

8%

Yoder (2009)

[11C]raclopride

Bolus

14.1 ± 0.99 mCi

EXACT HR+ (9

mm FWHM)

Intra-subject (3

scans)

Alcohol & alcohol

cues

8 healthy subjects

(5 male, 3 female)

Non drug or alco-

hol dependent; 2

FH+; 5 surpassed

hazardous drink-

ing threshold

~24 hours

3 scans: 1) neu-

tral cues/no alco-

hol, 2) alcohol

cues predict alco-

hol (but infusion

delayed to post

scan), 3) neutral

cues with unex-

pected alcohol

(infused during

scan)

Neutral or alcohol

cues start 2 min

after bolus, main-

tained 15 min

Investigator (IV

infusion)

Ringer’s lactate

with or without al-

cohol

• Cue condition w/

expected intoxica-

tion: -0.20 ± 0.1            

• Unexpected al-

cohol condition:

0.12 ± 0.08

oberlin (2013)

[11C]raclopride

Bolus

14.9 ± 0.10 mCi

EXACT HR+ (9

mm FWHM 

effective res.)

Intra-subject (2

scans)

Beer flavor 

induced DA 

release

49 healthy male

drinkers

Non drug/alcohol

dependent, except

4 meeting DSM-IV

for AD; 12 FH+

~48 hours

2 scans, counter-

balanced:  1) pre-

ferred beer flavor,

2) Gatorade® fla-

vor

Beer or Gatorade

flavor sprays (~15

ml) start 2 min

after bolus, main-

tained 15 min

N/A

N/A

∆BP =

• R ventral 

striatum:

• FH+: 11.7 ±

4.1% (SE)                

• FH (ambig.): 3.8

± 2.5%               

• FH-: 2.7 ± 2.7%



alcohol to minimize any difference in the

subjects’ expectation between conditions. A

final noteworthy difference is that the Urban

study used paired bolus plus infusion scans,

whereas the other studies both used the more

standard paired-bolus design (Table 2). 

The Salonen and Urban studies were es-

sentially negative. No statistically significant

decrease in [11C]raclopride binding was found

in any region of the striatum in the alcohol

condition compared to juice. Boileau reported

decreases of 14 to 15 percent in raclopride BP

in regions that they termed Nucleus Accum-

bens and Ventral Putamen. Despite finding no

statistically significant drop in BP in any in-

dividual region, Urban reported a sex differ-

ence in decrease in BP in all regions taken

together [33]. What is clear from these stud-

ies is that imaging effects of oral alcohol on

DA in the striatum is not easy and that we

may be at the limits of detectability for raclo-

pride-PET. Perhaps if we scrutinize elements

of each design, we may find something worth

tweaking. In all studies, the amount of alco-

hol was quite large. Some subjects ― even

social drinkers — may have found it aversive.

Each study reported at least one subject who

dropped out. As with smoking studies, the

idea is to image drug-taking, not aversion. In

the Salonen study, the alcohol was taken a

lengthy time before the tracer (from 75 to 55

minutes before). Although the authors were

careful to document considerably elevated

blood alcohol at both the beginning and end

of the (1 hour) scanning period, one should

not confuse elevated alcohol level with ele-

vated DA. In fact, it is likely that DA re-

sponds early to drinking ― possibly to the

cues or the rapid rise in brain alcohol and then

returns to baseline more quickly than alcohol

level itself. In fact, it appears that Oberlin et

al. have demonstrated that DA responds to the

cues for alcohol rather than the alcohol itself

[34]. Consider nicotine, which remains in the

brain for days. Nonetheless, PET studies of

cigarette smoking have detected only rela-

tively brief DA elevation [35,36]. All three al-

cohol-drinking designs suffer from lack of a

baseline condition. Juice alone is used as a

placebo, but if the taste of juice is rewarding

then perhaps DA was released in this condi-

tion. There is always a difficulty interpreting

any study that contains only placebo and

drug. The difference could be due to changes

during drug or changes during placebo. Con-

sider the Urban design [33]. In order to con-

trol expectation across conditions, the

juice-only glass was rimmed with alcohol.

But what if the smell of alcohol actually set

up an expectation of alcohol? In that case, the

juice condition was scanned while the subject

experienced disappointment over not receiv-

ing the reward. This is called “reward predic-

tion error,” and in monkeys, it has been

shown to be the cause of decreased dopamin-

ergic firing rates as discussed previously [26].
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Table 2. Summary of alcohol studies’ experimental designs and outcomes,

continued.

N. acc.

Putamen

Caudate

Concerns

Boileau (2003)

∆BP =

15.0 ± 15.9%

∆BP =

5.2 ± 17.5%  Ven-

tral 13.7 ± 17.5%

∆BP =

4.0 ± 16.4%

•Alcohol taken

long time prior to

scan.     

• Subjects drank

large amount of al-

cohol – may have

been aversive

Salonen (1997)

Difference from 

alcohol to control:

-0.10 ± 0.12 BP

(P = 0.43)

•Alcohol taken

long time prior to

scan.     

• Ethanol condi-

tion aversive to

subjects? (1 sub-

ject too nauseous

to have > 1 drink)

urban (2010)

• Biased to find

greater ∆BP: con-

trol condition

(smelling alcohol

but not receiving

any) may have

caused negative

prediction error

Yoder (2009)

• No conditioning

to cues (ala

Shultz et al 997).

Study assumes

that cues are

salient

oberlin (2013)

• Only FH+ sub-

jects showed ef-

fect of beer flavor

on DA            

• Lack of resting

baseline makes

definitive determi-

nation of effect di-

rection difficult



Is there any evidence that reward prediction

error leads to alteration of dopamine levels in

humans? We must consider one last raclo-

pride-PET paper to answer that question.

Yoder et al. took a different experimen-

tal approach to the study of alcohol-induced

DA release [37]. Wary of the variability in al-

cohol absorption among people, they chose

to administer the alcohol intravenously. The

technique, called the “alcohol clamp,” was

developed by O’Connor et al. and is based

on pharmacokinetic modeling of a variable-

rate infusion of alcohol to maintain a con-

stant blood alcohol level in each subject

based on their height, weight, and gender

[38]. Second, expectation was controlled

through visual and olfactory cues, which pre-

ceded — and predicted ― the delivery of al-

cohol or saline via IV. There were three

conditions scanned in three separate sessions

— each scanned with a bolus of [11C]raclo-

pride. The conditions were as follows: 1)
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Table 3. Experimental designs and results of Weerts opioid receptor stud-

ies’ of alcohol dependence.

Tracer

Injection protocol

Tracer dose

Scanner (resolution)

Design

Phenomenon to test

Subjects

Subject 

characteristics

Time from last drink

Protocol

Timing

Mode of alcohol 

administration

Alcohol type

Ventral striatum

Putamen

Caudate

Weerts (2008)

[11C]carfentanil & 

[11C]methyl naltrindole

Bolus

[11C]CAR (19.4 ± 2.1 mCi); [11C]MeNTI

(19.2 ± 3.2 mCi)

GE (2 x 2 x 4.25 mm)

Inter-subject

Naltrexone occupancy of δ- and μ-

opioid receptors

21 alcohol dependent & healthy con-

trol (15 male, 6 female)

60+ drinks/month, at least 5 drinks/oc-

casion weekly

15 days prior to naltrexone treatment

15 days abstinence, followed by 4

days naltrexone

19 days inpatient, 50 mg p.o. 2x on

day 15, then 1x daily for remainder of

days; scan day

N/A

N/A

All roIs:
11C]CAR: 94.9 + 4.9% occupancy

[11C]MeNTI: 21.1 + 14.49% occupancy

Weerts (2011)

[11C]carfentanil & 

[11C]methyl naltrindole

Bolus

Avg. mCi: [11C]CFN: 19.30 (AD),

19.99 (HC); [11C]MeNTL: 18.87 (AD),

17.52 (HC)

GE (5.5 x 6.1 mm FWHM)

Inter-subject

δ- and μ- opioid receptor availability

at baseline

25 alcohol dependent & 30 healthy

control

DSM-IV criteria for alcohol depend-

ence; controls <8 drinks/wk women,

<15 for men

5 days

2 PET scans in fixed order on the

same day: [11C]MeNTL followed by

[11C]CFN

5 days inpatient protocol; scans on

day 5

N/A

N/A

• BPND (AD) = 1.826 ± 0.068

• BPND (HC) = 1.438 ± 0.061

• BPND (AD) = 1.272 ± 0.044

• BPND (HC) = 0.962 ± 0.040

• BPND (AD) = 1.395 ± 0.057

• BPND (HC) = 1.113 ± 0.052



neutral cues signaling IV saline; 2) alcohol

cues signifying alcohol; and 3) neutral cues

coupled with unexpected alcohol. This de-

sign was constructed to decouple expectation

from consumption of alcohol. The alcohol in

condition 2 was delivered after the data ac-

quisition was complete, so the condition can

be thought of as “expectation of alcohol but

no alcohol consumption,” whereas condition

3 ― thanks to a little trickery — can be

thought of as “alcohol consumption with no

expectation of alcohol.” Subjects’ answers to

questionnaires during the scan confirmed

that expectations were controlled as in-

tended. The results were quite provocative:

In left ventral striatum, BP of “alcohol con-

sumption without expectation” went down

relative to condition 1. That is, this compar-

ison signifies increase in DA. But, in the con-

tralateral ventral striatum, BP of “expectation

of alcohol without alcohol consumption”

was higher than condition 1. The authors ex-

plained this combination of results as fol-

lows: Expectation of reward without reward

is equivalent to negative reward prediction

error. Reward without expectation of reward

is positive prediction error. The caveat in this

interpretation is that the subjects (heavy

drinkers) must be considered to have been

“conditioned” by their drinking history to re-

spond with appropriate expectation to the

cues. Accepting the author’s interpretation,

this paper highlights the importance of con-

trolling expectation in the study of drugs of

abuse. To return to the Urban design [33], if

the initial smell of alcohol on the rim of the

juice-only glass was a cue for imminent al-

cohol reward, then we might expect DA to

decrease during this scan. When compared

to a second condition (i.e., alcohol drink),

any apparent increase in DA with alcohol

could, in fact, be the result of decrease in the

juice-only condition.

Imaging the Opioid Receptor System in
Response to Alcohol and Treatments for
Alcoholism 

There are many other important lines of

investigation of alcohol abuse using PET

other than examining DA release. Some

have looked at receptor number [39,40], and

others have looked at change in BP due to

drugs for treatment of alcohol. We highlight

two studies, briefly (Table 3). Both studies

are by Weerts et al. [41,42]. Both studies

looked at the Mu opioid receptor (MOR)

and the Delta opioid receptor (DOR), thanks

to the use of two selective tracers, [11C]car-

fentail and [11C]methyl-naltrindol. Collec-

tively, the two studies looked at baseline

levels of MOR and DOR, as well as occu-

pancy of these receptors due to four days of

treatment with naltrexone (NTX), a non-se-

lective opioid receptor antagonist that is pre-

scribed for alcohol abuse. Baseline receptors

in alcoholics were compared to healthy con-

trols, and occupancy of naltrexone was

measured in alcoholics only. The main find-

ings were that clinical doses of naltrexone

occupied 95 percent of MOR but only ~21

percent of DOR. Second, MOR and DOR

levels in high binding regions of the brain

were higher in alcoholics than in controls

(differences for MOR were significant;

DOR were not). The first finding suggests

that any variability in efficacy of NTX for

helping alcoholics to stop drinking is prob-

ably not mediated by binding to MOR, since

all alcoholics were uniformly blocked. The

second finding suggests that years of drink-

ing may lead to upregulation of MOR and

DOR, which is more like the behavior of

nicotinic acetylcholine receptor [43] and less

like DA D2 receptors [39].

Development of new pharmacothera-

peutic approaches to treating alcohol de-

pendence should be based on our

understanding of the behavioral and neuro-

chemical mechanisms mediating alcohol

drinking, as well the efficacy of agents

known to reduce alcohol drinking. Clinical

trials indicate that treatment-seeking heavy

drinkers who receive NTX at a dose of 50

mg/day [44,45] or 100 mg/day [46] have

lower levels of relapse to drinking during the

treatment period than do those receiving

placebo. Subpopulations of alcohol-depen-

dent patients may respond better to NTX

[47], and family history (FH) of alcoholism

is emerging as an important predictor of

NTX response [48,49]. Developing a better

pharmacological understanding of this dif-
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ferential response could help enhance the ef-

ficacy of NTX and other treatments.

Emerging evidence suggests an impor-

tant, but complex, role for the Kappa Opioid

Receptor (KOR) system in alcohol drinking.

Dynorphin is the endogenous opioid ligand

that binds to both MOR and KOR [50]. In

general, activation of KOR is aversive. Ani-

mals will not self-administer dynorphin, ad-

ministration of dynorphin results in

conditioned place aversion in animals, and

dynorphin activation of KOR results in de-

creased DA release in brain reward areas

[51,52]. The potential role of KOR in medi-

ating alcohol drinking behavior has been the

focus of several studies in animals and hu-

mans. Mice that lack the KOR drink more al-

cohol and have greater release of DA in

response to alcohol [53]. Rodents with an in-

creased propensity to consume alcohol have

lower dynorphin levels in several brain re-

gions that are involved in the control of al-

cohol drinking [54-56]. In humans, the

presence of the OPRK1 allele (which de-

creases expression of KOR) is associated

with an increased risk of alcoholism [57].

The above evidence suggests that differences

in the status of the KOR system may mediate

differences in propensity to drink alcohol.

Work in Progress

Naltrexone is a non-specific opioid an-

tagonist that binds dose-dependently to all

three sub-types of opioid receptors (MOR,

DOR, and KOR). It has been shown to be

efficacious in the treatment of alcoholism

[44]. To date, it has not been possible to use

PET to probe the binding of naltrexone to

KOR for a very simple reason. There had

not been a reliable KOR-selective PET

tracer until recently, when an antagonist

tracer for the KOR was developed [58]. The

tracer [11C]-LY2975050 has been shown to

be selective in vivo for the KOR [59]. With

this new tracer in hand, we are presently

working at Yale to measure the occupancy

of NTX at KOR in the brains of alcoholics,

to relate occupancy at KOR to measures of

drinking behavior and to investigate the ef-

fects of long-term drinking on KOR avail-

ability. Preliminary results in a few

alcohol-dependent subjects suggest that like

binding to DOR, there may be considerable

variability in occupancy of NTX at KOR

(Figure 8) [60]. Through these efforts, we

hope to complement the findings of Weerts

et al., fill in missing gaps in our knowledge

of NTX’s action at multiple targets, and gain

insight that may aid in development of the

next generation of pharmacotherapies for al-

coholism.

coNcluSIoN

PET is a powerful imaging technique

that is unique among high resolution func-

tional imaging modalities for its molecular

specificity. But even with its great strengths,

PET must be used properly to produce valid

and useful research results. The raw emis-
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Figure 8. Occupancy of NTX at KOR in

heavy drinkers as illustrated by VT images at

baseline and after a week of treatment. De-

gree of reduction in VT after a week of NTX

treatment indicates degree of NTX occu-

pancy at KOR. Dramatic decrease in VT in an

FHP drinker (compare top two rows) indi-

cates high (>90 percent) NTX occupancy,

whereas little change in BP (compare bottom

two rows) indicates low NTX occupancy in

FHN. FHP = Family History Positive for alco-

holism, FHN = Family History Negative for al-

coholism.



sion image (representing tracer concentra-

tion in the tissue) is almost never the end-

product of interest. Kinetic modeling is the

means by which PET data are converted to

useful physiological parameters. A common

endpoint, discussed in this review, is bind-

ing potential. It has many uses for the study

of neuroreceptors, neurotransmitters, and

exogenous drugs. Even with sophisticated

modeling techniques, however, ambiguities

(did receptors up-regulate or did neuro-

transmitter level decrease?) and biases (were

the cohorts well-matched for age and mass

of cold carrier?) may be hiding in the data.

To make best use of PET, one must recog-

nize the potential for said ambiguities and

take pains to design experiments carefully

so that ambiguities and biases are prevented

or, at the very least, acknowledged. We have

illustrated a few of the strengths and weak-

ness of PET experiment design through the

review and discussion of studies related to

the brain’s response to alcohol and medica-

tions for alcoholism.
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