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Background: No investigations have thoroughly explored the feasibility of combining magnetic resonance 
(MR) images and deep-learning methods for predicting the progression of knee osteoarthritis (KOA). We 
thus aimed to develop a potential deep-learning model for predicting OA progression based on MR images 
for the clinical setting. 
Methods: A longitudinal case-control study was performed using data from the Foundation for the 
National Institutes of Health (FNIH), composed of progressive cases [182 osteoarthritis (OA) knees with 
both radiographic and pain progression for 24–48 months] and matched controls (182 OA knees not meeting 
the case definition). DeepKOA was developed through 3-dimensional (3D) DenseNet169 to predict KOA 
progression over 24–48 months based on sagittal intermediate-weighted turbo-spin echo sequences with fat-
suppression (SAG-IW-TSE-FS), sagittal 3D dual-echo steady-state water excitation (SAG-3D-DESS-WE) 
and its axial and coronal multiplanar reformation, and their combined MR images with patient-level labels 
at baseline, 12, and 24 months to eventually determine the probability of progression. The classification 
performance of the DeepKOA was evaluated using 5-fold cross-validation. An X-ray-based model and 
traditional models that used clinical variables via multilayer perceptron were built. Combined models were 
also constructed, which integrated clinical variables with DeepKOA. The area under the curve (AUC) was 
used as the evaluation metric.
Results: The performance of SAG-IW-TSE-FS in predicting OA progression was similar or higher to 
that of other single and combined sequences. The DeepKOA based on SAG-IW-TSE-FS achieved an AUC 
of 0.664 (95% CI: 0.585–0.743) at baseline, 0.739 (95% CI: 0.703–0.775) at 12 months, and 0.775 (95% 
CI: 0.686–0.865) at 24 months. The X-ray-based model achieved an AUC ranging from 0.573 to 0.613 at 3 
time points. However, adding clinical variables to DeepKOA did not improve performance (P>0.05). Initial 
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Introduction

Knee osteoarthritis (KOA) is one of the most common 
chronic illnesses worldwide. However, no disease-modifying 
drugs are licensed for the treatment of KOA (1), and 
thus represents a significant burden to both families and 
society (2). In an ideal scenario, it would be beneficial to 
select patients who show disease progression within the 
osteoarthritis (OA) drug development trial period due to 
their robust response to the drug, thereby reducing the 
sample size and shortening the follow-up period in clinical 
trials. Conversely, patients who show no progression 
should not be selected (3). Current studies are focused on 
identifying individuals at high risk of disease progression 
for drugs trials to accelerate the development of disease-
modifying drugs. Additionally, the early identification 
of these individuals would prompt the initiation of 
physical therapy which can significantly improve their  
prognosis (4,5).

Regarding the prediction of KOA progression, the most 
common predictors are clinical variables, biomechanical 
features, laboratory biomarkers, and imaging assessments 
and outcomes (4-17). The accuracy of clinical characteristics 
such as personal history or sensory and motor function 
assessed by multiple scales may be hampered by the 
bias of patients’ memories and feelings. The acquisition 
of biomolecular or laboratory biomarkers derived 
from synovial fluid, peripheral blood, or urine requires 
complicated techniques and cannot indicate the relevant 
structures that may be responsible for disease progression. 
In contrast, magnetic resonance imaging (MRI) is capable 
of sensitively reflecting the subtle changes in the intricate 
architecture of the knee, such as the cartilage volume, 
cartilage defect, and meniscus lesions (18,19). To date, 

various methods have been proposed to extract predictive 
information underlying OA progression from MRI, 
including semiquantitative or quantitative analysis of OA-
related structural features through traditional statistics or 
machine-learning algorithms (8,10,14,20-27). Prior to this, 
manual segmentation of specific structures or individual 
scoring was required, which was laborious and depended 
on experts’ experience, making them inconvenient for real-
world clinical practice.

Deep learning is a subset of machine learning that 
has been used for various musculoskeletal imaging tasks, 
such as structure segmentation, image reconstruction, 
and lesion detection (17,28-30). In the field of KOA, 
deep-learning models have been employed to predict the 
onset of KOA and total knee replacement via MRI and to 
predict OA progression through radiographs or clinical 
risk factors (4,5,9,17,31-34), The former method, referring 
to radiography, has long been the main approach for 
detecting structural changes in OA, but there is a limitation 
related to its low sensitivity to disease progression and the 
inability to image pathologies in nonosseous structures, 
such as the cartilage, meniscus, and synovium (35). In the 
latter method, there may be limitations in identifying the 
responsible structures, and few studies have examined the 
use of deep-learning methods and MR images to predict 
KOA progression. Panfilov et al. (36) fed MR images into a 
predictive model to predict radiographic KOA progression 
[defined according Kellgren-Lawrence grade (KLG) change] 
within the next 8 years (96 months). However, joint space 
narrowing remains the current gold standard for measuring 
clinical efficacy and the imaging endpoint for clinical trials 
in disease-modifying OA drugs (DMOADs) (37). Schiratti 
et al. (9) applied a deep-learning model and 2-dimensional 
(2D) MRI on a relatively large population, but this model 

visualizations from gradient-weighted class activation mapping (Grad-CAM) indicated that the frequency 
with which the patellofemoral joint was highlighted increased as time progressed, which contrasted the trend 
observed in the tibiofemoral joint. The meniscus, the infrapatellar fat pad, and muscles posterior to the knee 
were highlighted to varying degrees.
Conclusions: This study initially demonstrated the feasibility of DeepKOA in the prediction of KOA 
progression and identified the potential responsible structures which may enlighten the future development 
of more clinically practical methods.
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was found to not be particularly good at predicting the 
structural progression of the following year according to 
joint space width (JSW). Both studies used a structural 
outcome measure but did not include symptoms in as an 
outcome variable, resulting in an inaccurate assessment of 
OA. This is because the presence of radiographic OA may 
be discrepant with the presence of other structural findings 
and related symptoms (38). Current imaging-based deep-
learning models often rely on manually segmented lesions 
as inputs. In accounting for OA, morphological changes in 
knee cartilage, meniscal lesions, synovitis and synovial fluid 
effusion, and bone marrow lesions should all be taken into 
account. However, performing voxel-level segmentation 
for all of these structures can be challenging and time-
consuming (39). Additionally, if only some of these 
structures are considered, the interrelationship between 
them may be ignored, leading to a less comprehensive 
understanding of the disease. Therefore, in this study, we 
developed a deep-learning model (hereafter referred to as 
DeepKOA) to predict clinically relevant KOA progression 
(defined as both radiographic and pain progression) over 
24–48 months using unlabeled 3-dimensional (3D) MRI 
of the whole knee at baseline, 12, and 24 months (40,41). 
We present this article in accordance with the TRIPOD 
reporting checklist (available at https://qims.amegroups.
com/article/view/10.21037/qims-22-1251/rc).

Methods

Study population

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013).  The 
Foundation for the National Institutes of Health (FNIH) 
OA Biomarkers Consortium undertook a nested case-
control study (194 cases and 406 controls) within the 
osteoarthritis initiative (OAI), a unique longitudinal cohort 
with a publicly available repository of radiological images 
and clinical data obtained at annual clinic visits. Details 
of the study design have been described elsewhere (42). 
Briefly, eligible participants for this present study were 
those with at least 1 knee with a KLG of 1–3 at baseline 
and with available knee radiographs as well as knee MRI 
and clinical data at baseline, 12, 24, 36, and 48 months. One 
indexed knee was selected from each participant. Among 
the participants, 194 OA knees with radiographic and 
pain progression and 200 nonprogressive OA knees over  
24–48 months compared with baseline were initially 

included as cases and controls, respectively, in this 
investigation. The exclusion criteria were incomplete MRI 
sequences and clinical data at any month (case group: n=12; 
control group: n=4). Moreover, the 2 groups were matched 
according to sex, age (±3 years), and body mass index  
(±3 kg/m2). As a result, 12 pairs of cases and controls were 
further excluded. Finally, 364 participants met the inclusion 
criteria, as shown in Figure 1.

Definitions of radiographic and pain progression

Joint space narrowing, which could be measured by changes 
in JSW, has been proposed as the imaging endpoint 
for clinical trials in DMOADs and for assessing KOA 
structural progression (37). In this study, it was measured 
by automated software and defined as a loss in medial 
minimum JSW of ≥0.7 mm from baseline to 24, 36, or 
48 months (43). This cutoff was based on the mean and 
standard deviation (SD) of changes during 1 year in 90 
control knees who definitively did not have OA (KLG =0) 
and with the Western Ontario and McMaster Universities 
Osteoarthritis Index (WOMAC) pain scores of 0. Knee 
pain was assessed using the WOMAC pain subscale. Pain 
progression was defined as a persistent increase from 
baseline to 24, 36, or 48 months of ≥9 points on a 0–100 
normalized score, an established minimum clinically 
important difference (MCID) for worsening pain (42).

Knee MRI acquisition

Examinations of the knees in the OAI were performed at 4 
OAI clinical sites using 3.0 T MRI scanners (Trio, Siemens 
Healthineers, Erlangen, Germany). Two MRI sequences and 
two reconstruction positions were used, including sagittal 
intermediate-weighted turbo-spin echo sequences with fat-
suppression (SAG-IW-TSE-FS), sagittal 3D dual-echo 
steady-state water excitation (SAG-3D-DESS-WE), axial 
multiplanar reformation 3D dual-echo steady-state water 
excitation (AXIAL-MPR-3D-DESS-WE), and coronal 
MPR-3D-DESS-WE (COR-MPR-3D-DESS-WE). SAG-
IW-TSE-FS is one of the most strongly suggested MRI 
sequences for displaying all knee structures, except for 
osteophytes, especially for bone marrow lesions, articular 
cartilage, Hoffa synovitis, effusion synovitis, and ligaments. 
However, the bad display of osteophytes on SAG-IW-
TSE-FS can be supplemented by axial, sagittal, and 
coronal 3D-DESS-WE (44). Additionally, it appears that 
3D-DESS-WE can provide better cartilage discrimination 
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than can SAG-IW-TSE-FS, especially on the AXIAL-
MPR-3D-DESS-WE and COR-MPR-3D-DESS-WE. In 
this way, the tibial and central weight-bearing surface of 
the femoral cartilage (femoral condyle central region), as 
well as the trochlear (the anterior portion) and the patellar 
cartilage, could be optimally visualized. All the OAI pulse 
sequence protocols and parameters have been published in 
detail elsewhere (45). To eliminate the batch effect caused 
from the use of different scanners, we employed the max–
min normalization for MRI input x  as follows:

min

max min

norm x xx
x x

−
=

−
	 [1]

where xmin and xmax are the minimal value and maximal value 
of input x, respectively.

Deep-learning model construction

DeepKOA was developed based on unlabeled knee 
MR images at baseline, 12, and 24 months using 3D 
DenseNet169 with 5-fold cross-validation (46,47). The 
patient-level progression status was identified as the ground 
truth. DenseNets have several compelling advantages, 

including the ability to alleviate the vanishing-gradient 
problem, strengthen feature propagation, encourage feature 
reuse, and substantially reduce the number of parameters. 
For each layer, the feature maps of all preceding layers are 
used as inputs, and their feature maps are used as inputs for 
all subsequent layers. Furthermore, each layer has direct 
access to the gradients from the loss function and the original 
input signal, leading to implicit deep supervision. Moreover, 
DenseNets require substantially fewer parameters and less 
computation to achieve state-of-the-art performances. 
The 3D DenseNets are compact versions requiring fewer 
parameters because of feature-map replication (48). The 
network architecture for 3D DenseNet is as follows: (I) the 
first layer is a convolution layer with an activation function 
and a pooling method; (II) after the first layer, there are 4 
blocks for the convolution process, each block has 6, 12, 32, 
and 32 bottleneck layers, and each bottleneck layer consists 
of one 1×1×1 convolution layer and one 3×3×3 convolution 
layer; (III) there is a transition layer between each block; 
and (IV) the last layer is an average pool with a fully 
connected layer.

The output of the model was the progression risk 
estimate with a 1-dimension vector. Each separate MR 
sequence and the combination of MR sequences were 
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Only progressed  

in symptoms 

103 knees
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in radiology

194 knees
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182 knees
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12 mo images
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Figure 1 Flowchart for participant and knee inclusion. The balanced case-control cohort was matched using age, sex, and BMI. Progress in 
radiology refers to knees narrowing more than 0.7 mm after 24 months from baseline. Progress in symptoms refers to the knee pain subscale 
increasing above a minimum clinically important difference (≥9 points on a 0–100 normalized score) after 24 months from baseline. FNIH, 
Foundation for the National Institutes of Health; mo, month; BMI, body mass index.
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considered as inputs. When using a single MRI sequence as 
input, we leveraged 1 network to extract the image features 
following a fully connected layer for binary progression 
prediction. For the combined MR sequences, we first 
used different networks with unshared weight to extract 
different modalities’ image features and then concatenated 
the extracted features together. There was a fully connected 
layer using the features for the progression prediction. 
Cross-entropy was chosen as our loss function to train 
the model. The processes of the networks and sequence 
combination are summarized in Figure 2A.

Model training was implemented in Python 3.7 and 
PyTorch 1.8.1 using a NVIDIA RTX 3090 24 GB graphics 
processing unit. We included several augmentation methods 
in the training process, including horizontal flip, vertical 
flip, and rotation. We evaluated the model performance via 
5-fold cross-validation, and best model was selected based 
on the highest area under the curve (AUC) of the validation 
set. Adam optimizer was used with a learning rate of 
1×10−4. The training batch size was 3 due to the limitation 
of computer resources. The training epoch was 50, with 
approximately 1 minute being required for 1 epoch training.

X-ray-based deep-learning method construction

In our study, we used ResNet200D as our X-ray-based 
model. The ResNet architecture comprises an input stem, 
4 subsequent stages, and a final output layer. The input 
stem has a 7×7 convolution with 64 output channels and 
a stride of 2. This is followed by a 3×3 max pooling layer, 
which also has a stride of 2. The stem reduces the input 
width and height by 4 times while increasing its channel 
size to 64. Each stage following the stem begins with a 
downsampling block and then several residual blocks. The 
downsampling block consists of path A and path B. Path A 
has 3 convolutions with kernel sizes of 1×1, 3×3, and 1×1, 
respectively. The first convolution has a stride of 2 to halve 
the input width and height, whereas the last convolution's 
output channel is 4 times larger than the previous 2, which 
is known as a bottleneck structure. Path B uses a 1×1 
convolution with a stride of 2 to transform the input shape 
into the output shape of path A, in which the output of both 
paths is summed to obtain the output of the downsampling 
block. A residual block is similar to a downsampling block 
but only uses convolutions with a stride of 1.

One can manipulate the number of residual blocks 
in each stage to achieve various ResNet models, such 

as ResNet-50 and ResNet-152. These models differ 
in the number of convolutional layers in the network. 
For our ResNet200D implementation, we introduced 
2 modifications: (I) we switched the stride of the first 
convolution in path A with that of the second convolution. 
The first convolution then had a stride of 1, while the 
second convolution had a stride of 2. (II) In path B, we 
added a 2×2 average pooling layer with a stride of 2 before 
the convolution, whose stride was changed from 2 to 1.

Clinical models and integrated models

Clinical  models  were developed using multi layer 
perceptron based on 8 clinical variables, including age, 
sex, body mass index (BMI), KLG, history of knee injury 
(a knee injured to a degree that it limited the ability to 
walk for at least 2 days), history of surgery (knee surgery 
or arthroscopy about 12 months prior to the last visit), 
and family history (blood relatives with knee replacement 
surgery for arthritis, in which all or part of the knee joint 
was replaced), and WOMAC pain score. We then the built 
integrated models by combining MR images with clinical 
features. We processed the concatenated features using a 
batch normalization layer. Details of the integrated model 
construction are shown in Figure 2B.

Interpretation of the deep-learning model

Grad-CAMs were used to highlight the class-discriminative 
region in the MR images for predicting the decision 
of interest. We created heatmaps generated from MR 
images, which displayed the key regions for the DeepKOA 
to classify the nonprogressive and progressive KOA. 
Specifically, the network architecture would output a set of 
feature maps after extracting features from the raw images 
through the convolutional and the pooling layers. A pixel 
in the feature map corresponded to a region in the raw 
images. The contribution of a pixel to the final prediction 
was shown as the intensity of the pixel value in the heatmap, 
with the region with a higher pixel value indicating a greater 
influence (49). To further eliminate the influence of noise 
on the results, the pixel value of the heatmap was sorted in 
descending order, and pixels with the top 10% value were 
selected, whereas the other pixel values were set to zero. A 
board-certified radiologist (with 12 years of experience in 
musculoskeletal diagnoses) read heatmaps of all the true-
positive cases slice by the slice at the 3 time points and 
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Figure 2 MRI analysis pipeline. (A) We designed a deep-learning model using a single or combined MRI sequences for progression 
prediction, including SAG-IW-TSE-FS, AXIAL-MPR-3D-DESS-WE, COR-MPR-3D-DESS-WE, and SAG-3D-DESS-WE. We 
extracted features from different MRI sequences with the unshared weight DenseNet and then concatenated the extracted features. After 
this, a fully connected layer was used to process the concatenated features. In addition to employing a single sequence for prediction, we 
also tested 2 combined approaches: (I) SAG-IW-TSE-FS and SAG-3D-DESS; and (II) SAG-IW-TSE-FS, AXIAL-MPR-3D-DESS-WE, 
and COR-MPR-3D-DESS-WE. (B) The pipeline of deep-learning model and integrated model fused clinical variables and MR images. 
For the classification model based on the whole knee image, the input was the MR images of the whole knee without cropping. A neural 
network processed the input images and extracted features. The image was classified as progression or nonprogression. Grad-CAM showed 
the activation map of the whole knee images. CNN, convolutional neural network; MRI, magnetic resonance imaging; SAG-IW-TSE-FS, 
sagittal intermediate-weighted turbo-spin echo sequences with fat suppression; SAG-3D-DESS-WE, sagittal 3D dual-echo steady-state 
water excitation; AXIAL-MPR-3D-DESS-WE, axial multiplanar reformation 3D dual-echo steady-state water excitation; COR-MPR-3D-
DESS-WE, coronal multiplanar reformation 3D dual-echo steady-state water excitation; MR, magnetic resonance; Grad-CAM, gradient-
weighted class activation mapping; 3D, 3-dimensional. 
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recorded the structures contained within the heatmaps.

Statistical analysis

Continuous variables are presented as the mean and SD, 
while categorical variables were presented as numbers 
and percentages, which were analyzed using the Mann-
Whitney test (including age, BMI, KLG, JSW, WOMAC 
pain scores) or χ2 tests (including gender, racial, injured 
history, family history, surgery history). Receiver operating 
characteristic (ROC) curves were used to evaluate the 
models’ performance in predicting KOA progression with 
the input of different MR sequences and different modalities 
(including images or/and clinical data) at different time 
points. The AUCs between the clinical models, X-ray-
based deep learning models, and DeepKOA at 3 time points 
were compared using Wilcoxon signed rank tests (50-52). 
A 2-step nonparametric statistical test (Friedman test and 
Nemenyi post hoc test) with P values was used to compare 
AUCs of different MR sequences at the same time point. All 

statistical analyses were performed using the SPSS version 
23.0 software (IBM Corp., Armonk, NY, USA). A P value 
<0.05 was considered statistically significant.

Results

Study characteristics

A total of 364 participants (182 per group) were screened 
from the FNIH cohort. Table 1 illustrates the comparison 
of clinical characteristics between the nonprogression and 
progression groups, and the results showed no significant 
differences in age, gender, BMI, race, history of injury, 
family history, history of surgery, WOMAC pain score, or 
JSW (all P values >0.05); however, KLG was significantly 
different (P=0.040).

Classification performance of DeepKOA

The performance of DeepKOA based on single or 
combined MR sequences in predicting future KOA 

Table 1 Baseline characteristics of the patients

Characteristics Progression (n=182) Nonprogression (n=182) P value

Age, years 62±9 62±9 0.552

Gender, female, n (%) 105 (57.7) 120 (65.9) 0.106

BMI, kg/m2 30.7±4.7 30.5±4.7 0.845

Race, n (%) 0.302

Non-White 34 (18.7) 42 (23.1)

White 148 (81.3) 140 (76.9)

Injury history†, yes, n (%) 66 (36.3) 61 (33.5) 0.582

Family history‡, yes, n (%) 32 (17.6) 24 (13.2) 0.245

Surgery history§, yes, n (%) 33 (18.1) 33 (18.1) >0.99

Kellgren-Lawrence grade, n (%) 0.040

1 23 (12.6) 24 (13.2)

2 77 (42.3) 99 (54.4)

3 82 (45.1) 59 (32.4)

WOMAC pain score 1.9±2.5 2.7±3.3 0.097

Joint space width, mm 3.8±1.4 3.9±1.0 0.172

Continuous variables are presented as mean ± SD, and categorical variables are presented as number (%). †, an injury sufficiently severe 
to limit the ability to walk for at least 2 days; ‡, having a blood relative who had knee replacement surgery for arthritis, where all or part of 
the knee joint was replaced; §, either knee underwent surgery or arthroscopy since the last visit about 12 months prior. WOMAC, Western 
Ontario and McMaster Universities Osteoarthritis Index; BMI, body mass index; SD, standard deviation. 
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progression over 24–48 months is presented in Table 2 and 
Figure 3. At baseline and 24 months, no significant AUC 
differences were observed between the single and combined 
MRI-based models (P=0.130 and P=0.050, respectively). 
At 12 months, the AUCs of DeepKOA built with single 
and combined MR sequences were significantly different 
(P=0.021). However, further pairwise comparisons indicated 

that the AUC of SAG-IW-TSE-FS was similar to that 
of the combined sequences including SAG-IW-TSE-FS 
(P>0.05) but higher than that of COR-MPR-3D-DESS-
WE (P=0.011) and SAG-3D-DESS-WE (P=0.028). There 
were no significant AUC differences between other single 
and combined MRI sequences.

DeepKOA based on SAG-IW-TSE-FS achieved AUCs 

Table 2 Comparison of performance between DeepKOA based on single and combined MR sequences

MRI sequences Baseline 12 months 24 months

SAG-IW-TSE-FS 0.664 (0.585–0.743) 0.739 (0.703–0.775) 0.775 (0.686–0.865)

COR-MPR-3D-DESS-WE 0.632 (0.582–0.682) 0.687 (0.632–0.742) 0.737 (0.667–0.807)

AXIAL-MPR-3D-DESS-WE 0.669 (0.634–0.703) 0.715 (0.648–0.782) 0.792 (0.711–0.873)

SAG-3D-DESS-WE 0.622 (0.573–0.670) 0.694 (0.645–0.742) 0.746 (0.691–0.802)

Combination 1 0.669 (0.595–0.743) 0.731 (0.707–0.754) 0.781 (0.691–0.872)

Combination 2 0.677 (0.601–0.754) 0.741 (0.679–0.803) 0.787 (0.721–0.854)

Combination 1 indicates the integration of SAG-IW-TSE-FS and SAG-3D-DESS sequences. Combination 2 indicates the integration 
of SAG-IW-TSE-FS, AXIAL-MPR-SAG-3D-DESS-WE, and COR-MPR-SAG-3D-DESS-WE sequences. Numbers in parentheses are the 
95% CI. MR, magnetic resonance; MRI, magnetic resonance imaging; SAG-IW-TSE-FS, sagittal intermediate-weighted turbo-spin echo 
sequences with fat suppression; SAG-3D-DESS-WE, sagittal 3D dual-echo steady-state water excitation; AXIAL-MPR-3D-DESS-WE, axial 
multiplanar reformation 3D dual-echo steady-state water excitation; COR-MPR-3D-DESS-WE, coronal multiplanar reformation 3D dual-
echo steady-state water excitation; 3D, 3-dimensional.

Figure 3 The predictive performance of different sequences at (A) baseline, (B) 12 months, and (C) 24 months. The solid line inside the box 
of the half violin plot shows the 95% CI of the AUCs obtained via 5-fold cross-validation. The dot on the line represents the mean of the 
AUC values. *, P<0.05. AUC, area under the curve; SAG-3D-DESS-WE, sagittal 3D dual-echo steady-state water excitation; AXIAL-MPR-
3D-DESS-WE, axial multiplanar reformation 3D dual-echo steady-state water excitation; COR-MPR-3D-DESS-WE, coronal multiplanar 
reformation 3D dual-echo steady-state water excitation; SAG-IW-TSE-FS, sagittal intermediate-weighted turbo-spin echo sequences with 
fat suppression; combination 1, SAG-IW-TSE-FS and SAG-3D-DESS; combination 2, SAG-IW-TSE-FS, AXIAL-MPR-3D-DESS-WE, 
and COR-MPR-3D-DESS-WE; CI, confidence interval.
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of 0.664 (95% CI: 0.585–0.743) at baseline, 0.739 (95% 
CI: 0.703–0.775) at 12 months, and 0.775 (95% CI: 0.686–
0.865) at 24 months, with a statistical difference (P=0.015) 
in the AUCs between the time points. Furthermore, the 
AUCs of DeepKOA based on SAG-IW-TSE-FS between 
baseline and 24 months were significantly different 
(P=0.004). Moreover, the sensitivity (baseline: 58.8%, 95% 
CI: 53.1–64.5%; 12 months: 63.2%, 95% CI: 56.4–70.0%; 
24 months: 66.5%, 95% CI: 57.2–75.9%) and specificity 
(baseline: 66.0%, 95% CI: 59.4–72.5%; 12 months: 70.9%, 
95% CI: 62.5–79.2%; 24 months: 71.5%, 95% CI: 61.5–
81.4%) of DeepKOA based on SAG-IW-TSE-FS increased 
with time, although there were no significant differences at 
the 3 timepoints (P=0.247 and P=0.104, respectively).

Comparison with the X-ray-based deep-learning method

The X-ray-based deep-learning method achieved AUCs 
of 0.573 (95% CI: 0.522–0.625) at baseline, 0.564 (95% 
CI: 0.531–0.597) at 12 months, and 0.613 (95% CI: 0.578–
0.647) at 24 months, which were significantly inferior to 
those of DeepKOA (P=0.043 for all time points).

Clinical models and integrated models

The clinical models achieved AUCs of 0.561 (95% CI: 
0.491–0.631), 0.605 (95% CI: 0.546–0.664), and 0.672 
(95% CI: 0.631–0.713) at baseline, 12, and 24 months, 
respectively. After DeepKOA was combined with the 
clinical variables, the integrated models yielded AUCs of 
0.639 (95% CI: 0.581–0.697), 0.709 (95% CI: 0.627–0.792), 
and 0.763 (95% CI: 0.668–0.858) at baseline, 12, and 
24 months, respectively. Figure 4 shows the comparison 
between clinical models, DeepKOA, and the integrated 
models at baseline, 12, and 24 months. The addition of 
clinical variables could not improve the performance of 
DeepKOA at any time point (all P values >0.05).

Interpretation of DeepKOA

Figure 5 displays the heatmaps of the correctly predicted 
and incorrectly predicted cases. We found that specific 
structural pathology, including cartilage damage, bone 
marrow lesions, meniscal tears, and hyperintensity in the 
infrapatellar fat pad and suprapatellar fat pad, as well as 
some regions with changes that could not be discriminated 

Figure 4 The classification performance of clinical model, DeepKOA, and the integrated model at 3 time points. The ROC curves in the 
upper row demonstrate the comparisons between the clinical models and DeepKOA at (A) baseline, (B) 12 months, and (C) 24 months. The 
ROC curves in the lower row indicate the comparison between the clinical models and integrated models. The DeepKOA was built on the 
SAG-IW-TSE-FS sequence. ROC, receiver operating characteristic; SAG-IW-TSE-FS, sagittal intermediate-weighted turbo-spin echo 
sequences with fat suppression.
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by the human eye, were highlighted on heatmaps of the 
correctly predicted cases. However, the hot spots in most 
incorrectly predicted cases were diffuse and could not 
be attributed to concrete structures. Figure 6 shows the 
proportions of the highlighted regions with the top 10% 
pixel values in true-positive samples at baseline, 12, and 
24 months. We observed that the patellofemoral joint 
was highlighted with increasing frequency as over time, 

while decreasing frequency was found for the tibiofemoral 
joint. The meniscus, the infrapatellar fat pad, and muscles 
posterior to the knee were highlighted to varying degrees.

Discussion

In this study, the feasibility of multimodal MRI-based 
DeepKOA in forecasting the structural and symptomatic 
progression of KOA over 24–48 months was assessed. 
We first identified the SAG-IW-TSE-FS as the optimal 
sequence to develop a prediction model, the performance of 
which was very close to that of the combined MR sequences 
at any time point and superior to the deep-learning model 
built on X-ray. However, the accuracy of DeepKOA 
could not be further enhanced by the additional of clinical 
variables. The post hoc analysis using Grad-CAM revealed 
the tibiofemoral joint to be the main structure contributing 
to KOA progression at first but was later replaced by the 
patellofemoral joint. Moreover, the infrapatellar fat pad was 
consistently indicated as having an important role.

We did not aim to develop a superior KOA progression 
prediction model using MR images. Instead, the main goal 
of this study was to explore the predictive validity of MR 
images in combination with deep-learning analysis. Using 

Figure 5 A visual comparison of attention maps generated by Grad-CAM between the properly anticipated cases (D-F) and the wrongly 
predicted cases (H). The first row represents the corresponding original MR images (A-C,G). (D-F) Shows cartilage damage and bone marrow 
lesions in the patellofemoral joint (D) and the tibiofemoral joint (E), as well as the infrapatellar fat pad (F) with changes that are beyond the 
human eye. (E) Simultaneously shows meniscal damage. Grad-CAM, gradient-weighted class activation maps; MR, magnetic resonance.

Figure 6 The proportions of the regions highlighted on the 
heatmaps. The columns of each structure from left to right 
indicate the percentage of corresponding regions at baseline, 12, 
and 24 months. PFJ, patellofemoral joint; TFJ, tibiofemoral joint; 
IPFP, infrapatellar fat pad; MEN, meniscus; MUSCLE, muscles 
posterior to the joint.
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384 knees, the deep learning method was able to predict 
progression over a maximum time span of 48 months, 
demonstrating the potential value of using MR images 
to predict OA progression. Interestingly, the specificities 
were always superior to the sensitivities at each time point 
(baseline: 66.0% vs. 58.8%; 12 months: 70.9% vs. 63.2%; 
24 months: 71.5% vs. 66.5%). This would be beneficial for 
differentiating patients who experience disease progression 
from those who would not and thus allow for the better 
selection of participants for novel disease-modifying  
drug trials.

The performance of DeepKOA was superior to that 
of the X-ray-based deep-learning method constructed 
on the same population. It has been shown that before 
the development of the first radiographic abnormalities, 
more than 10% of knee cartilage volume loss and over 
40% of knee cartilage deficiency can be observed (19,53). 
Knee JSW loss, an indicator of radiographic progression, 
represents a variety of changes including abnormalities of 
cartilage, subchondral bone, and meniscus, all of which can 
be observed on MRI (20,54). Moreover, semiquantitative or 
quantitative measurement indices of these lesions detected 
on MRI have also been proven to be associated with KOA 
radiographic and pain progression (42,55,56). Therefore, 
as demonstrated in our investigation, there is promise for 
the possibility to predict future radiographic progression by 
detecting more sophisticated changes in the knee earlier on 
MRI before JSW narrowing can be detected on X-rays.

In our study, the proposed SAG-IW-TSE-FS sequence 
was found to be optimal for developing a prediction model, 
yield very similar AUCs to those of other single and 
combined MR sequences at baseline and 24 months without 
significant differences. Meanwhile, the combination of 
the SAG-IW-TSE-FS, AXIAL-MPR-SAG-3D-DESS-
WE, and COR-MPR-SAG-3D-DESS-WE sequences at 
baseline tended to perform better. We can infer that the 
pathological changes were at evident at such an early time 
point (baseline) but could only be apparent in combining 
all the dominant sequences of all lesions; for instance, 
all the lesions, except osteophytes, were displayed better 
on SAG-IW-TSE-FS, and could be easily detected on 
axial, sagittal, and coronal 3D-DESS-WE (44). Previous 
animal OA models indicated that the first change in the 
development of OA was subchondral bone marrow lesion, 
with the cartilage degeneration and meniscal pathology 
potentially being mediated by biomechanical changes 
through the subchondral bone (57). Hence, at 12 months, a 
relatively early period, the model built on SAG-IW-TSE-

FS most sensitively demonstrated the bone marrow lesion 
performed significantly better than did COR-MPR-SAG-
3D-DESS-WE and SAG-MPR-SAG-3D-DESS-WE. 
However, cartilage degeneration may not be so obvious 
at this time such that even combined with axial, sagittal, 
and coronal DESS, the models’ performance could not be 
improved as compared to that of only SAG-IW-TSE-FS. 
Moreover, we deduced that for the development of OA, 
the main structures that function for KOA may change 
from the tibiofemoral joints at an early time point to the 
patellofemoral joints at a later time point. This may account 
for the fact that the AXIAL-MPR-SAG-3D-DESS-WE 
sequence, on which the patellofemoral joint was detected 
excellently in a plane orthogonal to the cartilage plate (45), 
tended to perform better than did the other single and 
combined sequences at 24 months.

We  a l s o  e x t r a c t e d  G r a d - C A M  f r o m  t h e  3 D 
DenseNet169 architecture to preliminarily clarify its 
functional mechanism. According to the heatmaps of 
different time points, the tibiofemoral joint played a larger 
role at the earlier time point in the disease progression that 
was later superceded by the patellofemoral joint. No studies 
on this mechanism have been conducted thus far. We 
concluded that weight bearing and knee joint malalignment 
figure prominently in the progression of primary KOA (58), 
and these may primarily damage the tibiofemoral joints. 
While damage to the patellofemoral joint, particularly 
during activities requiring a high degree of flexion, may 
influence disease progression, it is not obvious at an early 
stage. This phenomenon could also explain why the 
AXIAL-MPR-SAG-3D-DESS-WE sequence, on which 
the patellofemoral joint was detected excellently in a plane 
orthogonal to the cartilage plate, tended to perform better 
than did the other single and combined sequences at  
24 months. Although the relevance of the infrapatellar fat 
pad in KOA progression remains unclear and has been 
investigated less thoroughly, it was also highlighted in the 
early to late periods by the deep-learning method. It is 
hypothesized that infrapatellar fat pads secrete cytokines 
and adipokines, causing local inflammation to enter a 
vicious circle that affects surrounding tissues, eventually 
leading to a chronic and perpetually inflammatory  
state (59). Therefore, it is reasonable to indicate that our 
model successfully perceived information about the whole 
knee and initially demonstrated the responsible structures.

Our experiments also showed that feeding clinical 
data did not enhance performance in a model in which 
only the image modality was applied. This might be due 
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to the fact that the image-only modality itself already 
achieved a relatively moderate accuracy for differentiation 
and accounted for the main contribution of the proposed 
multimodality method and the demographic and that 
clinical features were beneficial for improving the diagnostic 
performance and robustness.

There are some limitations in this study. First, the 
image quality might have affected the performance of 
the deep-learning model despite the fact that various 
centers performed the same scanning standards. Second, 
this study was performed on a single database and lacked 
external validation, as it was difficult to obtain available 
nested case-control and longitudinal follow-up data for OA 
investigation. However, we derived and internally validated 
the accuracy of DeepKOA through 5-fold cross-validation. 
Once externally validated, our model has the potential to 
facilitate management decisions by providing sequential 
risk estimates that can be used in conjunction with clinical 
judgment to improve the care of patients at high risk of 
progression. Third, the sample size of this study was too 
small to explore the differentiation between different 
levels of disease. Therefore, a large-scale cohort is needed 
to improve the performance of DeepKOA to analyze it 
further. Fourth, we did not explore the role of the structural 
subregions, such as the bone, cartilage, and meniscus in 
the prediction of KOA progression, as it is challenging to 
segment these subregions. Finally, pain progression was 
assessed using questionnaire-derived WOMAC scores, 
which may be subjective but unavoidable.

Conclusions

In conclusion, this present study established a deep-
learning system called DeepKOA for predicting KOA 
progression based on the SAG-IW-TSE-FS sequence at 
different time points. The DeepKOA performed better 
than did the clinical models and X-ray-based deep-learning 
models. By using the fully automated and advanced deep-
learning technology, our study provides insights for future 
development of more clinically practical methods.
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