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A B S T R A C T   

In times of global crises, the resilience of production chains is becoming increasingly important. If 
a supply chain is interrupted, a cost-effective solution must be established quickly. In the context 
of Industry 4.0, the concept of smart manufacturing offers a solution for fast and automated 
decision-making in production planning. The core idea of smart manufacturing is the digitali
zation of the product life cycle and the linking of individual phases of this cycle. Computer Aided 
Process Planning (CAPP) plays an important role as the connecting element between design and 
manufacturing. An important prerequisite for CAPP is the automated analysis of 3D models of 
components. The aim of this work is the development of an automatic feature recognition (AFR) 
-method to recognize geometric manufacturing features and their properties from 3D-models and 
then store them in a knowledge base. In that way, the result of the design can be automatically 
analysed and compared with manufacturing information afterwards in order to achieve an 
automated process planning. Geometric and topological information of a 3D model (STEP-AP242 
format) generated by CAD systems is extracted by a Python-script developed and stored in an 
ontology-based knowledge base. The extracted product data is analysed using a Python-script to 
identify manufacturing features. To provide a comprehensive extensibility of the model, geo
metric features are defined according to a layered and hierarchical structure.   

1. Introduction 

In the context of Industry 4.0, smart manufacturing approaches offer a solution to reduce manufacturing costs and delivery times 
[1,2]. In addition to automated production, this concept also considers the digitisation and linking of all elements of supply chains. 
There are mainly three concepts for computer-aided approaches: (1) Computer Aided Design (CAD), (2) Computer Aided Process 
Planning (CAPP) and (3) Computer Aided Manufacturing (CAM). Process planning still requires human input to analyse the design of a 
product and to determine a suitable manufacturing process [3]. Since engineers often have incomplete data about manufacturing 
capacities the analysis of products cannot be done in real-time. Therefore, an automated solution for analysing and providing data is 
needed. 

CAPP is an important link between Computer Aided Design (CAD) and Computer Aided Manufacturing (CAM). A digital description 
of parts is required as inputs for CAPP systems. The Standard for the Exchange of Product model data (STEP) provides a good way to 
store and share information about a 3D models of parts. A STEP file (AP242) contains geometrical and topological descriptions of 3D 
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models, Model-Based Definitions (MBD) and Product Manufacturing Information (PMI), such as annotations of geometric dimen
sioning and tolerancing, fits or other dimensions. To perform an automated analysis of 3D parts, a semantic description can be derived 
from the information in the STEP file. The semantic description of geometric features and their properties of a 3D-CAD model can be 
used for (semi-)automated production planning. In Koehler et al. [4] the authors of this work presented a method for a Knowledge 
Graph-based description of manufacturing technology capabilities. The automated production planning can be achieved by matching 
the geometric properties of parts with capabilities of manufacturing machines. Due to the different types of information, a digital 3D 
model cannot directly be compared with manufacturing process data in order to decide about manufacturability. A 3D model is 
described by geometric and topological information. In order to compare this 3D model with process data, the part must be described 
semantically and in a machine-interpretable way. The semantic description of geometric elements of parts is called feature [5]. The 
derivation of these features from related geometry elements is called automatic feature recognition (AFR) [3,6,7]. 

In the state-of-the-art, a lot of AFR models are described and presented [3,6]. However, there are still some challenges in that field, 
that have not been fully solved. One of the most critical challenges is the extensibility of an AFR-model [3,8]. It is nearly impossible to 
define all possible features generally applicable at once. Thus, there must be the option to continuously add new features to the model. 
In their work, Wang and Yu [8] presented an AFR model based on an ontology to achieve effective extensibility. Although this model 
shows great potential, there is still space for improvement. For example, this model cannot optimally handle or recognize interactive 
features [8]. The combination/interaction of two features can often disrupt the original definitions of the features and cause false 
recognition. Consequently, the ability to handle interactive features is also another main requirement for AFR systems [3]. 

This is where this work follows up with the development of an ontology-based AFR-model. With the help of our approach, geo
metric features of digital 3D models can be determined and stored in a machine-interpretable, easily extendable knowledge base. The 
goal of this work is the development of a method, which enables the extraction of geometric component features and to insert them 
afterwards into a knowledge base (Knowledge Graph (KG)). The required knowledge base is to be developed in order to store in
formation of components and recognized features, thus preparing them for further use. The method and the enriched KG should be 
easily extendable and modifiable. 

The base of this work is a layered and hierarchical structure of the feature library. This enables the separation of the geometric 
description of components and the linking of these with manufacturing processes. Furthermore, new features can be added easily in 
both independent hierarchical layers. In the first step, the faces of a part are assigned to predefined Basic Features (BF) according to 
their topological and geometrical properties. By combining the BF among each other and adding additional geometric restrictions, 
manufacturing process-related Manufacturing Features (MF) can be defined. With the help of this layered structure, both the BFs and 
the MFs can be easily extended. Furthermore, the layered description of the geometry of the part also allows it to handle interactive 
features. 

2. Related work 

By using MFs, the digital model of a part can already be prepared for subsequent processes during design. According to Weber [5] 
and Haasis [9], a feature is an additional semantic descriptive element of a product that describes non-geometric and geometric 
properties. Examples are holes, threads, slots and properties of surfaces. Semantic feature descriptions can be divided into 
function-oriented, geometry-oriented, and technology-oriented semantics [10,11]. This division leads to the distinction of different 
feature types made in the literature. A distinction is made between shape features, design features, manufacturing-related features, and 
compound features [12,13]. Shape features embody the geometric properties of the components as well as specific areas of the 
components [13]. Design features also contain the geometric properties of the components and additionally contain information about 
the intended task of a component, or a subarea of the component [14]. Manufacturing-related features represent, in addition to the 
geometric properties, semantic descriptions which can be used for the manufacturing of the product [15]. 

In order to be able to use the features defined in the design for production or for evaluation of components, they have to be 
extracted from 3D models. In general, systems for feature extraction and recognition from different CAD files combine information 
which is collected at a relatively low level (points, lines and curves) and convert them into features (holes, chamfers, slots, cylinders) 
[7,16,17]. Feature recognition methods can be divided into five areas [3,7,18,19]: (1) syntactic pattern recognition [20–26], (2) 
graph-based recognition [6,19,27–35], (3) logic rule-based recognition [36–43], (4) hint-based recognition [32,38,44–46] and (5) 
artificial neural nets [18,32,47–50]. 

The syntactic pattern recognition (SPR) method describes the recognition of features based on matching with previously defined 
geometric patterns [51]. Depending on the representation type, the pattern can be a string or a graph. At the beginning of the 
recognition process, patterns representing the features are predefined. During the recognition process, the geometry of a part is then 
compared to predefined patterns. When a geometrically matching pattern is found on the part, this geometry is recognized as a feature 
[3,6,23]. While this method can successfully detect some features, it has also a weakness: only 2D profiles of a 3D model is considered 
in this method. It lacks a holistic consideration of the model, which is why information about 3D profiles of the model can be lost. For 
this reason, the SPR method is mostly suitable for symmetrical components [3,6,20]. 

In graph based recognition (GBR), faces, dependencies and features are represented graphically using nodes and edges and eval
uated using graph theory methods [29,51]. Features to be recognized are defined according to connection types (concave or convex). 
At the beginning of the process, an Attributed Adjacency Graph (AAG) is generated from a part. This AAG contains information about 
connections and connection types of all faces of a component. By comparing the AAG with predefined definitions of features, it is 
possible to recognize the features of a component [3,6]. An advantage of this method is its comprehensive and expedient extensibility. 
The features’ simple and modular definitions facilitate the extension and modification. However, there is a problem with the sensitivity 
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of recognition in a purely GBR-based model. In most cases, only connections between faces are considered when defining features, but 
other geometric information is lost in this representation. This problem can be solved by using a combination with other AFR methods 
[52]. This problem is particularly noticeable when representing features that interact with each other [3,6]. 

Logic rule-based algorithms (LRBR) operate on decision logic rules. By those, certain shapes are recognized and sorted accordingly 
[8,51,53]. Actually, logic rules are used in all feature recognition methods. The characteristic of the LRBR method is that in the other 
methods, the logic rules are only applied in feature recognition process, while in this method logic rules are also used for the inter
pretation of a part. Here, geometric and topological information is directly analysed with logic rules to extract high-level information 
[3,6–8]. 

With the help of logical rules, the model has high stability and a high potential to detect complex features. However, due to the 
embedding of logical rules in the representation of a component, it is difficult to consider the representation phase and recognition 
phase separately. Therefore, this method is characterized by relatively low flexibility and extensibility [3,7]. 

Finally, features can also be recognized and classified using machine learning methods based on artificial neural networks (ANN). 
An ANN is a network of nodes and links between those nodes. Each node is characterized by input, an arithmetic operation and 
weighting. Input is either the output data or one or more outputs from other nodes. An ANN can learn from using sample data and apply 
the learned rules to previously unseen data. The inputs and the weights of nodes are constantly changed during the learning process. 
Thus, the database for training the networks is essential. If the learned rules are to be extended to new geometric features, the network 
must be trained again [3,18]. Since the extensibility of the feature library is one of the main challenges to be solved in this work, ANNs 
will not be considered further on. 

As presented, there are two main challenges for AFR models: expandability of feature libraries and handling of interactive features. 
To achieve good extendibility and proper handling of interactive features, this work focuses on solving the following challenges: (1) 
expandability of feature library, (2) integration of modules, (3) handling of complex features, and (4) robustness of recognition. The 
different AFR methods presented are evaluated and compared below based on the above challenges. 

2.1. Expandability of feature library 

One of the main requirements of an AFR method is a high detection rate. Ideally, AFR models should be able to recognize all 
features of a component. It is relatively easy to recognize primitive features that are separated from each other, such as holes, linear 
grooves, or simple pockets. In reality, these features often do not occur alone or independently of each other. Primitive features are 
often interconnected and are then referred to as interactive features. This interaction of features can disrupt the original definitions of 
features and lead to false detections. The ability to handle interactive features can therefore be used as a benchmark for AFR models 
[3]. In the past, attempts have been made to define each interactive feature separately to solve the problem of recognizing interactive 
features. But the possible combinations of features are almost innumerable. Due to the lack of standards, the combinations of features 
are mostly dependent on the intended functions of the design and the habit of engineers. Therefore, it is very difficult to enumerate all 
possible combinations of features. A practical solution to this is to develop an AFR model with an easily extensible feature library so 
that the model can always be updated and extended. For this reason, extensibility is also noted as an important benchmark in recent 
research [3,8]. 

Ontologies offer a good solution for the quick extensibility of feature libraries. With a hierarchical structure and the opportunity to 
connect individual features among themselves over so-called triple relations, it is possible to use characteristics of existing features for 
the creation of new features. Thus, an easy extensibility of the library is given. Selected studies on ontology-based feature extraction 
are presented in more detail below: 

In their work, Wang and Yu 2014 present an ontology-based automatic feature recognition framework. The authors aim at a 
standardized description of features using an ontology. The use of the presented ontology offers advantages due to a high level of 
flexibility, maintainability and traceability. The authors show that it is possible to represent features by means of an ontology on the 
one hand and to recognize features on the other hand. In the model of Wang and Yu connection types (e.g. concave/convex con
nections) of the faces are extracted first. Using logical rules, the faces that are connected in a concave way to each other are recognized 
as a face set (concave connected face set). This process is called decomposition in their paper. When the decomposition is done, face sets 
are compared with predefined rules to detect features. It is assumed in this model that each face set represents exactly one feature [8]. 

Ma et al., 2020 are using a graph-based feature recognition method in combination with an ontology. In their paper, the authors 
represent recognized features of a turning process in an ontology in order to use them as input for an automated production planning 
approach. Since the ontology is not used for feature detection in this case, there are no suitable means of extensibility for the method 
[51]. 

Due to the similarities between the structure of STEP schema and the structure of an ontology, it is possible to map the STEP schema 

Fig. 1. Basic principle of mapping STEP schema into ontologies.  
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into ontologies. In previous research work, approaches have already been developed to represent the STEP schema in ontologies. In 
2009, a model OntoSTEP was presented in the article of Ketan and Yaqoub [20], which allows to represent information of a STEP file in 
an ontology. In 2015, OntoBRep was presented in the paper by Perzylo et al. [54]. This model allows not only mapping STEP infor
mation into an ontology, but also further analysis of this information. In 2014, a similar model was presented in the paper of Wang and 
Yu [8]. This model focuses on feature recognition using information from STEP schema, which was previously mapped into an 
ontology. 

The mapping concepts in the above contributions are similar. The basic principle for this can be illustrated as in Fig. 1. 
Objects of the STEP schema are represented as entities, subentities, attributes and instances. Similarly, objects in an ontology can be 

represented as classes, subclasses, properties and individuals. Furthermore, the classes of an ontology and entities of the STEP schema 
can be hierarchically classified as super/subentities and super/subclasses. Therefore, it is possible to represent entities and instances 
from the STEP schema as classes and individuals in an ontology without changing their hierarchy. Objects of the STEP schema can be 
linked by attributes to other objects or other data such as strings, Booleans or numbers. In an ontology, Data and Object Properties 
exist, that can connect classes and individuals to other classes and individuals or to other data [8,20,54]. 

2.2. Integration of modules 

When different modules of a software program are highly integrated with each other, it is difficult to modify and manage them. In 
this paper, a method to separate the representation of 3D models and the detection of features is presented, so that in future work one 
can extend the feature library without modifying other parts of the model. In LRBR (Logic Rule-Based Recognition), there is usually no 
separate representation module. Geometric and topological information is directly compared with logical rules to recognize features 
[3,7]. Due to overly complex logical rules, it is time-consuming to extend the model. In HBR (Hint Based Recognition), a representation 
module exists, but this module is highly integrated with the recognition module. Shapes of hints directly influence the definitions of 
features. Moreover, this representation module is highly dependent on manufacturing processes [3,6,46]. The GBR (Graph-Based 
Recognition) method provides a structure for separating the representation module from the recognition module. In this method, a 3D 
model is first represented by AAGs (Attributed Adjacency Graph). A separate recognition module has the task of comparing these AAGs 
with predefined patterns of features [29]. 

2.3. Handling of complex features 

Most models have no issue with recognizing simple features such as slots, pockets, or steps. In reality, these features often do not 
appear as single features, but combined together as interactive features. Some combinations of simple features form reasonable 
patterns for manufacturing processes, therefore these combined simple features should be recognized collectively as one complex 
interactive feature. Due to the loss of information, the GBR method can only handle interactive features to a limited extent [3]. 
Moreover, the AAG (Attributed Adjacency Graph) can be very complex when features are connected with one another [3]. In the LRBR 
method, it is possible to correctly identify interactive features. However, required logical rules are costly and complex. The LRBR 
method focuses on the geometries of faces and the relationships between faces. For example, the definition of Cross-Slot requires at 
least 9 faces to be linked (8 side faces and 1 base face), while the definition of a simple Slot only requires constraints on 3 faces (2 side 
faces and 1 base face) [3,7] (see Fig. 6). The HBR method can simplify the definition of interactive features because it does not require a 
holistic consideration of all faces, but only consideration of hints [3,6,46]. 

2.4. Robustness of recognition 

The interaction of two nearby features can suppress the definition of individual features, so that these features cannot or only be 
recognized incorrectly. A complete definition that considers all relevant information can improve robustness of detection. Due to loss 
of information, it is difficult to create a complete definition using GBR methods [3]. At this point, the LRBR method and the HBR 
method have similar characteristics and therefore both are suitable for a complete definition [3]. 

Four state-of-the-art conventional AFR methods exist, but since the SPR (Syntactic Pattern Recognition) method is only suitable for 
symmetric 3D models, this method is not considered. The GBR method can solve the integration between modules well, but due to loss 
of information, it is difficult to handle interactive features with it. The HBR method enables high robustness and can handle interactive 
features well. However, the HBR method is highly related to manufacturing processes by nature, since this method is based on hints of 
manufacturing processes. Which makes it difficult to improve extensibility of the HBR method in order to use the method for different 
manufacturing processes. In this work the LRBR method was chosen, since this method has high robustness and allows treatment of 
interactive features. The two major drawbacks of this method are complexity of the logical rules and strong integration from the 
representation module and recognition module. Due to these drawbacks, a model based on LRBR method has weak extensibility. 

3. Materials and tools 

For the investigation in this paper, the STEP format for storing geometric information of 3D models was used. STEP is a widely used 
exchange standard for product data, for which different Application Protocols (APs) are defined for different use-cases. In this work 
AP242 according to ISO 10303-AP242:2020 [55] was used, which allows to store MBDs and PMI as it is typically found in technical 
drawings (geometric dimensions and tolerances, surface specifications, etc.). Product information that is not represented by the 
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geometry and would be lost in other STEP APs can be annotated in the 3D model and exported by STEP AP242. Currently, the function 
of exporting thread dimensions is not supported (yet) by this protocol. 

In addition to the analysis of product data, a knowledge representation method is required to represent and store extracted in
formation, geometric features, and other product data and their relations. In this work, due to the richness of modelled knowledge, an 
ontology as knowledge representation method is used. The ontology data format used is OWL (Web Ontology Language) [56]. Despite 
the possibility of modifying and writing an OWL file directly, a graphical user interface application can greatly simplify this process. In 
this work, the application “Protégé" [57] from Stanford University is used to manage the ontology. 

Furthermore, a Python script for STEP file analysis and extraction process is developed in this work. The Python package Owl
ready2 is used in this work to exploit contents of the knowledge base and process them using Python code. Owlready2 is an open- 
source Python package introduced and developed by Jean-Baptiste Lamy [58]. This package provides the possibility to load and 
modify objects of an ontology as Python objects (such as classes, instances and attributes). Furthermore, with help of Owlready2 it is 
possible to load several ontologies at the same time in Python, which allows to exploit the content of ontologies and Knowledge 
Graphs. 

4. Methodology 

After explaining materials and tools used in this work, the methodology and their implementation is described in this chapter. The 
proposed model can be divided into two parts. In the first part, the entities of the STEP schema (e.g. faces and edges) are translated into 
a KG. Here, existing approaches from the state-of-the-art of the authors Ketan and Yaqoub 2010 [20], Perzylo et al., 2015 [54] and 
Wang and Yu 2014 [8] are used and implemented in self-developed software and KGs. In the second part, semantically described 
features are derived from the elements stored in the KG using ontology-based logical rules. As described in chapter Related Work, this 
method has the disadvantages that on the one hand a low extendibility is given and on the other hand interacting features cannot be 
recognized sufficiently. The compensation of these disadvantages takes place in this work in two steps: (1) a hierarchical structure of 
feature libraries, according to Wang and Yu [8], described in a taxonomy, and (2) by a layered model of different geometry- and 
manufacturing-related feature types. The novelty of this work consists in the combination of the hierarchical approach of Wang and Yu 
[8], with a novel, ontology-based, layered feature recognition model. The underlying ontologies, taxonomies, KG, logical rules, and 
software source code were developed by the authors of this work themselves and hence, represent a scientific novelty. Furthermore, 
the feature libraries were developed following current standards of manufacturing technology, which is also to be considered a 
novelty. 

Fig. 2 shows the structure of our proposed model, which will be described in the following. The input of the system is a STEP file. In 
the first step, a Python module extracts the required product data from this file. Before data can be stored in an ontology, the cor
responding STEP schema must first be mapped into an ontology. Extracted data can then be subsequently stored in the ontology. After 
this mapping, another Python module recognizes and semantically describes the component’s geometry in terms of features. Input for 
this module are STEP instances that were stored in the KG. Recognized features are then saved in the KG. 

4.1. Extraction of STEP-Entities 

The feature recognition process consists of two steps: (1) pre-treatment and (2) recognition. In the pre-treatment step, entities 
extracted from a STEP file are analysed to derive required high-level information, such as connection types. In the recognition step, 
features are recognized using existing information and logical rules. First, the STEP schema is mapped into an ontology. Then, features 
and their corresponding relations to each other and to other geometric elements are defined and stored in the KG. 

In this section, the workflow for extracting STEP instances and storing these instances in the KG is presented. The workflow consists 
of three steps: (1) mapping of STEP schema, (2) extracting instances, and (3) storing instances (see also Fig. 2). 

To store the instances of a STEP file in the ontology, a mapping of the STEP schema in an ontology is required. In this mapping, 
objects of the STEP schema are represented as classes or properties. After that, STEP instances extracted from a STEP file are stored 

Fig. 2. Illustration of the proposed model with input and output data.  
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under the corresponding classes. 
As described before, the STEP schema has a similar structure as OWL. Therefore, most objects of the STEP schema can be directly 

represented in ontologies. Fig. 3 shows the representation of STEP entities in the ontology. STEP entities are represented as classes in 
the ontology, and attributes of entities are represented as properties. Similar methods have been used in some previous research. The 
basic idea of mapping the STEP schema is inspired by Ketan and Yaqoub [20], Perzylo et al. [54] and Wang and Yu [8]. 

Although most objects of the STEP schema are similar in structure to OWL objects, there are exceptions. The biggest difference 
between STEP schema and OWL are data types (datatype in OWL and TYPE in STEP schema). The OWL datatypes are essentially classic 
datatypes such as int, float, Boolean, string, etc. However, data types of the STEP schema are more complex. In addition to the classic 
data types, the STEP schema has specially defined data types such as measure_value, mass_value, and geometric_tolerance_target. All data 
types defined in STEP schema that represent a number or a string can be considered as subtypes of respective classical data types, since 
these data types inherit properties of respective classic data types. In this work, these special data types are mapped as their corre
sponding simple data types in the ontology. An accompanying drawback is the loss of semantic meaning of these datatypes. For 
example, if the datatype mass_value is mapped as a float, it is no longer possible to recognize that the content of this datatype is a weight 
measurement. This problem was solved by using additional properties. The semantic meaning of datatype mass_value can be repre
sented by object properties like hasMassValue combined with datatype float. 

Except for complex data types, there is a data type list in the STEP schema. Although OWL has no such data type, it is possible to 
represent this data type via a workaround. In ontologies, a property can connect any number of objects, which is why a list can be 
represented by using a property multiple times. While the content of the list can be mapped, the order of list elements is not yet 
mapped. In STEP schema elements of a list have a certain order. This information is particularly important for the representation of B- 
spline lines. In the representation of B-spline lines, nodes of lines are stored as a series of coordinates in a list. Changing the order of 
these nodes can lead to changing the shapes of a B-spline line. 

In the paper of Ketan and Yaqoub [20] a solution for this problem was presented. For each element of a list, an individual is created 
in the KG. First, all individuals are connected to the list. Then individuals are connected according to the order by the object properties 
hasNext and isNextTo. With the help of these properties, one can successfully map the order in an ontology. In this work, this method is 
used to represent nodes of B-spline lines (see Fig. 4). 

This section of our paper focuses on how STEP instances can be modelled as OWL individuals in a KG. As described previously, the 
STEP schema is mapped into an ontology in order to further process individuals and their dependencies. This ontology contains classes 
as well as their relations and is called TBox (Terminological Box). Individuals of these classes are described in the KG. The ontology 
containing individuals is called ABox (Assertional Box). By separating the ABox from the TBox, the structure of our model can be made 
more flexible and clearer, and the concept and application scenarios can be considered in a more modular way. Fig. 5 shows the 
workflow of this process step. Modelled individuals can be linked to the respective objects by properties, just like instances of STEP 
files. For example, an instance of an entity line is connected to an instance of an entity cartesian_point. Furthermore, the instance of 
cartesian_point is connected to a list of numbers. This can be used to describe the geometry and position of a line. 

4.2. Feature recognition 

After extracting STEP instances, geometric data of the STEP file is stored in a KG. This data was used to perform the feature 
recognition in this work. To determine the design of the recognition process, a suitable feature recognition method has to be selected 
first. In this work, an ontology-based LRBR method was used in order to compensate for the drawbacks of this method. In the following, 
the compensation methods used in this work are presented. 

4.2.1. Hierarchical structure 
One major drawback of the LRBR method are complex logical rules for feature recognition. This drawback is in particular 

Fig. 3. STEP Schema (entities and attributes) which is represented in the ontology (according to Refs. [8,20,54]).  
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noticeable in the detection of complex interactive features. Since interactive features consist of simple features, it is reasonable that 
much of the information derived from the recognition of simple features can also be used for the recognition of interactive features. 
Therefore, complex logical rules can be simplified by reusing previously derived information. 

Wang and Yu present an ontology-based AFR model in their work [8]. In their model, features are hierarchically defined as su
perclasses and subclasses in an ontology (see Fig. 6). Due to the properties of ontologies and taxonomies, subclasses can inherit 
definitions of superclasses, allowing the reuse of previously inferred information. This hierarchical feature library significantly reduces 
the required logical rules in feature recognition. For example, Through Cut is a group of faces that are connected as a loop. Through Hole 
is a subclass of Through Cut and inherits the definitions of this class. Therefore, the constraint for relationships between the faces is not 
required for the subclass, only a specific constraint on shapes of faces. 

In this work, the hierarchical structure of the feature library from Wand and Yu [8] was adapted, to reduce the complexity of 
definitions of complex features. At the same time, the extensibility of feature models can be improved by reducing the work required to 
extend new features. However, there is still potential for improvement in reusing information. The hierarchical structure of feature 
library enables the description of features by vertical relations between subclasses and superclasses, however, interactive features 
cannot be described ideally in this way yet. For example, Cross Slot in Fig. 6 is a combination of four Slots. The relation between Cross 
Slot and Slot is not “Cross Slot is a Slot”, but “Cross Slot consists of four Slots”. Therefore, this relation cannot be described by subclasses 
and superclasses. A horizontal relation between two features defined by properties is needed. The challenge here lies in the fact that 
Cross Slot is on the same hierarchical level as Slot. The description of relation of two objects standing on the same hierarchy level is not 

Fig. 4. Representation of knots of a B-Spline-Line in ontology according to [20].  

Fig. 5. Process of loading, creating and saving extracted information in the ontology.  

Fig. 6. Taxonomy of features according to wang and yu [8].  
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logical and could complicate the hierarchy. In order to describe this horizontal relation more logically, simple features and complex 
features (which consist of simple features) should be on two different levels. Therefore, in this paper, a novel layered structure of the 
feature library is presented to solve this problem. This layered structure also serves as a solution for separating the representation 
module from the recognition module and thus a solution for integrating modules. 

The main requirement for BFs is a high degree of coverage. In this work, a high degree of coverage is defined as the usage of every 
face of a 3D model for the definition of at least one BF. Hence, the complete part is represented by BFs. If a face is not assigned to a BF, 
information of this face is lost for the definition of MFs. A direct solution to this would be to list all possible geometric elements. This is 
nearly impossible and would be also very time-consuming. The solution to this is to define features topologically using a hierarchical 
classification. For example, cylindrical, rectangular, or conical holes are geometrically different, but these features can be described 
topologically as “a set of the concave connected faces that together form a closed curve”. The three features can be classified as 
belonging to the class hole. It must be guaranteed that the top hierarchy of BFs can cover all situations, so that all possible situations 
can be classified as subclasses of that level. With the help of inheritance of information and properties, it is possible to extend features 
downwards easily and quickly. 

In this paper, the top hierarchy of the BF taxonomy is classified according to topological properties into the following types: pocket, 
hole, step, slot, boss and contour. For each feature additional variants are existing. The goal of this classification is to cover all possible 
situations at the top level of the taxonomy. Through further constraints, these features can be defined more precisely in an hierarchy, as 
shown in Fig. 7. In Table 1 the BFs illustrated in Fig. 7 are described. 

The definitions of BFs are mainly based on connection types between individual faces. Connection types are extracted using the 
developed Python script and stored in the ontology. In this software tool, the base faces of a 3D model are used as starting point. 
Therefore, during the recognition process, base faces are first determined and extracted. After determining the base faces, the type of 
connection to adjacent faces is determined. Base face, adjacent faces and connection types of them are used to recognize BFs. 

MFs have the purpose of providing semantic information relevant to manufacturing processes. There is no hierarchical relation 
between MFs and BFs, but relations described by properties. MFs are connected to BFs by properties such as isDefining and isDefinedBy 
(see Fig. 10). Within MFs, there are sub- and superclasses. Thus, it is possible to define new MFs by a finer detailing of the top level of 
the taxonomy. This process is similar to the extension of BFs. The introduction of MFs was done by the authors of this work in a 
previous publication [4] using current manufacturing engineering standards. Fig. 8 shows the MFs defined in Ref. [4]. The exact 
definition of the individual features won’t be described in this paper, as it focuses on the extraction of BFs. 

Using detected BFs, complex MFs can be defined by combining BFs and be added to the feature library without changing other parts 
of the model. Using the inherited information, the complexity of logical rules can be reduced. In general, the definition of a MF consists 
of four conditions; (1) composition of BFs, (2) geometric shapes of BFs, (3) geometric orientation of BFs in three dimensions, and (4) 
relative position of BFs. First, the required BFs are taken from the ontology. Then, the constraints are checked. The conditions include 
shapes, directions, and positions of BFs. If all conditions are met, an individual is created for a MF in the ontology. This individual is 
connected to the relevant BFs by the property isDefinedBy. 

The process of detecting MFs is presented by using the example of an Outer Rotary Feature (see Fig. 11a). The conditions for the 
exemplary Outer Rotary Feature are: 

Composition: Outer Rotary Feature is to be defined from two interconnected cylindrical bosses; 
Shape: The bases of those two Boss features are defined by a flat circular face; 
Orientation: The normal vectors of those two bases are oriented in opposite directions; 
Position: The side faces and bases of those two Boss features shall be coaxial. 
The topological and geometrical description of a component is achieved by Basic- and MFs. For a comprehensive semantic 

description of a component, however, properties such as dimensions, fits or tolerances still have to be extracted and described. For this 

Fig. 7. Taxonomy of basic features.  
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Table 1 
Definitions of BFs.  

Basic 
Feature 

Rule 

Hole A Hole is defined by a series of concave connected faces. These faces together form a closed face (see Fig. 7). A Hole has no base, but by extending 
the definition of a base face, the feature Hole can be determined. As shown in Fig. 11 b, Hole can be identified by a series of inner edges of an outer 
base face. In a STEP file, interconnected inner edges are assigned under an edge_loop. If edges of an edge_loop are concave, the faces connected to the 
base by these edges together form a Hole. The classification of the Hole class can be described as follows. 
Cylindrical Hole: A Cylindrical Hole is a Hole that has only one cylindrical side face (see Fig. 7a); 
Planar Hole: A Planar Hole is a Hole that has only flat side faces. (see Fig. 7b); 
Free Form Hole: A Free Form Hole is a Hole that has at least one B-spline face (see Fig. 7c). 

Pocket A Pocket is defined by a series of concave connected faces. These faces together form a closed face and have a concave connected base face (see  
Fig. 7). All outer edges of the base face are connected to the base face in a concave pattern. The classification of the Pocket class can be described as 
follows. 
Cylindrical Pocket: A Cylindrical Pocket is a Pocket that has only one cylindrical side face (see Fig. 7d); 
Planar Pocket: A Planar Pocket is a Pocket that has only the flat side faces (see Fig. 7e); 
Free Form Pocket: A Free Form Pocket is a Pocket that has at least one B-spline face (see Fig. 7f). 

Step A Step is defined by a side face with a concave connected base face. At least one of the faces is not part of another feature (see Fig. 7). According to 
the definition of Step, every Pocket and Slot can be considered as a combination of Steps. However, Pockets and Slots have a higher semantic meaning. 
In order to avoid the double recognition, base faces already recognized as Pocket or Slot are not checked by the conditions of Step. If a base face 
belongs to neither Pocket nor Slot, the outer edges of the face are checked separately. The face connected to the base face by a concave edge and the 
base face together form a Step. The classification of the Step class can be described as follows. 
Cylindrical Step: A Cylindrical Step is a Step whose side face is cylindrical (see Fig. 7g); 
Planar Step: A Planar Step is a Step whose side face is flat (see Fig. 7h); 
Free Form Step: A Free Form Step is a Step whose side face is a B-spline face (see Fig. 7i). 

Boss A Boss can be seen as a series of Steps. Since a Boss has more semantic information than a Step, Boss is also defined as a BF. A Boss is a set of side faces 
that are concavely connected to the base face by the inner edges of the base face (see Fig. 7). In a STEP file, interconnected inner edges are assigned 
under an edge_loop. If edges of an edge_loop are convex, the faces connected to the base by these edges together form a Boss. The classification of the 
Boss class can be described as follows. 
Cylindrical Boss: A Cylindrical Boss is a Boss that has only one cylindrical side face (see Fig. 7j); 
Planar Boss: A Planar Boss is a Boss that has only the flat side faces (see Fig. 7k); 
Free Form Boss: A Free Form Boss is a Boss that has at least one B-spline face (see Fig. 7l). 

Contour A Contour is defined by a face that has no outer concave connection (see Fig. 7). All outer edges of the base face are connected to the base face in a 
convex pattern. The classification of the Contour class can be described as follows. 
Cylindrical Contour: A Cylindrical Contour is a Contour whose face is cylindrical (see Fig. 7m); 
Planar Contour: A Planar Contour is a Contour whose face is flat (see Fig. 7n); 
Free Form Contour: A Free Form Contour is a Contour whose face is a B-spline face (see Fig. 7o). 

Slot A Slot can be described as two or more adjacent Steps. First, all edges of the base face are analysed. Two edges parallel to each other are taken as one 
edge group. After taking these edge groups, all groups are checked by the conditions of the Slot types below: 
Cylindrical Slot: A Cylindrical Slot has two cylindrical side faces. The radii of the two side faces are not equal. The axes of the two side faces are equal 
(see Fig. 7q); 
Planar Slot: A Planar Slot has two parallel flat faces. These two faces are concavely connected to a base face (see Fig. 7p); 
Free Form Slot: A Free Form Slot is a slot whose side faces are B-spline faces (see Fig. 7r).  

Fig. 8. Taxonomy of Manufacturing Features according to Koehler et al. [4].  
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purpose, the taxonomy of Manufacturing Restriction (see Fig. 9) was presented in a previous work [4]. The taxonomy is modelled on 
current standards in manufacturing and design engineering. This part of the KG contains production-relevant information, such as 
Geometric Dimensioning and Tolerancing (GD&T), minimum manufacturable feature dimensions and surface properties. In this work, 
the taxonomy is only briefly discussed for the sake of completeness and is not described further, since the extraction of the 
Manufacturing Restrictions is not considered. 

4.2.2. Layered structure 
In our proposed layered structure, the feature library is divided into two levels: (1) geometry-related BFs and complex, 

manufacturing-related MFs that can be used directly to determine manufacturing processes. BFs are described by the combination of 
faces and serve as building units for MFs. A MF consists of one or more BFs and may contain data relevant to manufacturing. Ideally, 
each face of a 3D model should be assigned to at least one BF. MFs are defined and recognized by the combinations or modifications of 
BFs with appropriate rules. 

With the help of this structure, the relations between BFs and interactive features can be described clearly and logically. 
Furthermore, the representation of a 3D model is separated from the recognition of features. A 3D model is represented by BFs. 
Definitions of BFs are independent of definitions of MFs. Thus, a component can be completely described by abstract MFs. These in turn 
are defined geometrically by the BFs in a second layer. BFs are defined by STEP entities mapped in the KG. Fig. 10 shows the described 
relationships in a graphical representation of the ontology. This structure allows relations between simple and interactive features to 
be described clearly and logically. Furthermore, the representation of a 3D model is separated from the recognition of features. The 3D 
model is represented by BFs. Definitions of BFs are independent of definitions of MFs. 

5. Results and discussion 

The basic function of the presented model is a semantic description of the geometry of 3D models by extracting features and storing 
extracted information in a knowledge base. In addition to the basic function, the model should have a good extensibility, so that the 
extension with additional features can be realized quickly. In this chapter, the results of the analysis of the model are presented. 
Subsequently, the model is discussed based on the presented objective. 

To demonstrate the capability of the developed model, two test components are used and analysed. Both 3D models were exported 
in STEP file (AP242) format. One test component was created in this work, (see Fig. 12), another test component was taken from Wang 
and Yu’s [8] work (see Fig. 13). This second sample part is used in this paper to get a comparison to the state-of-the-art and to check the 
general applicability of the model. Fig. 12a shows benchmark part 1 and the features to be detected, Fig. 12b shows the actual detected 
features. The detected features are explained in the following. Slot_y_1 is actually a combination of Step and Boss. However, a Slot can 
provide all information of a Step, which is why Step is not stored as an individual at this point. Slot_y_6 to Slot_y_9 are created by the 
combination of Pocket_y_1 and Boss_y_1. The distance between the side faces of the pocket and the side faces of the boss is smaller than 
the length of these side faces, therefore these side faces form four slots. Step_y_5 to Step_y_7 are recognized together as a slot in x-di
rection. According to the definition, the lengths of the two side faces of the slot should be greater than the distance between the side 
faces. In the y-direction this condition is not fulfilled, therefore Step_y_5 to Step_y_7 are recognized in the y-direction only as Steps. At 
the position of OuterRotaryFeature_1 there are two connected Boss Features. As introduced, these Boss features are recognized together 
as one MF Outer Rotary Feature. Slot_y_10 is at a certain angle to the y-direction, since the angle between the working direction of this 
feature and the y-axis is less than 45◦, Slot_y_10 is also recognized as a feature in y-direction. The exact direction of Slot_y_10 can be 
detected by its footprint. 

While most features are detected as desired, there are some features that are not recognized. Those features are highlighted in 
Fig. 12a. On benchmark part 1 there is a Planar Slot which has a cylindrical base (compare the left side of the sample part in Fig. 12a). 
This Slot is not recognized. In the centre of benchmark part 1, an angled Cylindrical Boss should be detected. However, this Boss is not 
detected. Next to Step_y_2 there is also a Free Form Step, which is also not recognized. Furthermore, Step_y_8 to Step_y_13 should be 
recognized together as one Slot. However, these are only recognized separately as Steps. 

Furthermore, the capabilities of the model are tested by analysing a state-of-the-art component. For this purpose, a component from 
the publication by Wang and Yu [8] is used. The features present and recognized on benchmark part 2 are shown in Fig. 13. Fig. 13a 
show the features to be detected on benchmark part 2 and Fig. 13b the features which were actually detected. 

As shown in Fig. 13b, the model can recognize all features of the second benchmark part. Furthermore, all faces of the 3D model are 
represented by features. The model can recognize not only Straight Slots but also Cylindrical Slots. Cylindrical Slots (Slot_y_1 and Slot_y_2) 
are stored under the Cylindrical Slot class. In the current state of our model, the Pocket class is divided into Cylindrical Pocket, Planar 

Fig. 9. Taxonomy of Manufacturing Restrictions according to Koehler et al. [4].  
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Pocket and Free Form Pocket. Pocket_y_1 is currently assigned to Planar Pocket. 
In Wang and Yu’s [8] benchmark part, a total of two combined features are defined. These are T-Slot and Holed-Blind-Pocket (see 

Fig. 13). To determine these combined features with our model, Slot_y_3, Slot_y_4 and Pocket_y_2 must be recognized together as T-Slot. 
Due to the layered and hierarchical structure of the feature library, it is possible to combine simple features into combined features. If a 
combined feature is useful for further analysis, a complex MF can be created by combining BFs. 

The analysis of the first benchmark part showed that the model can recognize five different types of BFs (Pocket, Hole, Slot, Step and 
Boss). Furthermore, it is possible to classify those five types of BFs more finely into 14 variants. It could be shown that the feature 
recognition is not disturbed by the connection of features to each other (for example Pocket_y_1 and Boss_y_1 as well as Slot_y_2 to 
Slot_y_5). Furthermore, it can be stated that the recognized features are correctly stored in the KG as instances of the respective classes. 
Through the associated properties, geometric and topological information of features can be recognized and assigned. In summary, the 
proposed model fulfils the main function of an AFR model (feature extraction). However, it must be noted that some features are not 
yet recognized as desired. In the following, the extensibility of the model, as well as the ability to handle complex features will be 
discussed. The definition of the subclasses of the BFs (such as Cylindrical Pocket and Planar Pocket) is based on a hierarchical structure of 
the feature library. The recognition of extended BFs (subclasses) represents a subclassification of the superclasses of the BFs. The 
previously derived information can thus be reused (inherited). The results of the analysis of benchmark part 1 have shown that the 
extended BFs can be correctly recognized by this method. 

With the help of the layered structure of the feature library, the mapping of a 3D model in an ontology and the recognition of 

Fig. 10. Structure of relations between the main classes in the proposed ontology.  

Fig. 11. Illustration of Features a) MF Outer Rotary Feature; b) BF Hole.  
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features are separated from each other. The definition of BFs is done by analysing all existing faces. Thus, all faces of a 3D model can be 
assigned to at least one BFs. It could be shown, that the representation method presented in this paper works theoretically and 
practically. Due to the layered structure, the MFs can be defined as the combinations of BFs. In this work, Outer Rotary Feature is defined 
as a MF combined from BFs. The definition of Outer Rotary Feature is considerably simplified because many geometric and topological 
definitions for Outer Rotary Feature are already determined when defining a Boss Feature. The results have shown that our model can 
correctly recognize MF as a combination of two BFs. 

6. Conclusion 

As a link between design and manufacturing, an automated process planning system has the task of automatically analysing a 3D 
model and then determining suitable manufacturing steps and machines. A 3D model is described by geometric and topological in
formation. However, this information cannot be used directly for planning. Therefore, a semantic description of the 3D model, which is 
useful for the manufacturing process, is required. This description can be done by defining so-called Manufacturing Features (MF). An 

Fig. 12. a) Illustration of features, which should be recognized for benchmark part 1; b) Illustration of features, which were recognized by the 
proposed method for benchmark part 1. 

Fig. 13. a) Illustration of features, which should be recognized for benchmark part 2 (designed according to Ref. [8]); b) Illustration of features, 
which were recognized by the proposed method for benchmark part 2 (designed according to Ref. [8]). 
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AFR (Automatic Features Recognition) model derives these features from geometrical and topological information of the 3D 
component. 

The aim of the presented work is the development of a model for a semantic description of 3D CAD data in knowledge bases. This 
goal was achieved by developing an AFR model that extracts features of 3D models and then stores and classifies them in a Knowledge 
Graph. One of the main requirements for the proposed method is an easy extensibility, so that the features library can be enlarged in 
the future. 

The task of the developed model can be divided into product data extraction and feature recognition. In the first step, geometric and 
topological data of a 3D model (STEP format) generated by a CAD system are extracted by the developed model and stored in a 
knowledge base. The extracted product data is then analysed to detect features relevant to manufacturing processes. 

In this work, the STEP standard (AP242) according to ISO 10303–242 [55] is used as the format of the CAD files. This information is 
defined in the form of instances in the STEP schema and stored in the STEP file. Due to the similar structure of an ontology and the STEP 
schema, a Knowledge Graph in OWL format is used as the knowledge base in this work. Instances of a STEP file are extracted by a 
software algorithm developed in this work. Then, extracted information can be stored in the developed ontology by our algorithm. This 
predefined ontology contains the classes of the STEP schema. 

The feature recognition process is also performed by the developed algorithm. The recognition is based on the Logic-Rule-Based- 
Recognition method. In addition, an ontology-based hierarchical, and layered structure of the feature library is used to enable 
extensibility of the model and to facilitate the recognition of interactive features. 

With the help of the hierarchical structure, relations between features can be described as superclasses and subclasses. Thus, the 
previously derived information is reusable through inheritance and the definition of new subclasses is simplified. Furthermore, fea
tures are divided into two different layers (Basic Features (BF) and MFs). On the first layer, a set of simple primitive features is defined 
as BFs, these features have the task to represent the 3D model. On the second layer, abstract MFs are defined by the combinations of 
BFs. These abstract MFs can be used to semantically describe manufacturing processes and manufacturing machines. By analysing the 
MFs, it is therefore, possible to make a statement about the manufacturability of a component with certain processes. In the hierar
chical structure, only relations between superclasses and subclasses are reusable. The layered structure then additionally allows the 
reuse of information of features described by properties of the ontology. In addition, the classes of the different branches can be linked 
together, making more information reusable. Consequently, adding new features, especially complex features, can be greatly 
simplified. 

The functionality of the presented approach was proven by the analysis of benchmark parts. However, it was shown that some 
features are not yet recognized as desired. For example, the rule base for MFs needs to be extended to detect all desired features. Thus, 
the result of feature recognition strongly depends on the underlying logical rules. If no rules are defined for a particular feature, it is 
either not recognized, or assigned to a different feature category. In addition, the rule definitions are based on the connection types 
(concave or convex) between faces, lines and edges of 3D models. If connections are detected incorrectly or not at all, features are also 
extracted incorrectly. 

It was shown that a significant contribution to the area of automatic feature recognition could be contributed by the developed 
graph-based feature extraction approach. Especially the hierarchical and layer-based approach allows to continuously extend the 
underlying knowledge base. Thus, it is possible to describe the geometric properties of components semantically and, in particular, in a 
computer-interpretable format, which marks a novelty for the state-of-the-art. This enables the automated evaluations of these data 
with the help of computer algorithms and to derive new statements from them, e.g. about appropriate manufacturing machines and 
processes. 

In future work, the feature library of MFs and the fundamental rule base will be extended. Furthermore, the presented model is 
currently extended by the extraction of Model-Based Definitions (MBD) such as Product Manufacturing Information (PMI). The use of 
STEP AP242 enables the export of MBD, which allows them to be stored in the Knowledge Graph and used for the automated derivation 
of new statements. In addition, MBDs such as form and position tolerances are already modelled in the Knowledge Graph (see Fig. 9 
and Koehler et al. [4]), which also facilitates extraction. 
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