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A B S T R A C T   

Forecasting is of great importance in the field of renewable energies because it allows us to know 
the quantity of energy that can be produced, and thus, to have an efficient management of energy 
sources. However, determining which prediction system is more adequate is very complex, as 
each energy infrastructure is different. This work studies the influence of some variables when 
making predictions using ensemble methods for different locations. In particular, the proposal 
analyzes the influence of the aspects: the variation of the sampling frequency of solar panel 
systems, the influence of the type of neural network architecture and the number of ensemble 
method blocks for each model. Following comprehensive experimentation across multiple loca-
tions, our study has identified the most effective solar energy prediction model tailored to the 
specific conditions of each energy infrastructure. The results offer a decisive framework for 
selecting the optimal system for accurate and efficient energy forecasting. The key point is the use 
of short time intervals, which is independent of type of prediction model and of their ensemble 
method.   

1. INTRODUCTION 

In recent times, there has been a lot of talk about climate change, and the imperative necessity to mitigate its noticeable effects and 
the increase in global warming, its main cause. Global warming is mainly caused by greenhouse effect gases (which principal com-
ponents are carbon dioxide (CO2), methane (CH4) and ozone (O3)). These gases generate a sort of envelope around the atmosphere, 
containing solar rays and therefore maintaining temperature at an adequate level to allow life on the planet. However, the Industrial 
Revolution saw the rise of the emission of these aforementioned gases to an unhealthy level, due to the use of fossil fuels, like coal or 
petrol, to generate energy, which in turn has caused temperatures to skyrocket globally [1]. Deforestation also played a big part in this 
increase in global warming, since a decrease in forest mass meant fewer green plants to convert carbon dioxide (CO2) into breathable 
oxygen (O2). 

With these issues acknowledged and the ever-growing global population, which needs more of both energy and oxygen, countries 
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are finally starting to act accordingly and in December 2015, in Paris, 195 of them signed the historic Paris Agreement [2]. One of the 
long-terms goals of this agreement was to reduce the emission of greenhouse gases by promoting the use of renewable energy, which 
does not generate greenhouse effect gases [3]. This sort of energy sources can nowadays be even cheaper than their fossil counterparts 
[4], but despite this, they still need careful planning and foresight of the zone they aimed to be installed in to estimate their effec-
tiveness [5]. 

The aim of this work is to explore and analyze three distinct variables: the sampling frequency of solar panel systems, the type of 
neural network architecture used, and the ensemble method’s configuration. This innovative study provides detailed insights for 
designing solar energy predictors, applied across various locations to evaluate their impact on predictive accuracy and select the most 
efficient settings for different energy infrastructures. A pivotal aspect of our approach is the utilization of short time intervals in 
prediction models, which is independent of the prediction model type and ensemble method employed. The principal contributions of 
this manuscript are as follows.  

1. Innovative Analysis of Key Variables: We delve into the influence of sampling frequency, neural network architecture type, and 
ensemble configuration on solar power prediction accuracy. This analysis is pivotal for understanding and improving forecasting 
performance across different energy infrastructures. 

2. Optimization of Solar Energy Forecasting Models: Our research identifies optimal model configurations for various locations, of-
fering a pathway to enhance solar energy prediction models tailored to specific environmental conditions.  

3. Advancement in Short Interval Forecasting Techniques: Highlighting the importance of short time intervals in prediction models, 
we demonstrate their impact on improving forecasting precision, crucial for effective energy management and grid integration.  

4. Comprehensive Evaluation of Ensemble Methods: We assess how ensemble methods can bolster prediction stability and accuracy, 
providing insights into their application in solar energy forecasting and setting a foundation for future research. 

These contributions signify our manuscript’s endeavor to refine and advance the methodologies for solar power generation 
forecasting, underlining the importance of precision and reliability in renewable energy systems. Our methodology is distinguished by 
its robust evaluation of three primary variables: sampling frequency of solar panel systems, the architecture of neural networks, and 
the configuration of ensemble methods. We developed a series of experiments to systematically assess the impact of each variable on 
the forecasting accuracy for solar energy production. The data used has been provided by different sources within the Canary Islands 
(Spain), which will be explained more in depth in following sections of this paper, that have measurements taken at different time 
intervals. Data taken from the islands of Gran Canaria and Tenerife will be used as reference, while data taken from the inverters in El 
Hierro will be used in the study integrating its values to match the references. After making the predictions, the results will be 
compared with those of different journals and papers to see the time interval that best matches acceptable standards. 

The following process will be structured as follows: Section 2 will discuss previous related work, Section 3 will go over the starting 
data and the different installations where data was gathered, Section 4 will talk about the data processing procedure and the neural 

Table 1 
Overview of solar energy prediction models and outcomes.  

Model/Approach Results/Main Findings References 

Predictive models for solar energy Challenges due to the stochastic behavior of 
meteorological parameters. 

Prakash & Singh [6] 

Primitive models (clear sky model, 
regressive methods) 

Demonstrated a foundational approach but 
overshadowed by the effectiveness of advanced AI 
methods. 

Jain, Rathee, Kumar, Sambasivam, Boadh, Choudhary, Kumar & 
Kumar Singh [7]; Inman, Pedro, Coimbra[8] 

Artificial Intelligence (AI) 
methods, especially Artificial 
Neural Networks (ANNs) 

AI methods, notably ANNs, have shown superior 
effectiveness over primitive models. 

Sfetsos & Coonick [9]; Nguyen, Pham, Duong & Vu [10]; Malik, 
Gehlot, Singh, Gupta & Thakur [11] 

Multilayer Perceptron (MLP) and 
Feed-Forward Back- 
Propagation Networks 

Used to predict solar irradiance on horizontal 
surfaces with a net error significantly lower than 
some linear methods. 

Gardner & Dorling [12]; Paoli, Voyant, Muselli, & Nivet [13]; 
Achite, Banadkooki, Ehteram, Bouharira, Ahmed & Elshafie [14] 

Precision evaluation using RMSE, 
nRMSE, and MAPE 

Mixed results in predictions, hovering around 20–30 
% accuracy in some cases. 

Ben Ammar, Ben Ammar & A. Oualha [15]; Notton, Voyant, 
Fouilloy, Duchaud & Nivet [16]; Benali, Notton, Fouilloy, Voyant, 
Dizene [17]; Gao, Huang & Shi [18] 

Random Forest in predicting global 
radiance 

nRMSE error around 20–30 % for global radiance 
predictions. 

Babar, Luppino, Boström & Anfinsen [19] 

Importance of sampling intervals The choice of sampling frequency significantly 
impacts the estimated amount of solar radiation. 

Fathima, Nedumpozhimana, Lee, Winkler & Dev [20]; Kadirgama, 
Amirruddin & Bakar [21]; Notton, Voyant, Fouilloy, Duchaud & 
Nivet [16]; Schuss, Eichberger & Rahkonen [22]; Reikard [23] 

Machine learning models for 
immediate rainfall forecasting 

Proposed models for immediate probabilistic rainfall 
forecasting at 10-min intervals for short lead times. 

Pirone, Cimorelli, Del Giudice & Pianés [24] 

Integrating photovoltaic 
performance model with 
machine learning 

Prediction of power output several hours in advance 
with a 5-min resolution. 

Pombo, Bacher, Ziras, Bindner, Spataru, & Sørensen [25] 

Ensemble models for solar power 
prediction 

Ensemble models based on random forests and 
gradient boosting algorithms showed high 
performance in predicting power output. 

Raj et al. [26]; Debani et al. [27]; Rahimi et al. [28]  
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network system while Section 5 will go over the methodology employed to apply the neural network system. Finally, Section 6 will 
showcase the results of the experiment and spark the discussion that will eventually lead to the conclusions that will be showcased in 
Section 6. 

2. Related work 

In the quest to enhance the prediction accuracy of solar energy outputs, the scientific community has embarked on a journey from 
elementary forecasting models to the adoption of sophisticated artificial intelligence (AI) and machine learning (ML) algorithms. This 
transition reflects a broader trend towards utilizing computational intelligence for environmental and renewable energy applications. 

Table 1 provides a curated overview of seminal and recent studies that have significantly contributed to this field. It highlights 
various modeling approaches, ranging from traditional statistical methods to advanced neural networks, and encapsulates their key 
findings and contributions to solar energy forecasting. By examining these works, we aim to showcase the evolution of predictive 
techniques and underline the pivotal role of AI and ML in driving forward the accuracy and reliability of solar irradiance predictions. 
This comparative analysis serves as a foundation for understanding current capabilities and identifying future research avenues in the 
pursuit of optimizing solar energy utilization. Our work builds on the fundamental ideas of the aforementioned studies by extending 
their methodologies. The proposed approach allows for a more detailed understanding of predictive dynamics and sets a new 
benchmark for future research in this field. 

Following the synthesis of related works presented in the table, it is evident that the field of solar energy prediction is rapidly 
evolving, benefiting significantly from advancements in artificial intelligence and machine learning. The continuous refinement of 
predictive models, particularly through the application of Artificial Neural Networks (ANNs) and ensemble methods, demonstrates a 
promising trajectory towards achieving greater precision in solar irradiance forecasting. This evolution not only enhances the reli-
ability of solar energy systems but also contributes to the optimization of renewable energy integration into the global energy mix. 
Future research directions are likely to focus on further improving the accuracy of predictions through the integration of multi-source 
data and the exploration of novel machine learning techniques. The collective efforts in this domain underscore the scientific com-
munity’s commitment to addressing the complexities of renewable energy forecasting, ultimately paving the way for a more sus-
tainable and resilient energy future. 

In light of the evolving landscape of solar power generation forecasting, this study has meticulously selected methods that exhibit 
robustness in handling the inherent variabilities and nonlinearities of solar irradiance data. The deployment of Artificial Neural 
Networks (ANNs), including Multilayer Perceptron (MLP), and ensemble methods, is predicated on their proven efficacy in capturing 
complex patterns within time-series data, which is crucial for accurately predicting solar power output. These methods have been 
chosen due to their ability to process sequential data, learn from temporal dependencies, and generalize from historical data to unseen 
scenarios. Comparative evaluations with other deep learning techniques, such as Convolutional Neural Networks (CNNs) and 
Recurrent Neural Networks (RNNs), were considered during the preliminary phase of this research. The selection process was guided 
by literature that demonstrates the particular effectiveness of ANNs and MLPs in solar energy forecasting, underscoring their capacity 
for high-dimensional data handling and adaptability to various meteorological conditions. 

3. MATERIALS 

The starting data for our tests can be separated into two different categories: data provided by AEMET (Agencia Estatal de 
Meteorología) and data provided by a private person. 

3.1. Data provided by AEMET 

This set of data has been obtained from two different locations: Reina Sofía airport in Tenerife and Gran Canaria’s airport. 

Fig. 1. Location of reina sofía airport in tenerife.  
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The former is in the south of the island of Tenerife in the municipality of Granadilla de Abona (60 km away from the capital), near 
the localities of Atogo, Las Chafiras and San Isidro to the north and El Médano and Los Abrigos to the south. The climate near Reina 
Sofia Airport in Tenerife is also subtropical and markedly consistent, with a slight variation in temperature between seasons. This area 
benefits from a significant number of sunny days annually, which, coupled with moderate rainfall primarily in the winter months, 
provides a conducive environment for solar energy harvesting. The presence of trade winds helps mitigate extreme temperatures, 
ensuring stable conditions for solar panel efficiency. Fig. 1 shows this location. 

The latter is in the south of the island of Gran Canaria, between the municipalities of Ingenio and Telde (17 km away from the 
capital) and between the localities of El Goro and Carrizal. Gran Canaria Airport is characterized by a subtropical climate that is mild 
and pleasant throughout the year. This region enjoys abundant sunshine with low precipitation, making it an ideal location for solar 
energy production. The consistent weather patterns, dominated by clear skies and minimal cloud cover, contribute to high solar 
irradiance levels, maximizing the potential for solar power generation. Again, Fig. 2 shows this location. 

According to the documentation provided, at Reina Sofia Airport in Tenerife, samples are taken every 60 min. These measurements 
have been collected for each day of the years 2003, 2004, 2005, 2006 and 2007. The measurements indicate solar radiation in kJ/m2. 
According to the documentation provided, at Gran Canaria’s airport, samples are taken every 60 min. These measurements have been 
collected for each day of the years 2004, 2005, 2006 and 2007. The measurements indicate solar radiation in kJ/m2. 

For confidentiality and security reasons, AEMET does not specify the exact location of the photovoltaic panels or any specific details 
about the installation or the way in which the data is obtained. 

3.2. Data provided by a private person 

This set of data has been taken from a country house in the south of the small island of El Hierro. The southern part of El Hierro 
experiences a climate that varies more significantly with elevation but generally offers favorable conditions for solar energy due to its 
geographical location. The area is exposed to consistent solar radiation year-round, with higher altitudes receiving more precipitation 
but also benefiting from clear skies. The unique climatic conditions, including the occasional presence of horizontal rain in higher 
altitudes, highlight the island’s potential for diverse renewable energy sources, including solar power. Fig. 3 shows the Location of the 
private building in El Hierro. 

The installation is composed of three single phase inverter of 3.3 kW nominal power each from INGETEAM. All panels were bought 
from Spanish manufactures ISOFOTON. Each of them is connected to a set of panels as follows.  

• Inverter 2 gives 3.6 kW peak and is connected to 24 panels of 150 W.  
• Inverter 3 gives 3.3 kW peak and is connected to 22 panels of 150 W. 

According to the provided documentation inverter 2 takes sample every 2 min while inverter 3 takes them every 15 min. In these 
cases the measurements are in terms of generated power (W).These measurements have been compiled into a spreadsheet for every day 
from 2016, 2017 and 2018. 

4. METHODS 

Raw data from the sources can’t be utilized until processed and treated, then and only then it can be implemented into our system. 

Fig. 2. Location of Gran Canaria’s airport.  
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4.1. Integrating the data 

Before importing, an integration of each year’s data will be carried out to compare the different time intervals between mea-
surements and all data, as explained in Fig. 4. 

This will require the loading of the appropriately arranged data and the execution of the following flux diagram in Fig. 5. 
The function following this flux diagram must create a new matrix that takes data from the input matrix two at a time, adds them up 

and then divides them by two. This makes it so that if the input matrix had samples every 2 min, then the output matrix has them every 
4 min. Repeating this process and changing the input will provide data for all desired time intervals shown in Fig. 4. 

4.2. Neural network system 

Artificial neural networks date back to the 1940s [29], however, they were not successful, as the computational resources required 
were simply non-existent back then. The idea of this ANNs was to imitate the way our neurons work, by creating a set of connections 
through experience and learning by working together that would lead to knowledge being retained [30]. More complex architectures 
of ANNs need additional intermediate perceptron to apply extra conditions and information to improve results. Various layers, all 
connected to all inputs, are therefore needed. Every layer aims to find a new characteristic to better classify the data. Fig. 6 shows the 
generic schematic of an ANN architecture. 

There are multiple types of ANNs architectures [31]. To obtain the results of this paper, we have decided to select 3 of them. The 
first one is Multi-Layer Perceptron (MLP), the second one is Long/Short Term Memory (LSTM) and the third one is Gated Recurrent 
Units (GRU). The main differences are explained below. 

4.2.1. Multi-layer perceptron (MLP) 
Multi-Layer Perceptron (MLP) is one of the most widely used types of ANNs. An input layer serves as a buffer that distributes input 

signals to the next layer, which is a hidden layer. Each neuron in the hidden layer communicates with all neurons in the next hidden 

Fig. 3. Location of the private building in El Hierro.  

Fig. 4. Compression of the different data series.  
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layer having in each connection a typical weight factor. Then, each unitary artificial neuron in the hidden layer adds up its input, 
processes it with a transfer and distributes the result to the output layer [32]. 

4.2.2. LSTM 
Long/Short Term Memory (LSTM) networks try to combat the vanishing/exploding gradient problem by introducing gates and an 

explicitly defined memory cell. These are inspired mostly by circuitry, not so much biology. Each neuron has a memory cell and three 
gates: input, output and forget. The function of these gates is to safeguard the information by stopping or allowing the flow of it. The 
input gate determines how much of the information from the previous layer gets stored in the cell. The output layer takes the job on the 
other end and determines how much of the next layer gets to know about the state of this cell [33]. 

4.2.3. GRU 
Gated Recurrent Units (GRU) networks are variation of LSTM networks. They have one less gate and are wired slightly differently: 

instead of an input, an output and a forget gate, they have an update gate. This update gate determines how much information to keep 

Fig. 5. Flux diagram explaining the integration of the data series.  

Fig. 6. Generic schematic of an ANN architecture.  
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from the last state and how much information to let in from the previous layer. The reset gate works very similarly to the forget gate of 
an LSTM but is located slightly differently. They always send their full state, they do not have an exit gate [34]. 

4.2.4. Ensemble method 
When performing the different experiments with a model with a single neural network, the results may be very different from one 

experiment to the next. It is not recommended to use a model with a single neural network because the selection of a model with a 
single network ignores potentially useful information. In other words, not all a model with a single network store the same information, 
which means that the a model with a single network chosen as optimal may not contain all the information contained in the data on 
which it was trained. 

To solve this variability in the results, one possible solution is to make an ensemble method. The operation is quite simple, con-
sisting of applying multiple models with a single neural network independently, i.e. n models with a single neural network working in 
parallel, to subsequently perform the arithmetic mean of all the results. With this technique, a set is created by averaging the results 
provided by each model. In this way, greater accuracy will be obtained by discriminating models that do not fit the mean. Fig. 7 shows 
the diagram, of the ensemble method. 

In our design we have opted for a design consisting of 3 ensemble methods. Each ensemble method in turn consists of 1000 models 
with a neutral network with a different architecture for each ensemble. For ensemble number 1 each of the models will have a neural 
network with an MLP architecture, for ensemble number 2 an LSTM architecture and for ensemble number 3 a GRU architecture. Fig. 8 
shows the proposed design. 

The proposed ensemble design offers a flexible and robust solution for enhancing the accuracy of solar power generation forecasts. 
By incorporating three distinct ensemble methods, each utilizing a different neural network architecture (MLP, LSTM, and GRU), our 
approach provides a comprehensive framework that can adapt to various data characteristics and forecasting scenarios. This diversity 
in model architecture allows for a nuanced analysis of temporal and spatial data patterns, ensuring that the ensemble method selected 
for a given situation is the most suited for maximizing predictive performance. Furthermore, the use of 1000 models within each 
ensemble method significantly increases the reliability of predictions, as it reduces the risk associated with overfitting and ensures that 
the forecasts are robust against variability in the input data. The flexibility of our design to accommodate any neural network ar-
chitecture also future-proofs the approach, making it adaptable to advancements in neural network designs and architectures. Overall, 
this multi-ensemble strategy not only elevates the accuracy of solar power generation forecasts but also offers a scalable and adaptable 
framework that can be tailored to meet the specific needs of different energy infrastructures, making it a valuable tool for optimizing 
the integration of solar energy into power grids. 

5. EXPERIMENTAL METHODOLOGY 

The proposed experimental methodology in this study aims to analyze the impact of various variables on solar energy prediction 
using 3 ensemble methods with neural networks across different locations. To conduct the experiment, multiple tests will be conducted 
at diverse sites, taking into account factors such as varying sampling frequencies of solar panel systems, the choice of neural network 
architecture, and the number of ensemble method blocks for each model. These experiments will facilitate the identification of the 
most appropriate solar energy predictor for each energy infrastructure, considering the unique conditions of each location. A crucial 
aspect of this methodology is the utilization of short time intervals, regardless of the prediction model and ensemble method employed. 
The outcomes obtained from this study will yield valuable data and statistics to determine the optimal system for solar energy 

Fig. 7. Diagram of ensemble method and connections.  
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prediction in various scenarios, thereby contributing to the more efficient management of renewable energy sources. 
For our tests, a neural network will be used and generated using MATLAB similar to Ref. [35]. This network utilizes supervised 

error-correction learning, making the weights of the different neurons change during training depending on the error in the output 
layer [36]. This algorithm is composed of two different phases.  

• Training phase. During the training phase, the network processes a set of input variables to forecast subsequent values. Following 
the prediction, it performs an error assessment by comparing the predicted values against the actual data. This step is critical for the 
network to adjust and optimize its parameters, enhancing its predictive accuracy over time.  

• Test phase. In this stage several series are taken in order to make a prediction to compare with the original series. This is made with 
all the different series it is intended to work with. Finally, with each test different parameters will be calculated and stored in a 
matrix. This matrix’s columns store the series of data utilized while the rows contain the different errors achieved. 

Table 2 shows the data used for the proposed design according to location. 

5.1. Applying the training phase 

The first stage when applying this backpropagation network will be to create the necessary variables to work on the training phase. 
This training phase follows the following flow chart shown in Fig. 9 and will be explained throughout this section. 

First, we set the initial variables, notably the size of the window, which is related to the number of neurons in the input layer, and 
the number of repetitions for the training phase, which in this paper is 500. The P and T matrices are then created and are traversed and 
filled. This process prepares a data set for training using a sliding window technique. For each data point, a time segment(tv) is created 
that serves as the input(P), while the next data point is used as the target value(T) to predict. This method captures the time 
dependence in the data by populating the P and T matrices with consecutive segments and their respective target values. Finally, the 
orientation of the P matrix is adjusted to meet the requirements of the model’s input format. 

The P matrix will be the one containing the predictions. The T matrix will be the one used to evaluate the accuracy of our 
predictions. 

5.2. Applying the test phase 

Next comes the test phase of our network, which consist of a test for every year we have data with the exception of the one we 
performed the training phase with. This particular phase starts similarly to the last one, by creating a set of empty matrices which will 
contain the future predictions and follows the diagram shown in Fig. 10. 

First, the initial variables are created. Then the Tr matrices are created, which are the actual values of the data, and the Y20XX 
matrix, which corresponds to the predicted values. 

For each neural network, matrices Tr_1, Y20XX_1, Tr_2, Y20XX_2, ….,Tr_n,Y20XX_n, are created and populated, n being the number 
of neural networks that form the ensemble. 

Once we have all these matrices, we proceed to calculate the arithmetic mean and obtain a single value for each matrix (Tr, Y20XX). 
The following expressions are used to calculate the values Y20XX and Tr: 

Fig. 8. Diagram of the proposed design.  

Table 2 
Data used for the proposed design.  

Location Data training phase Data test phase 

Gran Canaria Data Year 2004 Data years 2005,2006 and 2007 
Tenerife Data year 2005 Data years 2004, 2005, 2006 and 2007 
El Hierro inverter 2 Data year 2016 Data years 2017 and 2018 
El Hierro inverter 3 Data year 2006 Data yeard 2017 and 2018  
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Y20XX =
1
n

⋅
∑n

i=1
Y20XX n (1)  

Tr=
1
n

⋅
∑n

i=1
Tr n (2)  

In our case n = 1000. That is to say, we are going to work with 1000 networks working in parallel so that we can see how the increase in 
the number of networks in the ensemble affects, in order to determine an optimal number. 

Finally, the matrix with the final results of the errors obtained is created. In this matrix each column will refer to a year, and each 
row to a different error, according to the following list.  

• First row will contain the minimal absolute error.  
• Second row will contain the maximum absolute error.  
• Third row will contain the mean absolute error.  
• Fourth row the standard deviation.  
• Fifth row will contain the Root-Mean-Square-Error, calculated as: 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

⋅
∑n

i=1
(Tr − Y20XX)2

√

(3)    

• Sixth row will contain the normalized Root-Mean-Square-Error (nRMSE), calculated as: 

nRMSE =
RMSE

mean (Tr)
• 100 (4)    

• Seventh row will contain the Mean Absolute Percentage Error, calculated as: 

Fig. 9. Flux diagram explaining the training phase.  
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MAPE=
1
n

⋅
∑n

i=1

Tr − Y20XX
Tr

(5)  

6. RESULTS AND DISCUSSION 

The results of our study demonstrate the superior effectiveness and reliability of our proposed forecasting model. By employing 
short sampling intervals and optimizing ensemble configurations, we achieved a significant reduction in forecasting error rates 
compared to traditional methods. This section will be organised as numerical results and graphical results. In the former, the errors 
stored in the matrix for each year and for each type of neural network architecture, will be shown in tabular form. In the second, the 
real values (Tr) and the values obtained in the prediction (Y20XX), for the year and for the type of architecture showing the best values 
from the previous tables, are shown in graphical form. 

The first results shown will be the results from the island of Gran Canaria. 

6.1. Results from Gran Canaria 

For the Gran Canaria data, the year 2004 will be used as the training year and for the test phase the results of the years 2005, 2006 
and 2007 will be obtained. 

Fig. 10. Flux diagram of ensemble of networks explaining the test phase.  
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6.1.1. Numerical results 
For this subsection each test is run once for each year with recorded data, changing the test year each time, and calculating the 

mean value of each error for each type of neural network architecture. Table 3 shows these results. 

6.1.2. Graphical results 
Analysing the results of the previous table, when in the test phase the 2004 data is used and a GRU typology is applied in the neural 

network, the best values are obtained. Fig. 11 shows the comparison of actual and predicted values, refers to the solar radiation 
measurements (kJ/m2), in the first 24 h (1 day) and in the first 168 h (1 week) of the year 2006. 

6.2. Results from tenerife 

Numerical results of Tenerife (Table 4) follow the same reasoning explained in the Gran Canaria part of this section. For the 
Tenerife data, the year 2003 will be used as the training year and for the test phase the results of the years 2004, 2005, 2006 and 2007 
will be obtained. 

6.2.1. Numerical results 
Numerical results of Tenerife (Table 4) follow the same reasoning explained in the Gran Canaria part of this section. 

6.2.2. Graphical results 
Just like with the data from Gran Canaria, the first year was used for the training phase for the graphical results displayed in the 

following subsection. Analysing the results of the previous table, when in the test phase the 2007 data is used and a GRU typology is 
applied in the neural network, the best values are obtained. Fig. 12 shows the comparison of real and predicted values, refers to the 
solar radiation measurements (kJ/m2), in the first 24 samples/hours (1 day) and in the first 168 samples/hours (1 week) of the year 
2007. 

6.3. Results from El Hierro 

Data from El Hierro can be divided based on two things: the inverter it comes from, and the time interval between samples. 

6.3.1. Inverter 2 
Intervals for this series of data will range from 2 min to up to 64 min as mentioned previously. 

6.3.1.1. Numerical results. Having data from the years 2016,2017 and 2018, the first year will be used as the training year and data 
from 2016 will be showcased here for different time intervals between samples. The following tables show the results obtained for 
sample intervals between 2 min and 64 min for the years 2017 (Table 5) and 2018 (Table 6). 

6.3.1.2. Graphical results. The year 2016 was used for the training phase for the graphical results displayed in the following sub-
section. Analysing the results of the previous table, when in the test phase the 2018 data, the interval between samples is 2 min is used 

Table 3 
Results obtained from the island of Gran Canaria.    

2005 2006 2007 

MLP Min. Error (kJ/m2) 1,21⋅10− 2 7,49⋅10− 3 2,70⋅10− 3 

Max. Error (kJ/m2) 270,03 310,09 260,21 
Mean Error (kJ/m2) 15,80 13,76 16,97 
T.Deviation (kJ/m2) 24,28 21,42 24,96 
RMSE (kJ/m2) 28,98 25,48 30,18 
nRMSE (%) 42,86 35,95 37,23 
MAPE (%) 7,64⋅10− 3 4,10⋅10− 3 2,97⋅10− 3 

LSTM Min. Error (kJ/m2) 1,34⋅10− 2 1,71⋅10− 3 3,96⋅10− 5 

Max. Error (kJ/m2) 213,03 264,68 238,42 
Mean Error (kJ/m2) 12,86 10,51 12,55 
T.Deviation (kJ/m2) 22,16 18,95 22,56 
RMSE (kJ/m2) 25,62 21,67 25,82 
nRMSE (%) 39,24 32,84 34,00 
MAPE (%) 2,47⋅10− 3 1,14⋅10− 3 8,54⋅10− 4 

GRU Min. Error (kJ/m2) 8,84⋅10− 3 8,35⋅10− 4 1,17⋅10− 4 

Max. Error (kJ/m2) 203,64 262,37 235,09 
Mean Error (kJ/m2) 13,00 10,55 12,74 
T.Deviation (kJ/m2) 21,89 18,65 22,52 
RMSE (kJ/m2) 25,46 21,42 25,87 
nRMSE (%) 38,82 32,39 34,10 
MAPE (%) 2,84⋅10− 3 1,35⋅10− 3 9,75⋅10− 4  
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and a GRU typology is applied in the neural network, the best values are obtained. Fig. 13 shows the comparison of real and predicted 
values, measurements in terms of generated power (W), in the interval 4330 to 5040 samples (seven day) and in the first 4970 samples 
(1 week) of the year 2018. 

6.3.2. Inverter 3 
Intervals for this series of data will range from 15 min to up to 60 min as mentioned previously. The year 2016 was used for the 

training phase. 

Fig. 11. Graphical results of Gran Canaria.  

Table 4 
Results obtained from the island of Tenerife.    

2004 2005 2006 2007 

MLP Min. Error (kJ/m2) 2,06⋅10− 4 4,14⋅10− 3 9,36⋅10− 4 8,47⋅10− 3 

Max. Error (kJ/m2) 241,08 222,27 261,90 245,97 
Mean Error (kJ/m2) 19,32 18,13 22,15 22,63 
T.Deviation (kJ/m2) 27,10 25,50 30,04 30,31 
RMSE (kJ/m2) 33,28 31,29 37,32 37,83 
nRMSE (%) 42,86 39,83 40,36 39,09 
MAPE (%) 3,15⋅10− 3 2,98⋅10− 3 2,17⋅10− 3 2,21⋅10− 3 

LSTM Min. Error (kJ/m2) 1,51⋅10− 4 9,99⋅10− 5 1,76⋅10− 4 4,64⋅10− 4 

Max. Error (kJ/m2) 226,14 189,43 230,37 207,35 
Mean Error (kJ/m2) 14,16 13,60 16,04 16,15 
T.Deviation (kJ/m2) 23,33 21,35 23,88 24,12 
RMSE (kJ/m2) 27,29 25,32 28,76 29,02 
nRMSE (%) 38,32 35,15 35,11 34,08 
MAPE (%) 2,03⋅10− 3 1,90⋅10− 3 1,27⋅10− 3 1,30⋅10− 3 

GRU Min. Error (kJ/m2) 2,91⋅10− 5 2,17⋅10− 3 4,31⋅10− 4 4,62⋅10− 4 

Max. Error (kJ/m2) 220,73 198,07 241,68 204,42 
Mean Error (kJ/m2) 13,27 12,27 14,47 14,56 
T.Deviation (kJ/m2) 22,22 19,63 22,29 22,43 
RMSE (kJ/m2) 25,88 23,15 26,57 26,74 
nRMSE (%) 38,38 34,98 35,03 34,01 
MAPE (%) 1,46⋅10− 3 1,30⋅10− 3 8,70⋅10− 4 8,83⋅10− 4  

Fig. 12. Graphical results of Tenerife.  
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Table 5 
Results obtained from the island of El Hierro from the inverter 2, year 2017.    

2 min. 4 min 8 min. 16 min. 32 min. 64 min. 

MLP Min. Error (W) 5,21⋅10− 4 8,69⋅10− 5 5,25⋅10− 3 1,99⋅10− 3 1,23⋅10− 3 2,96⋅10− 3 

Max. Error (W) 2746,33 2620,60 2380,17 2180,32 2261,30 2343,04 
Mean Error (W) 57,78 65,78 73,00 80,94 98,27 135,82 
T.Deviation (W) 157,51 161,56 162,60 170,23 188,05 196,13 
RMSE (W) 167,77 174,44 178,24 188,49 212,17 238,56 
nRMSE (%) 26,73 27,79 28,39 30,02 33,79 37,98 
MAPE (%) 8,83⋅10− 6 2,03⋅10− 5 4,32⋅10− 5 9,93⋅10− 5 2,42⋅10− 4 7,25⋅10− 4 

LSTM Min. Error (W) 2,52⋅10− 4 5,71⋅10− 5 5,24⋅10− 4 1,42⋅10− 3 4,04⋅10− 4 4,34⋅10− 3 

Max. Error (W) 2722,92 2573,37 2398,33 2120,81 1886,15 1999,33 
Mean Error (W) 60,26 62,24 73,73 77,78 92,83 105,66 
T.Deviation (W) 155,55 159,80 157,82 162,46 168,48 182,23 
RMSE (W) 166,81 171,49 174,19 180,12 192,36 210,63 
nRMSE (%) 26,57 27,32 27,75 28,69 30,63 33,53 
MAPE (%) 8,59⋅10− 6 1,93⋅10− 5 3,98⋅10− 5 8,83⋅10− 5 2,44⋅10− 4 5,53⋅10− 4 

GRU Min. Error (W) 4,93⋅10− 4 3,32⋅10− 4 3,08⋅10− 5 2,05⋅10− 3 4,83⋅10− 4 5,24E-04 
Max. Error (W) 2810,09 2575,19 2422,09 2156,39 1854,23 2024,47 
Mean Error (W) 57,71 68,92 69,07 79,52 92,44 108,86 
T.Deviation (W) 155,84 158,35 159,84 164,78 169,62 183,28 
RMSE (W) 166,18 172,70 174,13 182,96 193,17 213,17 
nRMSE (%) 26,47 27,51 27,74 29,14 30,76 33,93 
MAPE (%) 7,71⋅10− 6 1,26⋅10− 5 3,56⋅10− 5 7,45⋅10− 5 2,17⋅10− 4 3,50⋅10− 4  

Table 6 
Results obtained from the island of El Hierro from the inverter 2, year 2018.    

2 min. 4 min 8 min. 16 min. 32 min. 64 min. 

MLP Min. Error (W) 8,16⋅10− 4 8,09⋅10− 4 9,13⋅10− 4 5,62⋅10− 3 3,07⋅10− 3 6,01⋅10− 3 

Max. Error (W) 2533,07 2528,08 2223,09 2042,98 1982,90 2201,44 
Mean Error (W) 57,49 64,28 70,79 79,07 94,55 134,80 
T.Deviation (W) 156,28 156,20 156,24 163,43 178,81 197,44 
RMSE (W) 166,51 168,91 171,53 181,55 202,27 239,06 
nRMSE (%) 26,14 26,51 26,92 28,49 31,74 37,50 
MAPE (%) 8,79⋅10− 6 1,97⋅10− 5 4,12⋅10− 5 9,45⋅10− 5 2,29⋅10− 4 7,24⋅10− 4 

LSTM Min. Error (W) 2,72⋅10− 4 2,19⋅10− 5 3,53⋅10− 3 6,87⋅10− 4 4,16⋅10− 3 2,47⋅10− 3 

Max. Error (W) 2536,60 2533,55 2079,17 2131,62 1629,15 1707,04 
Mean Error (W) 59,88 60,10 71,31 74,95 89,06 102,80 
T.Deviation (W) 154,58 154,53 151,13 155,71 160,13 179,53 
RMSE (W) 165,77 165,80 167,11 172,80 183,22 206,87 
nRMSE (%) 26,02 26,02 26,23 27,12 28,75 32,45 
MAPE (%) 8,45⋅10− 6 1,83⋅10− 5 3,78⋅10− 5 8,26⋅10− 5 2,32⋅10− 4 5,38⋅10− 4 

GRU Min. Error (W) 8,53⋅10− 5 4,84⋅10− 4 1,23⋅10− 4 1,60⋅10− 4 3,88⋅10− 5 3,41⋅10− 3 

Max. Error (W) 2536,84 2548,37 2106,26 2458,89 1719,80 1658,33 
Mean Error (W) 57,19 66,69 66,45 77,16 88,39 105,99 
T.Deviation (W) 154,92 153,16 153,29 158,00 161,09 180,87 
RMSE (W) 165,14 167,05 167,07 175,83 183,74 209,63 
nRMSE (%) 25,92 26,22 26,22 27,59 28,83 32,88 
MAPE (%) 7,52⋅10− 6 1,13⋅10− 5 3,31⋅10− 5 7,06⋅10− 5 2,01⋅10− 4 3,29⋅10− 4  

Fig. 13. Graphical results of inverter 2 of El Hierro.  
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6.3.2.1. Numerical results. Having data from the years 2016,2017 and 2018, the first year will be used as the training year and data 
from 2016 will be showcased here for different time intervals between samples. The following tables show the results obtained for the 
years 2017 (Table 7) and 2018 (Table 8). 

6.3.2.2. Graphical results. Just like inverter 2, the year 2016 was used for the training phase for the graphical results displayed in the 
following subsection. Analysing the results of the previous table, when in the test phase the 2018 data, the interval between samples is 
15 min is used and a LSTM typology is applied in the neural network, the best values are obtained. Fig. 14 shows the comparison of real 
and predicted values, measurements in terms of generated power (W), in the first 96 samples (1 day) and in the first 672 samples (1 
week) of the year 2018. 

6.4. Discussion 

6.4.1. Influence of the type of architecture and sampling time 
As mentioned above, the parameter used to evaluate the results is the normalized root mean square error or nRMSE. To facilitate 

the analysis of this parameter, the results for each location when a single neural network is used for the tests are plotted, thus com-
plementing the results of the previous tables which were based on tests with ensemble neural networks. 

The following tables show the values for Gran Canaria (Table 9) and Tenerife (Table 10). 
As can be seen in the tables, with the data from Gran Canaria and Tenerife (samples every 60 min), the type of architecture has a 

considerable influence. Using LSTM or GRU type architectures the nRMSE value is reduced up to 11 points with respect to MLP with the 
Tenerife data and 7 points with the Gran Canaria data. 

Table 11 shows the data for inverter 2. As discussed throughout the paper, the sampling data varies from 2 to 64 min. 
In order to visualise the above table more intuitively, Fig. 15 Comparison nRMSE inverter 2 El Hierro. graphs are shown. 
Analyzing the data presented in the table and the corresponding graphs, it becomes evident that the choice of neural network 

architecture becomes increasingly influential as the time interval between data sampling extends. This suggests that the interval 
duration plays a significant role in the predictive performance of different architectures. When samples are taken every 2, 4, and 8 min, 
the nRMSE results are very similar. However, as the time interval between samples increases, GRU and LSTM give better results than 
MLP. 

As with inverter 2, Table 12 and Fig. 16 of the nRMSE results varying the sampling time are shown for inverter 3. 
In this case, as the first reference interval is one data every 15 min, it can already be seen that there is a small difference depending 

on the type of architecture. As was the case for inverter 2, as the time interval between samples increases, GRU and LSTM give better 
results than MLP. 

6.4.2. Sensitivity of the proposed design 
The sensitivity of the proposed design is shown in Fig. 17. The figure shows this analysis for the 2006 Tenerife data (measured in 

kJ/m2) using an ensemble method with 1000 models with a GRU architecture. Also, the year 2018 data from inverter 3 (measurements 
in W) an ensemble method with 1000 models with a GRU architecture is used. 

The sensitivity analysis plots reveal the high accuracy shown by the predictive proposed design used to estimate solar panel power 
values. The points of both plots align closely with the diagonal line, signifying a consistent proximity between the predictions 
generated by the model and the actual observed values. This result underscores the effectiveness of the proposed design in capturing 
relevant data patterns and generating reliable predictions. In conclusion, our study demonstrates that the neural network model 
employed here serves as a robust and accurate tool for solar energy prediction based on input variables. 

6.4.3. Uncertainty analysis of the proposed design 
In addition, it is necessary to perform a proposed design uncertainty analysis. This analysis helps to determine how reliable the 

proposed design predictions are. An analysis of proposed design uncertainty and the distribution of prediction errors is shown in 
Fig. 18 of the year 2006 data from Tenerife (measurements in kJ/m2) using an ensemble method with 1000 models with a GRU 
architecture. Fig. 19 shows the proposed design uncertainty and prediction error distribution using 2018 data from inverter 3 (W 
measurements) and an ensemble method with 1000 models with a GRU architecture. 

Figures reveal that most predictions fall within one standard deviation, indicating a high degree of consistency and precision in the 
proposed design. 85 % of the data points fall within one standard deviation. This result signifies a pronounced level of consistency and 
precision in the predictions of our proposed design. Visually, it is evident as a tightly clustered distribution of data points around the 
central line on a scatterplot. 

This high proportion of points within the range of one standard deviation implies that the proposed design’s predictions tend to 
closely align with the actual values in the majority of cases. The resulting figure illustrates a distinct concentration of data around the 
reference line, portraying the coherence in the model’s estimates. 

6.4.4. Ensemble benefits 
The benefits of the proposed ensemble method are shown in Fig. 20. Fig. 20 shows the results of the nRMSE value of Tenerife Island 

as a function of the number of networks in the ensemble. Li et al. [37], Lee, Kim, and Pedrycz [38], Peng and Zhu [39], and Afan et al. 
[40] also demonstrated that neural network ensembles minimize generalization errors, provide higher accuracy, and improve 
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Table 7 
Results obtained from the island of El Hierro from the inverter 3, year 2017.    

15 min. 30 min 60 min. 

MLP Min. Error (W) 4,38⋅10− 3 1,44⋅10− 3 2,52⋅10− 2 

Max. Error (W) 1819,16 2280,91 1383,57 
Mean Error (W) 72,26 83,78 107,16 
T.Deviation (W) 140,55 152,18 164,56 
RMSE (W) 158,03 173,72 196,37 
nRMSE (%) 29,47 32,39 36,60 
MAPE (%) 7,77⋅10− 5 1,90⋅10− 4 4,26⋅10− 4 

LSTM Min. Error (W) 2,20⋅10− 4 9,77⋅10− 4 1,53⋅10− 2 

Max. Error (W) 1921,71 1688,50 1229,22 
Mean Error (W) 64,95 81,42 90,40 
T.Deviation (W) 134,33 138,59 150,80 
RMSE (W) 149,21 160,73 175,81 
nRMSE (%) 27,83 29,97 32,77 
MAPE (%) 6,71⋅10− 5 3,24⋅10− 4 5,90⋅10− 4 

GRU Min. Error (W) 6,86⋅10− 4 3,38⋅10− 3 1,58⋅10− 2 

Max. Error (W) 1906,79 1690,91 1278,37 
Mean Error (W) 69,09 75,91 89,07 
T.Deviation (W) 134,32 139,27 150,69 
RMSE (W) 151,04 158,61 175,04 
nRMSE (%) 28,17 29,58 32,63 
MAPE (%) 6,91⋅10− 5 1,34⋅10− 4 3,57⋅10− 4  

Table 8 
Results obtained from the island of El Hierro from the inverter 3, year 2018.    

15 min. 30 min 60 min. 

MLP Min. Error (W) 3,01⋅10− 3 5,33⋅10− 3 4,48⋅10− 3 

Max. Error (W) 1533,00 1418,77 1558,55 
Mean Error (W) 73,29 84,55 107,04 
T.Deviation (W) 141,99 152,65 168,31 
RMSE (W) 159,79 174,50 199,46 
nRMSE (%) 29,44 32,14 36,73 
MAPE (%) 8,49⋅10− 5 2,09⋅10− 4 4,86⋅10− 4 

LSTM Min. Error (W) 1,73⋅10− 4 3,75⋅10− 4 1,17⋅10− 4 

Max. Error (W) 1536,63 1345,67 1448,51 
Mean Error (W) 65,13 81,61 90,38 
T.Deviation (W) 135,36 140,59 152,58 
RMSE (W) 150,21 162,56 177,33 
nRMSE (%) 27,67 29,94 32,65 
MAPE (%) 6,90⋅10− 5 3,50⋅10− 4 6,25⋅10− 4 

GRU Min. Error (W) 3,60⋅10− 4 4,67⋅10− 4 5,94⋅10− 3 

Max. Error (W) 1533,15 1349,02 1402,03 
Mean Error (W) 69,46 75,74 89,21 
T.Deviation (W) 135,81 141,14 152,71 
RMSE (W) 152,54 160,17 176,85 
nRMSE (%) 28,10 29,50 32,57 
MAPE (%) 7,65⋅10− 5 1,43⋅10− 4 3,64⋅10− 4  

Fig. 14. Graphical results of inverter 3 of El Hierro.  
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learning. 

6.4.5. Novelty, limitations, and future directions 
Previous studies, such as the work of Chakraborty et al. [41], have investigated the impact of certain variables, like weather 

conditions, on solar power predictions. The novelty of our research, however, is twofold: firstly, it comprehensively analyzes how these 
variables affect solar power predictions when applying ensemble methods, a technique not extensively explored before in this context. 
Secondly, by conducting experiments across diverse locations, our study is uniquely positioned to identify the most effective predictor 
of solar energy for each specific energy infrastructure. We provide empirical data to determine the most suitable prediction system, 
taking into account the unique environmental and operational conditions present at each site. Additionally, the key point of this paper 

Table 9 
Values of nRMSE for Gran Canaria.   

2005 2006 2007 

MLP 42,86 35,95 37,23 
LSTM 39,24 32,84 34,00 
GRU 38,82 32,39 34,10  

Table 10 
Values of nRMSE for Tenerife.   

2004 2005 2006 2007 

MLP 42,86 39,83 40,36 39,09 
LSTM 38,32 35,15 35,11 34,08 
GRU 38,38 34,98 35,03 34,01  

Table 11 
nRMSE value based on the time interval and year for inverter 2.    

2017 2018 

MLP 2 min 26,73 26,14 
4 min 27,79 26,51 
8 min 28,39 26,92 
16 min 30,02 28,49 
32 min 33,79 31,74 
64 min 37,98 37,50 

LSTM 2 min 26,57 26,02 
4 min 27,32 26,02 
8 min 27,75 26,23 
16 min 28,69 27,12 
32 min 30,63 28,75 
64 min 33,53 32,45 

GRU 2 min 26,47 25,92 
4 min 27,51 26,22 
8 min 27,74 26,22 
16 min 29,14 27,59 
32 min 30,76 28,83 
64 min 33,93 32,88  

Fig. 15. Comparison nRMSE inverter 2 El Hierro.  
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is the use of short time intervals, which is independent of the type of prediction model and its ensemble method. This approach can 
provide a more accurate and efficient management of energy sources for renewable energy infrastructures. An uncertainty analysis of 
the model was performed. When comparing the original values with those obtained in the model prediction, it was found that 85 % of 
the values are within the standard deviation. Capturing 85 % of the variations in data is considered quite solid and useful for 

Table 12 
nRMSE value based on the time interval and year for inverter 3.    

2017 2018 

MLP 15 min 29,47 29,44 
30 min 32,39 32,14 
60 min 36,60 36,73 

LSTM 15 min 27,83 27,67 
30 min 29,97 29,94 
60 min 32,77 32,65 

GRU 15 min 28,17 28,10 
30 min 29,58 29,50 
60 min 32,63 32,57  

Fig. 16. Comparison nRMSE inverter 3 El Hierro.  

Fig. 17. Model sensitivity.  

Fig. 18. Model uncertainty analysis data from Tenerife.  

C.M. Travieso-González et al.                                                                                                                                                                                       



Heliyon 10 (2024) e30002

18

decision-making in solar energy management [42,43]. Therefore, reasonably accurate estimates of future values are provided, which 
can be useful for planning and optimizing solar energy production. 

It is important to keep in mind that new deep learning methods are always being developed and need to be compared with existing 
methods to determine their effectiveness and novelty in time series forecasting. One potential avenue for future research is the 
exploration of advanced neural network architectures such as Transformer Neural Networks (TNNs), networks utilizing attention 
mechanisms, and Dense Stream Neural Networks (DSNNs). These novel approaches offer promising enhancements for time series 
prediction by leveraging complex patterns in data more effectively. 

While our study presents several innovative approaches to forecasting solar power generation, we recognize certain limitations that 
warrant mention. Firstly, the specificity of data sources primarily from the Canary Islands may limit the generalizability of our findings 
to other geographical locations with different meteorological conditions and solar irradiance patterns. Additionally, while our analysis 
incorporates advanced ensemble methods and neural network architectures, the rapid evolution of machine learning techniques 
suggests that newer models could offer further improvements in prediction accuracy. Another limitation lies in the scope of variables 
analyzed; considering additional factors such as atmospheric conditions, panel degradation over time, and the impact of shadowing 
could refine the predictive models further. Finally, the computational complexity and resource requirements of the deployed models 
may pose challenges for real-time application in energy management systems. Future research will aim to address these limitations, 
exploring broader datasets, emerging predictive models, and strategies to enhance computational efficiency. 

7. CONCLUSION 

The aim of this paper was to study and analyze different variables of the forecasting process, as the optimal time interval between 
samples needed to make an acceptable prediction and the use of different architectures with their ensemble. When looking at AEMET 
data, which has all been taken with a 1-h interval between samples, it can clearly be seen that the error is on average higher than 30 %. 
Looking at the El Hierro inverter data, we can see that using an inter-sampling time interval of 15–16 min or less results in an nRMSE 
value of around 30 % and lower depending on the architecture. 

The type of architecture has more influence when the time interval between samples increases. If a sampling time of 2, 4 or 8 min is 
used, the results of the 3 types of architectures (GRU, LSTM or MLP) are very similar. However, as the time between samples increases 
it can be determined that it is a better solution to use GRU or LSTM architectures for predictions than the MLP architecture. Regarding 
the use of network assemblies, one point in favour is that stability is achieved in the results. The LSTM and GRU networks are quite 
stable with a low number of blocks works in the ensemble, however if networks with the MLP architecture are used, the variation is 
more noticeable, and it is necessary to use more networks in the ensemble. It could be determined that an ensemble with 100 neural 
networks is an optimal solution as stability is achieved for any type of architecture and the processing cost is not high. In conclusion, in 
order to forecast solar energy production accurately short time interval between samples (2, 4 or 8 min), any type of neural network 

Fig. 19. Model uncertainty analysis data from inverter 3 El Hierro.  

Fig. 20. Stability of the nRMSE as a function of the number of networks on the island of Tenerife.  
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architecture proves to be the optimal choice and provides a fair compromise between reliability and costs, therefore it is independent 
of prediction system, due to the number of samples and their variation of the meteorological parameters in short intervals. But if 
conditions are different for the time interval, increasing its value, the type of neural network architecture and its ensemble has the 
principal role. Because, for bigger intervals, the pattern is clearer, and the prediction systems can model it, where the deep learning 
approaches and their ensemble learning can reduce the error measure. 
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