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The article describes various security primitives for significantly resource-constrained devices, such 
as sensors or sensor networks, IoT devices, wearables, etc. — i.e., devices without programmable 
memory. It is dedicated to parts which cannot handle complex algorithms of modern secure 
cryptography, cannot be equipped with programmable memories, or their circuits or data in 
permanent memories can be easily reverse-engineered. Instead, all security techniques (e.g., 
identification, authentication, and encryption) are based on modern hardware cryptography, mainly: 
physical unclonable functions (PUFs) and true random number generators (TRNGs). The paper 
addresses numerous issues from untraceable identification to mutual authentication to one-time pad 
encryption. The communication security is considered to be a trade-off between the device’s resources 
(processing ability, energy consumption, implementation size, response time), preparation complicity 
(initialization time, size of a server data storage) and the security capabilities and protection levels. 
Primitives can be included into the communication protocol based on particular needs and available 
hardware resources.

The inspiration for this article comes from advances in flexible electronics which have recently attracted 
significant attention as a part of IoT solutions  1,2. Nowadays, several emerging semiconducting technologies 
based on various materials, such as amorphous or polycrystalline silicon, oxides, carbon nanotubes, or organics 
are used  3. Advantages of this type of electronic circuits lie, especially, in their physical form: they are thin 
and light as well as they can stretch and bend while operating. However, with the benefits comes a series of 
limitations, which include: huge and slow one-type transistors, circuits vulnerable to reverse-engineering, lack 
of multi-time programmable (MTP) memories, and visible one-time programmable (OTP) memories, or read 
only memories (ROMs).

Naturally, the security primitives presented in this paper are not limited to flexible electronics. Instead, they 
are applicable to any devices with constrained resources in computation power or energy, which cannot support 
state-of-the-art data protection methods such as certified encryption or authentication algorithms 4. Primitives 
are dedicated to devices in which an MTP memory is either difficult to obtain or it is vulnerable to side-channel 
attacks (SCAs 5,6). There is another reason for using memoryless devices — their low cost of implementation in 
integrated circuit (IC). Usually, MTP memories require additional dedicated layers in technological IC processes, 
which raise the cost of the whole chips production process. Memories usually use higher voltage, which require 
charge-pumps and additional electronics, and these are costly in IC layout area. For example, in modern RFID 
chips (with the chip size around one-tenth of a millimeter) the silicon area of the memory uses more than half 
of the chip size. Inexpensive data collection systems (based on cheap sensors, cheap nodes and other cheap IoT 
network devices), where a low device price is one of the main factors, would be cost-effective to produce if they 
did not require any data storage while powered down.

The general idea of using both TRNG and PUF for securing IoT devices is not new 7,8. Nevertheless, most of 
the primitives presented here are novel — they have recently been patented domestically, but they have not been 
described in either scientific or academic literature to date. It is worth mentioning, that the international PCT 
procedure WO/2020/240527 9 was not extended to any country or jurisdiction, therefore the ideas presented 
here are available free of charge worldwide.
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Introduction to resource-constrained technologies
Flexible electronics is a particularly good example of extremely resource-constrained technologies. There are 
at least a few dozen of such technologies combining several approaches with large diversity of parameters 3. 
Commonly, their circuits are of particularly extensive size when compared to modern nanometer technologies, 
technological stacks only feature several layers, and MTP memory is difficult to develop. Nevertheless, the 
advantage of circuits being very thin and bendable, and their applicability to various surfaces, opens many 
doors for modern IoT devices, including: sensors, products tagging, wearable electronics, electronic skin and 
electronic paper, Internet of Medical Things (IoMT) or Internet of Healthcare Things (IoHT) applications, anti-
counterfeiting and authenticity checking, etc. Majority of these technologies are still in a development phase, 
however, examples of advanced flexible devices are already available: RFID tag 10, ARM microprocessor 11,12, 
or sensors 13–15.Additional constraints come from the domain of security and refer with regard to side-channel 
attacks and reverse-engineering. There are many techniques falling into the category of reverse-engineering 
which are used to obtain information from semiconductor products 16. Circuit extraction (called deprocessing) 
is a process which is opposite to chip fabrication and which has two main applications: one is to remove 
the passivation layer, exposing the top metal layer for microprobing attacks; the other — to obtain access to 
the deep layers and explore the internal structure of the chip 17. In deprocessing of regular chips, there are 
three basic methods used: wet chemical etching, plasma or dry etching, and mechanical polishing. Flexible 
electronics, where a circuit layout is very often easily visible, is often blamed for extreme vulnerability — see 
Fig. 1. In the same way, the in-design programmable memory can be read — e.g., as placement of a VIA 
in layout presented in Fig. 1, as missing diffusion layer connection in NOR ROM, or brought through ion 
implantation in NAND ROM 18.Obtaining the data from OTP memories, which were written using the 
method of laser programming or by burning fuses is comparably easy — see Fig. 2. Laser programmable 
fuses need to be visible for programming, as a matter of course, and high current used for burning fuses 
leaves little irregular deformations in flexible circuits. There is also a lot of literature 17,19,20 on the topic of 

Fig. 2.  Laser (top) and current (bottom) programmable fuses of OTP memories used in flexible electronics.

 

Fig. 1.  Flexible electronics layout of a D-flip-flop circuit (with in-design programmable bit of ROM), visible 
under a regular microscope.
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active side-channel attacks on RAM, Flash, EPROM, EEPROM, including: light, laser, X-rays, temperature, 
electromagnetic radiation etc.

Introduction to TRNG and PUF
The necessity of random numbers in IoT systems is unquestionable 21,22, especially with an appropriate level 
of randomness 7. They are required in many fields of engineering — from cryptography (e.g., secret cipher 
keys, asymmetric encryption, digital signature algorithms, authenticity algorithms, etc.), to system testing (e.g., 
communication systems and complex digital circuits), to statistics (e.g., Monte-Carlo methods) 23,24. Modern 
circuits of many types are equipped with cryptographic coprocessors that allow access to hardware-generated 
random streams as software functions. On the other hand, various lightweight systems (like IoT devices) — 
are expected to ensure an appropriate security level (high-quality randomness and resistance to side-channel 
attacks) despites the limited hardware resources.

Fast and cheap methods of generating random-like numbers under statistical tests called pseudo-random 
number generators (PRNGs) are available  21. Various techniques can provide streams of pseudo-random 
numbers — for example: linear feedback shift registers 25, exponentiation in a multiplicative group 26, operations 
on elliptic curves 27, entropy accumulators that collect random data from various sources and use them to reseed 
the generator 28, and many others. However, a close analysis of a history of generation or analysis of the current 
state of PRNG can result in successful guessing of incoming numbers 29 or, in some cases, contain a backdoor 
inserted  30,31. Therefore, generating truly random numbers usually involves entropy harvesting from some 
physical process, which is random at the level of physical phenomena.

Currently, we recognize many TRNGs based on various processes from which a few common ones are worth 
mentioning: amplification of noise processes 32, coherence detection of free-running oscillators 33, metastability, 
i.e., the uncertainty of either a logical state  34 or its resolve time  35 (alternatively estimated as a metastable 
oscillation number 36), quantum random properties 37, chaotic circuits (depending on a method, playing the 
role of TRNG or PRNG  38,39) and many others. Different techniques manifest different problems; however, 
one common drawback is that they require specific and stable initial or operating conditions. In our previous 
work we joined the advantages of analog chaotic signals and digital circuits by identifying a continuous random 
variable used in purely digital circuits (FPGA, CPLD) as an analog one  40. This idea was later extended to a 
TRNG design in full custom front-to-end flexible integrated circuits technology based on indium-gallium-zinc 
oxide with thin-film transistors 41.

Physically unclonable functions are attracting immense attention as that they can provide physical obfuscated 
secrets — “a vault” for cryptographic keys. The advantages of particular PUFs include the following: (i) PUF keys 
are usually not present in the system (cryptographic keys are not kept in any volatile memory, non-volatile 
memory, latches nor registers); (ii) a key is temporarily activated (re-generated) when it is required in the system; 
(iii) keys are unique and different for every instance of a similar device (implemented/programmed in the same 
way); (iv) keys cannot be copied, cloned nor extracted from the device; as well as (v) they are tamper-proof (any 
attempt of tampering or measurement should destroy the keys). Furthermore, (vi) so called strong PUF (SPUF) 
maps input challenge (C) to output response (R) and offers unique challenge-response pairs (CRPs). Therefore, 
(vii) a key can be activated only by its owner (using owner’s challenge).

A search for methods of PUF harvesting from physical processes includes the following: ring oscillators 42, 
convergence time of bistable rings 43, sneak paths in the resistive X-point array 44, remanence decay effect 45, 
occurrence of metastability  46, locally enhanced defectivity  47, combination of multiplexers and arbiters  48, 
memristors 49, nonlinearities of data converters 50, carbon nanotube network surface 51, mismatch of capacitor 
ratios  52, customized dynamic two-stage comparator  53, and many others. There are also solutions that can 
combine both PUF and TRNG in one architecture 38,54.

To evaluate the PUF performance, common metrics are used: uniqueness, reliability, and uniformity 55. Many 
strong PUFs are not ideal and suffer from vulnerability to machine learning attacks (MLA) 56, therefore, the 
underlying mechanism should be wisely chosen 57. In fact, nowadays many security protocols in IoT use PUFs 
for authentication or key exchange 8,58.

Primitives for memoryless devices
The quality of random numbers generatable within the system as well as the type of strong PUFs chosen as 
platform for challenge-response pairs have crucial impact on the security level, implementation costs, and the 
time and power used for an operation. The TRNG and PUF mechanisms need to be chosen wisely depending on 
the type and purpose of device. Sometimes, a less secure solution has to be used to save resources. Other times, 
the choice may be dictated by platform limitations. The discussion thereof remains beyond the scope of this 
article, nevertheless, a few examples of TRNG and PUF mechanisms were presented in the discussion section 
of the paper.

Similarly, choosing the appropriate lengths of binary words of challenges and responses of CRPs requires a 
careful consideration. We do not determine the length of the words (it also depends on the PUF mechanism), 
however, we assume they were appropriately chosen, and they all are of equal length. We also assume that the 
data word is also of the same length. Therefore, simple operations: exclusive-or (⊕) or comparison ( ?

=) can be 
easily performed. Of course, according to the needs, if there is more data or the response word is too short, the 
words can be combined into bigger blocks. In this paper the examples are simple for clarity of discussion.

Combining a binary message with a key of the same length using the exclusive-or (XOR) operator is an 
extremely simple encryption method known as Vernam cipher (from Gilbert S. Vernam). However, if a unique 
one-time key is used, the cipher “ensures a perfect form of confidentiality known as perfect secrecy” 59. Of course, 
it lacks many properties of advanced ciphers (authentication, integrity etc.) and the key exchange between 
communication parties must be performed in a safe manner. In practice, the key requires memory and its length 
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must be sufficient to cover all future communication. The memory itself must provide secure data storage (e.g., 
protect against SCAs). Nevertheless, in case of using XOR with hardware-generated one-time keys (e.g., RNGs 
or PUFs), the security level is determined based on their individual properties.

Let us define the basic prerequisites for TRNG generation as T = rng() and PUF generation as Rx = puf(Cx)
. The function rng() produces a random word of proper length — every use of the function produces a new 
result (T), preferably a truly random number. The function puf() usually is a strong PUF function, preferably 
immune to various attacks (MLAs, SCAs, or other), which gives a specific response Rx to a specific challenge Cx

. Individual responses look random, but they are the same for particular challenges for particular device. Other 
devices will have different responses to the same challenges and although they look random, the CRPs are stable 
and unique for every device.

Identification
The purpose of the memoryless device identification process may vary depending on application. It can be 
extremely simple, as in the case of product tagging, or more complex, as in case of preceding authentication 
where anonymity or untraceability is required. A unique tagging in a form of public barcode (for example 
with RFID devices) requires from the identification number (ID) only its uniqueness (maybe along with fixed 
number structure for producer, product group determination etc., which is not part of the problem). The 
problem in creating unique numbers for devices (for example consecutive numbers) in IC mass production 
is that the numbers cannot be different between wafers or even between reticles on the same wafer (since the 
reticle production masks are fixed). Therefore, a memory is necessary (at least OTP) to differentiate IDs for 
particular devices.We can avoid the necessity of equipping devices with memory by using PUF structure. The 
ID (or a part of ID) can be established to be a response Rf  to particular challenge Cf , as presented in Tab. 1. 
The Cf  can be (or shall be) set permanently in all the devices to any fixed value, and the responses (random 
alike) will differentiate the devices. If the number of devices is large and the binary length of the response is 
low (especially with poor PUF uniqueness), we can use a number of responses to a number of fixed challenges. 
This is to avoid ID collisions and lower the probability of having the same ID for any two devices, because of 
the birthday paradox involved in this scenario 60.

Table 2.  PUF identification with randomly chosen response.

 

Table 1.  PUF identification based on fixed challenge.
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The server party does not need to know the Cf  at all (or the series of chosen challenges). It just needs to ask 
for ID for the first time and save it for the future authentication purposes (1). Following the ID request (2), the 
device calculates the response R′

f  with PUF mechanism (3) and sends it back (4). The server needs to check 
which of the devices corresponds to this response (5).The described way of identifying the device is extremely 
simple in its implementation. However, it does not offer anonymity or untraceability. If an observer has noticed 
the communication, they can track the ID in later communication. The risk of traceability can be reduced by 
responding with randomly chosen bits of a larger response vector (Tab. 2).

A number of n responses to a number of fixed n challenges (3) can be combined to a larger response R′
f  

vector (4), which should be initially known to the server (1). With a use of TRNG (for this purpose a RNG 
should be sufficient) the device can randomly choose (5) a smaller number of m bits from the R′

f  vector (6) 
creating R′

t. Of course, the number (m) should be large enough to differentiate identified devices. The device 
sends back as a response (7) — both the chosen bits R′

t and their places T. The server, based on known responses 
(1,8), uses the placement T of chosen bits (9) to identify the device among the others (10).

It is obvious that this kind of obfuscation is not a foolproof countermeasure. The more CRPs the higher the 
untraceability, but also the more time and energy used to construct a response. On the other hand, the number 
of bits used for identification (m) can be kept at smaller value, with the assumption that: if a birthday problem 
occurs, the server will ask for yet another package of randomly chosen response bits and use them all to identify 
the device.

A difficulty appears in the device initialization part, when the server should be initially equipped with all the 
responses {Rf1, ..., Rfn}. Strict identification procedure (in the from presented in Tab. 2) would require a great 
number of ID requests and answers in order to fill the {Rf1, ..., Rfn} data — and even then some of the bits may 
be missing (although not all of the bits are required for proper identification, which can be repeated). A different 
approach is to use a special command that performs initialization. The risk is that at some point the command 
may be revealed (security by obscurity is rarely a good idea). Another way is to equip the device with a fuse that 
will irreversibly switch from initialization state to normal work (either automatically after read completion or 
upon a command). However, technically, a fuse can be considered as a bit of OTP memory, which would mean 
that the device in question would not be considered “memoryless” any longer (we leave to the reader to decide if 
a fuse should be recognized as a memory or just as a part of device functionality).

Simple authentication or encryption
Authentication is usually performed after identification. On one hand, since a device is already identified as 
an instance, there is no birthday problem to occur. On the other hand, authentication needs to meet different 
security requirements.The simplest memoryless device authentication (presented in Tab. 3) requires at least 
one CRP stored at the server party (1). The server sends a challenge belonging to the identified device (2), 
to which a response is generated by the PUF circuit (3) and is sent back to the server party (4). Appropriate 
authentication of the device is verified by the server party by comparison of the received response with the 

Table 4.  Simple PUF encryption.

 

Table 3.  Simple PUF authentication.
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previously retrieved response (5).The presented authentication can be modified to play the role of simple 
data encryption from the device to the server — Tab. 4. It can be easily performed by adding an exclusive-or 
(XOR) operation of calculated response R′

x and the data D (4). Since the server knows the CRP, it can decrypt 
the data. Such cases may find application in simple sensors, that on request take a measurement D and send it 
back, but not as a plaintext. The added value of this scheme is that if the decrypted data appear to be valid (5), 
then the device can be considered as authenticated.

These two procedures are characterized by their simplicity and low engagement of device resources. 
However, if the communication is vulnerable to eavesdropping, a CRP can be used only once. Of course, during 
the initialization phase, a number of CRPs can be collected and stored by the server for the purpose of multiple 
authentications/encryptions. However, the server must keep track on which CRPs have already been used, and 
there is an obvious limit to the number of authentications/encryptions.

In the ideal case — with the assumption that each CRP is used only once — the security would rely solely 
on the PUF quality (e.g., vulnerability to MLA). However, that case would require an extensive initialization 
phase with a number of CRPs that will cover every future authentication and encryption. This may be justified 
in scenarios where the sensor communicates incidentally, but probably not in situations where frequent 
transmission is required.

Since such authentication/encryption is extremely efficient in terms of time and energy on part of the device, 
it is worth discussing a smart approach, which will use resources of a much more powerful server. Depending 
on the target application, the server may manage the reuse of CPRs — keep some of them unused for the 
purpose of critical communication, and reuse groups of CRPs depending on various conditions. There can be 
groups of CRPs exchanged after a certain time of use. There can be groups used depending on the importance 
of communication. There can be scenarios for the cases when an attack is suspected. In general, the smart 
management should assure a proper level of trust and certainty when needed.

Mutual authentication
To prevent abuse of use of a device, the server may also be authenticated to the device, before the device performs 
any additional activity or sends a response. For that purpose, an additional CRP is needed (2) besides the one 
used for device authentication (1) — Tab. 5. Simple mutual authentication of both parties can be achieved by 
sending the additional CRP to the device (3), where at first the device uses a challenge (4) and validates the 
correctness of the CRP (5). If the CRP belongs to the device, it can respond with the other response (7) calculated 
as in previous procedure (6).

Unfortunately, the server authentication can be performed securely only once in an environment vulnerable 
to eavesdropping. Without a memory there is no possibility to track which CRPs were used for server 
authentication, therefore it should be reserved only for special tasks — especially irreversible (e.g. fuse burning). 
Alternatively, it can be used to distinguish between common and privileged communication (e.g.  providing 
additional data).

Dynamic exchange of challenge-response pairs
The initialization phase, in which the server party saves a number of CRPs for each new device, can be 
significantly time consuming. An exchange of an old CRP to a new CRP can be achieved by extending the simple 
authentication (Tab. 3) to a method presented in Tab. 6. A new challenge Cn is randomly generated in the device 
using TRNG (4), and this challenge is used to generate a new PUF response Rn (5). The new challenge-response 
pair is then sent from the device to the server party along with the old response (6). If the device authentication is 
correct (7), the new CRP can replace the one previously used for each authentication (8), hence a chain exchange 
of CRPs occurs.

Obviously, such exchange has a limited value for secure authentication if communication is vulnerable to 
eavesdropping. Therefore, to maintain a proper security level of authentication, encryption is required.

Table 5.  PUF mutual authentication.
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One-time random key encryption
One-time pad encryption is referred to in the literature as a technique that cannot be cracked, however, it 
requires the use of a single-use pre-shared key that is large enough to cover all messages being sent 59. Such a 
key would require quite a big and very secure memory, which defies the goal of this study — memoryless IoT 
devices. However, the idea of using an encryption key only once is very attractive; even more so if the one-time 
keys are never written in any kind of solid memory — either MTP or OTP.Tables 7 and 8 introduce two-way 
encryption: for the communication sent to the device and received from the device. Each communication uses 
different randomly generated keys and can be considered separate; however, the returning communication 
(Tab. 8) has to be initiated by the server since the device cannot know (it has no memory) which (and how 
many) CPRs the server holds.

Table 8.  One-time random key device-to-server encryption based on TRNG and PUF.

 

Table 7.  One-time random key server-to-device encryption based on TRNG and PUF.

 

Table 6.  Dynamic exchange of PUF challenge-response pairs.
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As presented in Tab. 7, the first temporary encryption key Ks is randomly generated by the server party 
(3). To pass the key to the device, one CRP is necessary (1). A challenge Cx and the encrypted corresponding 
response Ks⊕Rx (by simple XOR) are sent to the device (4,5) along with other data encrypted with the same 
key (6). It is sufficient to retrieve the key in the device (8) by calculating the response R′

x in the device (7). With 
the Ks key the session data Ds can be decrypted (9).

Similar mechanism can be used in the other direction (see Tab. 8). The second temporary encryption key Kr 
is randomly generated by the device (5) and sent back as encrypted with the response R′

y (6). The stored response 
Ry (1) is used by the server to calculate the receiving key Kr (8). Of course, encrypted data Dd can be send along 
( 7) and decrypted (9).

Since the charts present single communication sessions, any other session (with the same server and the 
same device) will have a new set of random keys: Ks and Kr. An adversary, by observing the communication, 
fully knowing the procedure, can know Cx and calculate Rx⊕Ds and R′

y⊕Dd, which are protected by unknown 
responses. If two-way encryption is performed with only one CRP, one can also calculate Ks⊕Kr, which is 
random and new for every session. Moreover, they can know Ds⊕Dd within one session. If one of the data is 
compromised, the other can be known, therefore using different (or even exchanging) CRPs is preferred. If the 
server has sent an incorrect CRP or an adversary has had access to the device for testing, the device will still 
respond, but the return communication in (6 and 7) will be Kr⊕Ry

′ and Kr⊕Dd (still secured by random Kr 
and unknown R′

y). In the case when the adversary controls everything they send, they can receive Kr⊕Ry
′ in 

one session and XORs of particular Kr values between various sessions.
Another CRP can be sent to the device encrypted as data to authenticate the server to the device or the device 

to the server (presented in the next example). Another challenge can be sent encrypted as data to require even 
deeper encryption with a response known to both parties. Although the communication is encrypted, the device 
can be traced easily by observation of Cx. Therefore, the server may need to manage the use and reuse of CPRs 
smartly (as mentioned in the section about authentication), or an exchange of CRPs should be considered (as 
described in section about CRPs exchange).

Combined primitives
The primitives presented in the previous section can be included or excluded from communication depending 
on its purpose, requirements, hardware, or computational limitations. The most comprehensive variant 
integrating the procedures presented in Tables 2, 5, 6, 7, and 8, is shown in Table 9. Techniques may be arbitrarily 
incorporated into or excluded from the procedure as required or replaced (e.g., identification). The following 
steps from Table 9 can be classified based on their function: 

	(a)	� obfuscated identification of a device: (1)–(10);
	(b)	� server-to-device encryption: (13), (15)–(17), (19)–(21);
	(c)	� device-to-server encryption: (24), (29)–(36), (38)–(41);
	(d)	� server authentication: (12), (16), (17), (22), (23);
	(e)	� device authentication: (11), (14), (18), (29), (37);
	(f)	� CRPs exchange: (25)–(28), (31)–(34), (42), (43).Since the ultimate comprehensive solution should lead to 

untraceability, the obfuscated (not simple) identification was used (1)–(10). Since it also should provide 
encrypted communication, a challenge (14) is required for the encryption key delivery, therefore, a constant 
change of Cx between sessions would be required. If the Cx changes for every session (42), an adversary can 
record the new encrypted challenge Cn1 that will become future Cx and will be sent as plaintext. The future 
Cx could be later used to calculate the current Kr key and all returning communication in this session. 
Therefore, an additional encryption of Cn1 is required (31) — either with another CRP, or with Ks (as in 
this case).

Of course, any additional data can be sent to the device using Ks or from device using Kr. However, in case of 
data compromising the key (e.g., can be guessed or have partially known structure), another additional CRP 
should be established and a second random encryption key can be used — using the same procedure as in steps 
(13)–(15), (18), (19) for server-to-device encryption or (24), (30), (35) for device-to-server encryption.

Discussion
Any security mechanism can be discussed in comparison with the state-of-the-art cryptography. However, some 
devices are resource-constrained or certain crucial practical aspects (e.g. exceptionally small dimensions or 
extremely low production price, visible memories, etc.) determine limits for implementation and, therefore, limits 
for security level that can be achieved. Nevertheless, extreme security may also be unnecessary for some devices 
that need only to publicly identify themselves with a few-dozen-bit barcode. Other devices may process critical 
information and they need to be certain about the identity of the other party, encrypt all the communication, be 
untraceable and must not reveal any secrets even under strong attacks or reverse-engineering. Different levels 
of vulnerability may also be acceptable for different applications. Whether communication should be immune 
only to eavesdropping of single sessions, or secure even with all the communication recorded, and whether the 
physical access to the device is limited, or if an adversary can play weeks of learning attacks on the device — 
remain valid considerations.

With respect to the presented primitives, crucially, the majority of security levels, implementation costs (e.g., 
silicon area) and the cost of operation (e.g., consumed energy and time) will be determined by the choice of PUF 
and TRNG techniques. A small and immune to all known attacks implementation would be ideal, but even when 
dealing with the top solutions, there is always a trade-off to make. For example, one PUF implementation can 
be a dozen times bigger than another, the another can be a threescore time more secure. Even within one type 

Scientific Reports |        (2024) 14:24060 8| https://doi.org/10.1038/s41598-024-75373-6

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Table 9.  Combined primitives for untraceable identification, mutual authentication, and two-way encryption.
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of PUF technique, shorter CRP words mean less security, but also a smaller, faster and less energy consuming 
circuit. An appropriate evaluation and choice of PUF and TRNG is crucial to making the best of a resource-
constrained devices. Although the discussion and comparison of various TRNGs and PUFs remain beyond the 
scope of this paper, a few achievements in these fields were put together in Table 10. These solutions show the 
difference when compared with resources needed for classical cryptography implementations using standard 
memory. Of course, a variety of solutions is to be found, however, the purpose of this comparison is to provide 
a point of reference for standard implementation requirements.

Nevertheless, all the primitives presented here can be very easily assessed considering the type and number 
of mechanisms and operations required — presented in Table  11. If we look at the simplest identification, 
authentication and encryption (Tab. 1, 3, 4), they all need only one PUF mechanism and only one use of it 
per session (encryption — also one XOR). These cases are extremely valuable from the resource-constrained 
point of view, however, there are also significant disadvantages. Firstly, in order to build a functional CRPs 

Primitive Table. Required functions Initialization time Cost of execution Security level

imple identification  1 PUF fast   (one or a few responses) very low (1× puf()) no untraceability, birthday paradox vulnerability

complex identification  2 SPUF, TRNG, 
matrix register mediocre (multiple responses) high   (several puf(), several 

rng(), random bits extractions) adjustable untraceability

simple authentication  3 PUF fast (one or a few CRPs) very low (1× puf()) low security (eavesdropping vulnerability)

managed authentication  3 SPUF mediocre (a number of CRPs) very low (1× puf()) managed security (high ability to collect data 
for MLA)

extensive authentication  3 SPUF very high (a lot of CRPs) very low (1× puf()) high security (but high ability to collect data 
for MLA)

simple encryption  4 PUF, XOR fast (one or a few CRPs) very low (1× puf(), 1× ⊕) low security (vulnerability to repetition)

managed encryption  4 SPUF, XOR mediocre (a number of CRPs) very low (1× puf(), 1× ⊕) managed security (managed use of CRPs)

extensive encryption  4 SPUF, XOR very high (a lot of CRPs) very low (1× puf(), 1× ⊕) high security (one-time-use of any CRP)

mutual authentication  5 SPUF, comparison fast (two or a few CRPs) very low (2× puf(), 1× 
?
=)

security depends on encryption and CRP 
management

CRPs exchange  6 SPUF, TRNG very fast (one CRP) low (2× puf(), 1× rng()) security depends on encryption of 
communication

server-to-device encryption  7 SPUF, XOR fast (one or a few CRPs) very low (1× puf(), 2× ⊕) good security, but depends on number of CRPs

device-to-server encryption  8 SPUF, TRNG, XOR fast (one or a few CRPs) low (1× puf(), 1× rng(), 
2× ⊕) good security, but depends on number of CRPs

combined primitives 
(without identification)  9 SPUF, TRNG, XOR, 

comparison fast (two CRPs) mediocre   (4× puf(), 
3× rng(), 10× ⊕, 1× 

?
=) high security (immune to MLA)

Table 11.  Comparison of device resources required by particular primitives.

 

Mechanism

Word length Techn. Silicon area Throughput Energy per bit

[bits] [nm] [µm2] [Mbit/s] [pJ]

SPUF

subthreshold current array 62 65 130 44700 0.006 11

subthreshold voltage divider array 61 60 65 18700 12.5 0.3

oscillation collapse in a ring-
oscillator 63 100 40 845 1.6 17.75

inverter amplifiers 64 65 28 188 0.8 0.118

TRNG

MOSFETs single-oxide traps noise 65 1 120 9000 0.2 250

ring oscillator based 66 1 65 252 47.8 2.1

metastability (pre-charged cross-
coupled inverters) 67 1 45 4004 2400 2.9

jitter in 3-edge ring oscillator 68 1 28 375 23.2 23

conventional techniques

symmetric encryption — 7 
implementations of AES 69 128–256 65 143000–471000 6400–156000 1.16–1.91

hash function — SM3 hash70 256 65 75000 6540 1.1

asymmetric algorithm — 3 
implementations of RSA 71 32 65 276000–311000 0.307–0.437 11980–25640

asymmetric algorithm — ECC core* 72 256 65 472000 0.173 39300

2 kbit embedded flash memory (erase 
/ write / read) 73 16 65 86000 0.016 / 1.6 / 1600 1400 / 14 / 0.0016†

Table 10.  Comparison of implementations costs of example strong PUFs and TRNGs as well as standard 
cryptography functions and memory. *1.48 ms per elliptic curve cryptography (ECC) point multiplication 
(PM) at 10 µJ per PM (256-bit prime field). †Energy per bit was estimated based on average cell current 
(2.19 µA) and nominal cell voltage (10/10/1.2 V).
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database we need substantial time in a secure environment for the server to collect the data. Secondly, if the 
number of CRPs cannot cover all communication (it may be sufficient for occasional communication) an smart 
management of CPR resources would be required on the part of the server party. Thirdly, the traceability with 
simple identification is obvious, but the authentication and encryption are extremely vulnerable to machine 
learning, brute force, and other attacks. Therefore, the PUF technique has to be chosen wisely and may be 
resource expensive (PUF implementations differ significantly as shown in Table 10 or in the literature 61,62).

More advanced primitives (cf. Tab. 9) may require TRNG as well as other operations, however, if there are 
no CRPs visible on the open channel (all responses are encrypted with a new set of random keys per session), 
machine learning attacks are useless. Since the device authenticates the server, it can also respond with useless 
data in cases when authentications are not valid. Regular changes or CRPs also makes the server part less 
demanding since it has to keep only two CRPs per device with no management at all. In this case the devices 
need to be equipped with one PUF and one TRNG mechanism. In the second phase (after identification) they 
are used multiple times: PUF — 4 times, TRNG — 3 times, XOR — 10 times, and 1 comparison (although XORs 
and comparisons are too inexpensive to be counted at all).

The implementation cost of identification may differ depending on the target untraceability level. For 
example, in the case presented in Table 11, having 32-bit TRNG and PUF words, 64-bit identification number, 
and 512 bits of ID-space (from which the 64-bit ID will be randomly chosen): PUF will be used 16 times in order 
to generate 512 bits of ID-space, and since we need to address 64 bits within 512-bit space (64 of 9-bit addresses), 
TRNG will be used 18 times. It shows that untraceability costs are the highest. Of course, there may be additional 
CRPs and operations depending on the amount of transferred data. Furthermore, the example uses only one 
server party, but since a device has no memory, it can communicate with anyone who holds its CRPs.

Finally, when memoryless primitives are considered, it is hard to compare them with cryptographic algorithms 
or protocols, because they are based on different assumptions (having OTP and/or MTP memory). No solutions 
for memoryless devices have been found yet. Nevertheless, many lightweight ideas use TRNGs and PUFs in 
order to take advantage of good quality random numbers, hardware key vaults or strong PUF mechanisms. A 
comparison of a few such solutions is presented in Table 12. Unfortunately, when a protocol involves certain 
functions or functionalities (encryption, authentication, hash function, elliptic cure cryptography etc., or 
especially non-volatile memory) it requires their implementation, which costs resources (area, power and time). 
Many of the presented solutions (cf. the literature from Tab. 12) do not specify implementation costs or even 
the types of mechanisms they use (hash function, encryption, random numbers generation, etc.) and leave the 
choice to be made based on target application.

Conclusion
The article showcases equipping memoryless IoT devices with basic security mechanisms, as long as they can 
have one PUF mechanism and one TRNG mechanism implemented (in some cases only the first one). Besides 
these mechanisms, only basic operations, such as XOR and comparison, are required. The work is dedicated 
to significantly resource-constrained devices, which cannot handle complex algorithms of modern secure 
cryptography. The primitives for identification, authentication, and encryption can be included or excluded from 
a security procedure depending on the requirements. Especially, such problems as untraceable identification, 
mutual authentication, and temporary key encryption were addressed. As a result, a functionality can be 
achieved starting with single PUF operation and, in most advanced cases, with several PUF/TRNG operations.

Additional information
The primitives have recently been domestically patented (in Poland), however, the international PCT procedure 9 
has not been extended to any other country or jurisdiction, therefore the ideas presented here are available 

Protocol purpose/idea Provided functionality Required functions
Use of 
memory

Lightweight protocol for IoT sensors 74 authentication SPUF, cipher (RC5), XOR, RNG, timestamp yes

PLAKE: lightweight primitives for IoT protocol 75 authentication, key exchange SPUF, hash, XOR, RNG, congruence modulo n yes

PUF Based Authentication Protocol for IoT 76 authentication, key agreement scheme SPUF(FSM), ECC (160-bit), hash (SHA2 or SHA3), RNG, timestamp yes

Lightweight and anonymous protocol for edge IoT 
nodes 77 mutual authentication, key agreement hash, XOR, RNG, SPUF, fuzzy extractor, timestamp yes

Lightweight scheme for IoT fog architecture 78 mutual authentication SPUF, fuzzy extractor, encryption, hash, RNG yes

PLGAKD: lightweight group protocol 79 authentication, key distribution SPUF, factorial tree, CRT, encryption, XOR, hash (HMAC), RNG, 
timestamp yes

Blockchain-based lightweight protocol for IoMT 80 authentication blockchain, SPUF, fuzzy extractor, RNG, hash, XOR, timestamp yes

Lightweight IoT protocol for resource constrained 
nodes 81

continuous authentication, mutual 
authentication SPUF, public key encryption/decryption, hash (HMAC), TRNG, XOR yes

Lightweight IoT protocol without CRPs database 82 authentication geometric threshold secret sharing, SPUF, RNG, hash, signature, XOR, 
modulo prime yes

This work
lidentification, mutual 
authentication, encryption, 
untraceability

SPUF, TRNG, XOR, comparison no

Table 12.  Comparison of lightweight PUF-based security protocols for IoT.
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free of charge worldwide. Patents family can be found in various databases, and the domestic patents directly 
concerning methods for identification, authentication and encryption are enclosed in three Polish patents: 
PL238956, PL241997, and PL242117.

Data availibility 
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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