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Abstract: We reply to the comment by J.-M. Mewes, A. Hansen
and S. Grimme (MHG), who challenged the accuracy of our re

value for the N···Te distance in (C6F5)Te(CH2)3NMe2 deter-
mined by gas electron diffraction (GED). We conclusively
demonstrate that MHG’s quoted reference calculations are less
accurate than they claim for solid state and gas phase. We show
by higher level calculations, that we did not miss substantial
contributions from open-chain conformers. Refinements on
simulated scattering data show that such contributions would
have had only an almost negligible effect on re(N···Te). MHG
suggested the use of a H0-tuned GFN method for calculating
vibrational corrections ra�re, but this did not change these
values substantially. Alternative amplitude calculations using
higher level analytic harmonic and numeric cubic force fields
(PBE0-D3BJ/def2-TZVP) yield a GED value for re(N···Te) =

2.852(25) � that is well within the experimental error of our
original value 2.918(31) � but far from the 2.67(8) � predicted
by MHG. A now improved error estimation accounts for
inaccuracies in the calculated auxiliary values. The gas/solid
difference of the weak N···Te interaction is in a realistic range
compared to other systems involving weak chemical interac-
tions.

The recent comment by Mewes, Hansen and Grimme[1]

(further on abbreviated MHG) on our recent structural work
on the weak intramolecular N···Te interaction in (C6F5)Te-
(CH2)3NMe2 (1)[2] (Figure 1) has raised some interesting
aspects of weak chemical interactions (WCIs), or non-
covalent interactions (NCIs) and about the performance of
experimental and theoretical methods to capture them

structurally. We prefer the term WCI, because ionic or
metallic bonding type interactions are also non-covalent, but
clearly not, what is under discussion here.

In essence, MHG criticise that our gas phase value for the
N···Te distance determined by gas electron diffraction (GED)
would be too large in the light of their new and more
sophisticated quantum-chemical results on a single molecule.
In turn, they claim to exactly reproduce our solid-state values
and use this as an argument for the validity of their procedure.
They offer to provide an explanation for why our procedure
of analysing GED data would inherently lead to too large
values due to two issues: a) inadequately corrected large
amplitude vibration of the Te�N mode (they suggest H0-
tuned GFN1-xTB and GFN2-xTB methods to solve this) and
b) overlooking the presence of further conformers contribu-
ting to the measured electron diffraction scattering intensities.
Both points are dependent on the temperature of experiment,
which required 444 K to evaporate 1 at a rate suitable to
produce sufficiently fast electron scattering.

We will analyse these issues point by point and will show
that our methods are robust to the above effects and that the
published gas-phase values are reliable within experimental
error.

Intramolecular donor–acceptor bonds in different
phases

The subject of debate is a molecule consisting of a ring
system involving a donor-acceptor-type of bond. The NMe2

donor and the Te(C6F5) acceptor groups are linked by a 1,3-

Figure 1. Gas-phase structure of 1 as determined by gas electron
diffraction.
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propandiyl unit. One of the aims of our contribution was to
establish gas-phase and solid-state structural data for com-
parison. It is well known that weak chemical interactions are
sensitive to the environment of the molecule,[3] and this is in
particular true for adducts involving dative bonds, since the
formation of dative bonds is usually accompanied by the
build-up of (strong) dipole moments. (C6F5)Te(CH2)3NMe2

(1) can be regarded as a molecule with an intramolecular
donor-acceptor bond (dative bond), which can alternatively
be described as a chalcogen bond.

Experimental structures for different phases

There is an overwhelming body of structures of crystalline
systems involving WCI (Lewis acid base adducts, halogen-
and chalcogen bonded systems and so on). There is also
a number of adduct-type systems or those with other WCI
that have been studied in the gas phase.[4]

However, the intersecting set of systems studied exper-
imentally in both phases, gas and solid, is extremely limited,
and this holds in particular for systems involving heavy-
elements beyond the 3rd row of the PSE. The reasons for this
are obvious: it is comparatively easy to determine a structure
for solid compounds given they form suitable crystalline
material. More sophisticated experiments are necessary for
typically volatile compounds, which are often liquids or gases
at ambient temperatures. Then in situ crystallization on
a diffractometer is the technique of choice, although there are
only a few labs with expertise in such experiments.

For gas phase experiments, there are two major methods:
rotational (or rotationally resolved) spectroscopy, usually
microwave spectroscopy (MW) and gas electron diffraction
(GED). Both are confronted with the fact that they produce
only a limited amount of information and this leads often to
underdetermined cases for structure determination. An
important issue in this context is that of molecular vibration.
In the analysis of GED data, one fits a model to the
experimental scattering data by least squares refinements—
similar to the procedure in X-ray crystallography. Parameters
in such a GED refinement are geometrical parameters that
define a model producing all atom-atom distances contribu-
ting to the pair (or triple) correlation functions involved in the
scattering theory underlying the analysis programs. In addi-
tion, one has to handle molecular vibration. Small amplitude
vibrations are straightforward to handle and there exist
several protocols of how to work with such problems.
However, when weak chemical interactions (WCI) associated
with large amplitude motions are involved, the problem
becomes much trickier. Under such conditions the models for
describing small amplitude vibrations are no longer good
approximations. Therefore, in the original work, we used
molecular dynamics simulations to extract estimates for the
vibrational effect on refined structural parameters and
“correct” them to a common physical basis, the “distance
between equilibrium nuclear positions” abbreviated re. The
reader should note that this is a hypothetical value of
a vibration-less molecule that does not exist in reality, not
even at 0 K. These corrections are done to make data from

different methods with different physical meaning compara-
ble. The question remains whether the choice of a hypothetical
state that can never be reached in reality is ideal.

Reliability of theoretical approximations

In their comment, MHG provide a series of results of
quantum-chemical methods applied to the structural problem
of (C6F5)Te(CH2)3NMe2 (1). There are large variations in
numbers depending on the methods applied, showing that
producing a correct result by quantum-chemical methods is
by no means a trivial task—nor is it trivial for experiments!

Optimized values for re(N···Te) from DFT hybrid func-
tionals are 2.750 (PBE0-D3), 2.754 (PBE-D4), 2.80 (B3LYP-
D4), 2.816 � (M06-L) and said by MHG to be too large. In
contrast, MP2 and in particular GFN1/GFN2 predict much
too strong interactions, i. e. too short re and a wrong shape of
the potential energy surface (PES, for GFN1); the non-
modified GFN methods provide GFN2 2.594 and GFN1
2.464 �. In their extensive calculations MHG finally choose
to trust a relaxed scan with their very recently presented
r2SCAN-3c method followed by single-point calculations with
a high-level local coupled-cluster (DLPNO-CCSD(T1)/CBS)
method to produce a potential solely for the N···Te inter-
action. From this, they estimate an optimum value for
re(N···Te) for the free molecule: 2.67 �. Of course this
procedure works reliably only if all other degrees of freedom
also represent minima at this level of theory, which is at least
to some degree uncertain.

For testing the performance of their underlying r2SCAN-
3c approximation MHG performed periodic DFT optimiza-
tions for the solid state of 1 and compared their results with
our molecular structure in the crystal determined by XRD.
They assumed that their data obtained in re space are
comparable to the values of the crystal structure obtained at
100 K (rexp � re). Crystal structure distances do not represent
re values, but the distance between the average nuclear
positions at thermal equilibrium, also denoted rh1.

We have now performed a more accurate description of
the solid state (XRD) values and calculated corrections for
vibrational effects in the solid state, see Table 1. The
corrections rh1�re from an rh1 type of experimental structure
and quantum-chemically computed re were calculated using
perturbation theory[5] for an isolated molecule at 100 K using
harmonic and cubic force fields at the PBE0-D3BJ/def2-
TZVP level. Apparently the r(N···Te) distance in the crystal

Table 1: Experimental, corrected experimental and calculated geomet-
rical parameters of 1 in the solid state.

Solid 1 r(N···Te) r(C1-Te) r(C7-Te)

XRD measured, rh1 2.639(1) 2.189(1) 2.159(1)
rh1�re, estimated for T = 100 K 0.024 0.004 0.009
XRD corrected, re 2.615 2.185 2.150
r2SCAN-3c (MHG), re 2.636 2.216 2.184
PBE-D4 (MHG), re 2.624 2.223 2.187
M06-L (MHG), re 2.730 2.220 2.178
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phase is not reproduced so well by the new r2SCAN-3c
method as reported by MHG. Taking other much less
vibration-affected molecular distances also into account it
appears that all DFT values are scattered around experimen-
tal data with the expected typical accuracy of about several
hundreds of an �ngstrom.

Solely the other two bonds at the tellurium atom deviate
by 0.031 (r(C1-Te)) and 0.034 � and (r(C7-Te)) (Table 1). We
would not have expected a distance for a WCI to be more
reliably predicted by DFT than those for the other covalent
bonds.

As mentioned above, the equilibrium re(N···Te) distance
has not been obtained by full optimization of the complete
structure at the DLPNO-CCSD(T1) level of theory, appa-
rently due to too high computational demands. But even if
this could be done, to our best knowledge, the accuracy of this
theoretical level has not been as thoroughly benchmarked for
structures involving heavy elements, as was reported for
molecules involving 2nd and 3rd period elements.[6] One reason
for this is the surprisingly limited number of highly accurate
experimental structural parameters for isolated molecules, in
particular involving such heavy elements. Alone the DLPNO-
CCSD(T1)/CBS approximation does not give convergent
results. There are still effects of quadrupole, 5-tupole and
further excitations, core correlation, relativistic scalar and
spin-orbit effects. Each of the effects in turn requires an
investigation of basis set convergence. Thus, we believe that
the theoretical approximations used by MHG should not be
used as reference for the equilibrium N···Te distance.

Finite-temperature effects

From molecular dynamics (MD) simulations MHG con-
cluded that up to 10 % of 1 can exist in open-chain forms (no
N···Te interaction) in the gas phase at 445 K. They predicted
that not accounting for this amount of open-chain forms with
very large N···Te distances might lead to an increase in the
refined re(N···Te) value for the most stable conformer when it
is refined as the sole component during GED analysis. Here
we test this hypothesis.

First, we attempted to reproduce MHG’s value of 10%
open-chain form by explicitly identifying as many stable

conformers as possible. By systematic one-dimensional scan-
ning (PBE0-D3BJ/def2-TZVP level) along different torsional
coordinates we found and optimized 17 structures (PBE0-
D3BJ/def2-QZVPP, some of them are described in Table 2).
Calculations of harmonic vibrational frequencies (PBE0-
D3BJ/def2-QZVPP) revealed one imaginary frequency for
structure 1 f, the other structures were confirmed to be
minima on the PES. For the optimized structures in Table 2
single-point energies were computed at the DLPNO-CCSD-
(T)/def2-QZVPP level. Coupled-cluster energies corrected
for harmonic zero-point vibrational energies (ZPVE) from
the aforementioned DFT calculations were used to compute
the abundancies of the identified conformers in the gas phase
at 445 K. The results show the major contribution of con-
formers 1a and 1b, both having ring-structures with relatively
close N···Te contacts. These two conformers together with the
far less stable 1c were used during GED data analysis in our
original work. Models of 1a and 1b fit the GED data equally
well and thus cannot be distinguished. The differences
between these structures are minimal in concerning the
N···Te interaction and thus, as before, we discuss only the most
stable 1a. Conformer 1c has also been tested against GED,
but showed a poor fit and thus was rejected. Inclusion of 1c as
a second conformer was attempted but led consistently to
higher R factors than the single conformer model we finally
chose. The most stable open-chain conformer 1j has a con-
tribution of about 0.2%. All other conformers not listed in
Table 2 have larger energies and contributions below 0.1%
(see Supporting Information for the complete list of struc-
tures). Considering the chemical structure of 1 we did not
expect any other energetically low-lying conformers apart
from 1a and 1b. The results summarized in Table 2 confirm
this. In essence they show that the contribution of open-chain
forms is about 0.5%. We also tested the effect of vibrational
anharmonicity on the zero-point energies. For the selected
conformers 1a and 1c we calculated harmonic and anhar-
monic frequencies and respective ZPVE using VPT2[7] theory
with PBE0-D3BJ/def2-SVP electronic approximation as
implemented in Gaussian 16. The change of the differrence
between ZPVE values for 1 a and 1 c due to the anharmonicity
was as small as 0.036 kcalmol�1, which is negligible in
comparison to the energy values in Table 2. This result is
also supported taking into account the available literature on

Table 2: Optimized structures of conformers of 1 and their zero-point-corrected energies (kcalmol�1) and abundancies x at 445 K according to the
Boltzmann distribution.

Conf. N···Te CCTeC CTeCC TeCCC CCCN CCNC-1 CCNC-2 EDFT/QZ ECC/QZ x, %

1a 2.744 �51.6 �155.3 �56.3 63.0 80.2 �153.4 0.0 0.0 60.0
1b 2.738 �60.8 157.5 54.1 �63.1 154.2 �79.4 0.336 0.369 39.5
1c 5.486 �46.2 �163.3 �178.3 175.1 68.7 �166.6 6.850 6.679 <0.1
1d 5.485 �50.5 �172.9 �179.7 �174.4 �68.5 166.8 6.969 6.812 <0.1
1e 5.547 �48.0 �168.3 �178.6 �179.6 65.7 �65.6 7.580 7.795 <0.1

1 f[a] 4.958 v53.9 178.2 �179.3 55.0 �169.2 65.4 6.210 6.064 <0.1
1g 4.955 �47.2 �162.0 178.4 �56.6 �66.7 168.0 6.059 5.915 <0.1
1h 4.761 �54.9 136.3 �72.7 170.8 67.4 �167.8 7.178 7.213 <0.1
1 i 4.720 �58.1 154.8 59.2 172.9 �169.1 66.0 6.540 6.588 <0.1
1 j 3.486 �45.8 �47.3 �54.0 90.3 76.8 �157.2 5.264 4.827 0.2

[a] Has one imaginary frequency in the DFT calculation.
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benchmarks of scaling factors for harmonic frequencies and
ZPVE[8] and investigations of thermodynamic functions for
flexible systems at different temperatures.[9] Note, according
to all our DFT calculations both, closed-ring and all open-
chain conformers, have low vibrational frequencies in the
range 10–20 cm�1. Thus accounting for various vibrational
effects does not significantly influence the differences be-
tween energies of these two types of conformers.

Although it is still possible that we overlooked some other
stable open-chain high-energy conformers, it would hardly be
possible that they all exceed in sum 2% abundancy according
to the used theoretical approximations. In the light of this
higher-level treatment we cannot support the finding of MHG
regarding the contribution of opened forms of about 10%, at
least in the commonly accepted understanding of this term.

Robustness of GED refinements to temperature
effects

Nevertheless, we explicitly tested further the possible
influence of finite-temperature effects on the refined re-
(N···Te) value. For this, we generated simulated GED data
sets, by calculating (and then analyzing) scattering data of
mixtures of 1a and 1c from theoretical models. In these
simulations the amount of 1c was set to 2, 5 and 10 %. The
geometrical parameters for these conformers were taken
from PBE0-D3BJ/def2-TZVP optimizations.

These simulated data sets were analyzed in the same way
as we analyzed our experimental data set. Vibrational
amplitudes and corrections for interatomic pairs were calcu-
lated using the same procedure as before (path-integral MD
simulations) but with the tuned GFN1(0.9) method as
recommended by MHG. The simulated GED data sets were
used for the refinement of parameter values for 1a using
a model with only this single conformer, as was done in our
original contribution. Indeed, the refined re(N···Te) distances
of 1 a were found increased in comparison to the expected
values, when neglecting 1 c in the model. However, contrarily
to MHG’s predictions, the effect was very small: 0.0004,
0.0014 and 0.0026 � for the data sets containing 2, 5 and 10%
of 1 c (along with increasing R factors by 0.03, 0.06 and
0.22%)—all well within our quoted experimental error. Thus,
our modelling shows no significant influence of finite-temper-
ature effects on the re(N···Te) value of 1. Taking also into
account the theoretical energies of all identified stable forms
we can reject this hypothesis of overlooked conformer
contributions.

Large-amplitude motion

It is possible that our GED results are affected by
theoretical parameters used to supplement the interpretation
of the data. Especially vibrational corrections ra�re can
directly influence the refinement. In our original work we
used path-integral molecular dynamics (PIMD) simulations
based on the original GFN1 method as implemented in the
CP2K code. Note, that in contrast to PIMD simulations, the

MD cannot be used in GED[10] due to the inability to cover
quantum effects, which is critical for light elements, in
particular for hydrogen atoms. In GED it is impossible to
investigate an isolated interatomic distance without consi-
dering the whole molecule and therefore uniform accuracy is
required for calculating corrections for all interatomic
distances. Also, we need to note explicitly, that vibrational
amplitudes and corrections are defined only for particular
conformers.[11] Thus, in the processing of PIMD trajectories
we control that only those structures are taken into account,
which belong to the basin of the conformer under consider-
ation. In our practice, we start PIMD simulations from the
optimized structures of the respective stable conformers, for
which we calculate vibrational parameters. Thus, there is no
need to start, for example, from the global minimum and
accumulate very long trajectories in the hope of obtaining
convergent sampling of a desired high-energy conformer. We
also do not average the values of interatomic distances
belonging to different conformers. Having said that, we stress
that the MD simulations of MHG, with trajectories passing
through multiple conformers, are not directly suitable for the
interpretation of GED data.

However, we believe that MHG have a better understan-
ding concerning the accuracy of the original GFN methods
which Grimme and co-workers have introduced not long ago
under the title “A Robust and Accurate Tight-Binding
Quantum Chemical Method for Structures, Vibrational
Frequencies, and Noncovalent Interactions of Large Molec-
ular Systems Parametrized for All spd-Block Elements (Z =

1–86)”.[12] Despite this title, MHG describe the N···Te
interaction in their comment as “exotic” and consequently
suggested H0-tuning in order to adapt this method to their
higher-level treatment results.

We are grateful that MHG gave us the opportunity to test
the tuned GFN1(0.9) method for our purposes in GED
analysis. Consequently, we performed a new set of PIMD
simulations based on the tuned GFN1(0.9) as suggested by
MHG. The length of the PIMD trajectory was 44 ps, which
allowed obtaining converged parameters for the single
conformer. Note, its lowest vibrational frequency was ca.
20 cm�1 according to DFT. With the improved calculated sets
of amplitude starting values and interatomic corrections we
refined the structural parameters of 1a and obtained an
re(N···Te) value of 2.916(11) �, which is only slightly shorter
in comparison to the originally refined value of 2.918(10) �
(here: 1s least-squares standard deviations are in parenthe-
ses). Note, that in all refinements, original and new ones, we
applied restraints on the geometrical parameters of 1 taken
from a calculated structure optimized at the PBE0-D3BJ/
def2-TZVP level with re(N···Te) = 2.751 �. Despite this, the
values always refine to a larger value.

Error estimation including calculation errors

In our original work the uncertainties for both, XRD and
GED structures, were standard deviations from least-squares
method. This is usual practice in structural studies, although in
some GED cases scale errors are also included. However, the
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contributions from other sources to the uncertainties of the
refined parameters can be also calculated. Here we inves-
tigate how the inaccuracy in the theoretical vibrational
amplitudes and corrections could possibly influence the
uncertainty of the refined value of re(N···Te). For this the
direct Monte-Carlo method (MC)[13] has been used. Scale
factors for amplitudes and values of ra�re corrections have
been sampled in ranges � 50% and � 100 % around the
calculated values with uniform distributions. The value for 1s

for the parameter re(N···Te) calculated in this simulation was
0.025 �. This does now include contributions from exper-
imental data and the calculated vibrational parameters.

Alternative ways for amplitude calculations

Further, we tested an alternative way for the calculation of
vibrational amplitudes and corrections at the DFT level,
without using any semi-empirical methods at all. Using the
PBE0-D3BJ/def2-TZVP approximation (according to MHG,
the PBE0-D3 approximation predicts reliably the form of the
potential energy curve for r(N···Te)), analytical harmonic and
numerical cubic force fields were computed. Note that at this
DFT level, the N···Te stretching is mainly localized to three
vibrational modes with frequencies of 81–105 cm�1. There-
fore, no dynamic GED model is required to describe the
r(N···Te) distance. The force fields were further processed to
calculate the required vibration parameters using perturba-
tion theory.[5] Subsequent structural refinement of 1a based
on the experimental GED scattering intensities with these
parameters gave re(N···Te) = 2.852(25) � (the uncertainty is
1s from MC as described above). This value is smaller than
the previously refined one, so the level of theory and the
method of vibrational calculations have the greatest influence
on the refined N···Te distance. However, both values we
obtained, 2.852 and 2.916 � are well within the � 2s = 0.05 �
determined, but still far from the value 2.67� 0.08 � calcu-
lated by MHG.

The closer chemical context: data of similar
compounds

The question of what is a reasonable range for dative-type
N···Te distances can be answered using the following liter-
ature data. The closest related compound to 1 is probably
(C6F5)TeMe·NMe2Et, which we discussed in our original
article for comparison. This compound has the same sur-
rounding for the directly interacting partners of Te and N
atoms and is formally derived from 1 by cleavage of a C�C
bond and saturation of the ends with hydrogen. Only a crystal
structure exists for this compound, showing an N···Te distance
of 2.854(1) �, that is, 0.218 � larger than in 1. This
demonstrates the great flexibility of this parameter, which is
also seen in several o-phenylenemethyl-bridged intramolec-
ular N···Te interactions: in ClTe(o-C6H4)CH2NMe2 (2.355-
(3) � if monoclinic P21/n

[14] and 2.362(3) � if orthorhombic
P212121

[15]), in PhTe-(o-C6H4)-CH2NMe2 (2.8079(16) �),[16] in
the three structures of the [2-(Me2NCH2)C6H4]TeSP(S)R2

derivatives [R = Me (2.48(2) �), R = Ph (2.439(2) �), R =

OiPr (2.467(3) �),[17] (2-NMe2CH2C6H4)TeR, where R = 2,6-
MeC6H3 (2.786 (4) �) and R = 2,6-iPrC6H3 (2.844 (2) �).[18]

The gas phase values are expected to be larger than the solid
state values (see below), and therefore these values indicate
that our reported values for solid state and gas phase of 1 are
well within a reasonable chemical range for this type of
compounds.

The broader chemical context: comparing solid and
gas phase data for the same compound

As shown in Table 3, there are not many, but at least some
compounds for which experimental data are available from
both the solid state and the gas phase. The case of “partial
bonds” was addressed by Leopold, Canagaratna and Phillips
in their article “Partially bonded molecules from the solid
state to the stratosphere”.[3] This and the information from the
now larger body of examples in Table 3 show a relatively clear
picture for systems that are adducts in the sense of dative
bonds (including related electrostatically controlled interac-
tions such as halogen or chalcogen bonds). A prerequisite for
a reliable comparison of solid state and gas phase values for
molecular compounds is that the same coordination numbers
and no more complex structural motifs of aggregation are
present in the solid state.

Regarding the structural features concerning the dative
bond, it can be summarized that a) the values in the gas-phase
are always longer than the values in the solid state and b) the
difference between solid and gas phase is larger the weaker
the dative bonding for the free molecule.

There are only few data for dissociation enthalpies. Only
the examples in Table 3 with the strongest dative bonds
(> 18 kcal mol�1), H3B···NMe3, F3B···NMe3, F3B···NH3,
Me3Al···OMe2, Me3Al···SMe2 and O3S···NH3, consistently
show rather small differences between solid and gas phase
values for the lengths of the dative bonds (0.021(11) to
0.094(11) �) the only exception being O3S···NH3 with a larger
difference of 0.186(23) �. All other adducts with weaker
dative bonds F3B···NCCH3, O2S···NHMe2, O2S···NMe3 show
significantly larger values (0.214(30)–0.381(8) �). If one
extrapolates to related situations, one can classify the other
systems as well: all strongly bound adducts have smaller
solid–gas differences, all more weakly bound have larger
differences, and only the very strongest adducts are in the
range of 0.082 �, as was predicted by MHG for the weakly
bound 1.

However, if we consider bond strength value of about
8 kcalmol�1 predicted by MHG for 1, it becomes difficult to
fit this into the general landscape outlined in Table 3, i. e.,
a difference of only 0.034(80) � seems rather unreasonable. It
could be argued that most of the values compiled in Table 3
involve elements from the second and third rows of the
periodic table and only a few values for gallium compound are
from the fourth row, and therefore this cannot be representa-
tive. Rather, it shows that our knowledge of such behaviour
for the heavier elements is meagre. However, this concerns
experimental facts as well as validated theoretical methods.
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Conclusion

MHG raised an interesting point concerning the effect of
temperature on the modelling required for data analysis of
gas electron diffraction (GED) data, in particular if the
objects of study involve weak chemical interactions (WCI). In
essence, we have conclusively demonstrated that their
reference calculations are not as accurate and reliable as
they claim, neither for the solid state nor for the gas phase. We
can show that we have not overlooked a substantial contri-
bution of open-chain conformers. On the contrary, we can
demonstrate with higher quality theoretical methods, that

a) the abundance of such open-chain conformers with larger
N···Te distances is almost negligible and b) even if they
existed, they would have a very small effect on the refined
N···Te distance from GED. We have also shown that the
suggested H0-tuning of the GFN methods does not substan-
tially change the values of vibrational corrections ra�re.
However, we have found that alternative routes for vibra-
tional calculations using analytical harmonic and numerical
cubic force fields at higher levels (PBE0-D3BJ/def2-TZVP)
yield a value for re(N···Te) = 2.852(25) �, which is slightly
smaller than in our original work (2.918(31) �). This value is
still well within the reported experimental error, but it is far
from the “reference” value of 2.67(8) � predicted by MHG.
The error for this value, re(N···Te) = 2.852(25) �, was calcu-
lated by taking into account the inaccuracy in the calculated
vibrational amplitudes and corrections and was calculated
using the direct Monte-Carlo method (MC). This GED
investigation was performed at the best level currently
available. However, effects related to (a) uncertainties in
the scattering factors, (b) multicenter scattering, (c) multi-
dimensional large-amplitude motions, (d) electron scattering
from finite sample volume may be present. We assume these
effects play a minor role compared to those from vibrations.
Future development of the GED method should clarify this.

By placing our results into a broader chemical context, we
have compared the phase-dependent behaviour of the weak
N···Te interaction in 1 with a number of other weakly bound
systems. This shows that a gas/solid difference for interactions
as weak as the N···Te interaction in 1 (rgas�rsolid = 0.279(31) �)
can be expected to be substantially larger than the 0.034-
(80) � predicted by MHG.

The whole case clearly demonstrates how much experi-
ment and theory are meanwhile interdependent and depen-
dent on one another, and how much both can benefit in their
development if data and methods are mutually referenced.
This is in particular true for systems involving heavy elements,
for which the validation of theoretical methods is often still
inadequate and for which reliable experimental values are
still scarce, and it is an even greater problem for weak
chemical interactions involving heavy elements. It is also
apparent that knowledge of the differences between molec-
ular structures in different phases is still very incomplete.

Computational Details

Potential energy scans with DFT in the conformational
search and calculations of harmonic and cubic force fields for
the use in perturbation theory were performed using Gaus-
sian 16.[51] Optimizations of conformers and frequency
calculations were done at the PBE0-D3BJ/def2-QZVPP level
with m4 integration grid and with RI approximation as
implemented in Turbomole 7.4.1.[52] The SCF convergence
criterion scfconv was set to 7 and 8 in optimizations and
frequencies calculations, respectively. Single-point DLPNO-
CCSD(T) energies were calculated in Orca 4.2.1[53] with the
RI-JK approximation and TightSCF and TightPNO options.
PIMD simulations in the PIGLET variant with 1 fs time step
were performed as implemented in the CP2K 9.0 (develop-

Table 3: Compilation of the results of experimental structure determina-
tions of weakly bound adduct systems for which values exist in both, the
crystalline and the gas phase (the column r provides information on the
structure type of the gas phase value,[a] Dr is the difference r(gas)�r-
(solid), BDE is the experimental bond dissociation enthalpy in kcal mol�1,
where available).

Compound r(solid) r(gas) r Dr BDE

intermolecular
H3B···NH3 1.56(5)[19] 1.6453(1)[20] re 0.085(50)

H3B···NMe3 1.617(4) 1.656(3)[21]

1.638(10)[22]
rg

rs

0.039(5)
0.021(11)

40(9)[23]

H3B···C4H9NO[b] 1.605(9) 1.644(6)[24] rh1 0.039(11)

F3B···NMe3 1.58 1.636(4)[25]

1.674(4)[26]
r0

rg

0.056(11)
0.094(11)

32.9

F3B···NH3 1.580(1)[27, 28] 1.673(2)[29] 0.093(2) 19.2
F3B···NCH 1.638(2) 2.473(29)[30] r0 0.835(29)
F3B···NCCH3 1.630(4) 2.011(7)[31] r0 0.381(8) 5.7
(F3C)3B···CO 1.69(2)[c] 1.617(12)[32] rz �0.53(23)[c]

Me3B···NMe3 1.564 1.69(4)[33]

1.698(10)[34]
r0

r0

0.126(40)
0.134(10)

Me3Al···OMe2 1.940(2) 2.014(24)[35] ra 0.074(24) 21.9(2)
Me3Al···SMe2 2.461[d] 2.55(2)[36] ra 0.089(20) 18.1(5)
H3Ga···PMe3 2.3857(6) 2.443(6)[37] rh1 0.057(6)

H3Ga···NMe3 1.97(9)[38] 2.111(2)[39]

2.139(4)[40]
r0

ra

0.141(90)
0.169(90)

O3S···NH3 1.7714(3) 1.957(23)[41] r0 0.186(23) 19.1
O2S···NHMe2 2.003(12)[42] 2.335(30)[43] rs 0.332(32) 10.3

O2S···NMe3 2.046(4) 2.260(30)[44]

2.285(30)[45]
rs

r0

0.214(30)
0.239(30)

13.4

intramolecular
FSi(OCH2CH2)3N 2.042(1) 2.324(14)[46] ra 0.282(14)
F3SiONMe2 1.963(1) 2.273(17)[47] ra 0.310(17)
ClH2SiONMe2 2.028(1) 2.160(7)[48] ra 0.132(7)
(F3C)F2SiONMe2 1.904(2) 2.112(17)[49] rh1 0.208(17)
H3Si(CH2)3NMe2 2.719(2) 2.91(4)[50] rh1 0.191(40)
1 our work 2.639(1) 2.918(31) re 0.279(31)
1 MHG, calcd 2.636[e] 2.67(8)[e] re 0.034(80) �8[e]

[a] Uncertainties are given as in the original publications without
modification. If missing, they were assumed to be in the last stated digit.
[b] C4H9NO = morpholine. [c] Value of very limited quality. [d] Average
value. [e] Theoretical estimate by MHG.
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ment version git:6d312f7) code[54] with preliminary testing
and validation of its functionality. Gradients in these simu-
lations were computed using the GFN1 approximation[12] with
tuned N···Te term, as recommended by MHG: GFN1(0.9).
Calculations of vibrational interatomic amplitudes and cor-
rections from the PIMD trajectories were performed with the
Qassandra 1.0-7 program.[55] Amplitudes and corrections at
the level of perturbation theory[5] were calculated from the
PBE0-D3BJ/def2-TZVP optimized geometry and harmonic
and cubic force fields using VibModule program.[56] All
vibrational calculations and PIMD simulations were done for
the average experimental temperature T= 444(1) K. All
kinds of GED data processing including refinements, data
simulations and Monte-Carlo sampling were performed with
the UNEX program.[57]
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