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Abstract

Recent studies have shown that a similarity between sound and meaning of a word

(i.e., iconicity) can help more readily access the meaning of that word, but the neural

mechanisms underlying this beneficial role of iconicity in semantic processing remain

largely unknown. In an fMRI study, we focused on the affective domain and exam-

ined whether affective iconic words (e.g., high arousal in both sound and meaning)

activate additional brain regions that integrate emotional information from different

domains (i.e., sound and meaning). In line with our hypothesis, affective iconic words,

compared to their non-iconic counterparts, elicited additional BOLD responses in the

left amygdala known for its role in multimodal representation of emotions. Functional

connectivity analyses revealed that the observed amygdalar activity was modulated

by an interaction of iconic condition and activations in two hubs representative for

processing sound (left superior temporal gyrus) and meaning (left inferior frontal

gyrus) of words. These results provide a neural explanation for the facilitative role of

iconicity in language processing and indicate that language users are sensitive to the

interaction between sound and meaning aspect of words, suggesting the existence of

iconicity as a general property of human language.
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1 | INTRODUCTION

The evolutionary jump from the use of inherent and motivated signs

(e.g., a cave painting of a horse representing a horse) toward building

unmotivated and arbitrary signs (e.g., using the word “horse” to repre-

sent a horse) has been suggested to lay the groundwork for why

humans have language (Deacon, 1997). Thus, the arbitrariness of lin-

guistic sign is considered one of the most fundamental properties that

grants human language its compositional power, referential flexibility,

and productivity (De Saussure, 2011; Gasser, 2004; Hockett, 1958;

Monaghan, Christiansen, & Fitneva, 2011), setting humans apart in

the animal kingdom by means of a remarkably unique communication

system.

However, in contrast to the notion of the absolute arbitrariness,

recent empirical data suggest a stand-alone role of sound in meaning-

making beyond arbitrary and conventional links (Dingemanse, Blasi,

Lupyan, Christiansen, & Monaghan, 2015; Perniss, Thompson, & Vig-

liocco, 2010; Schmidtke, Conrad, & Jacobs, 2014). A prominent type

of such nonarbitrary mapping between sound and meaning is iconicity

in which sound imitates or resembles some aspects of the meaning.

Onomatopoeia (e.g., “click”) and ideophones (e.g., “zigzag”) represent

most instructive examples for this category of words that can evoke
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sensory, motor, or affective experiences. Contrary to the Saussurean

assumption of onomatopoeia and ideophones being a marginal case in

language practice, this type of words are nowadays recognized as a

widespread phenomenon (Jakobson & Waugh, 1979) forming a major

word class equivalent to nouns and verbs in many languages of the

world (Dingemanse, 2018).

Iconic words have been suggested to be capable of directly acti-

vating the semantic domain that they refer to by bridging the gap

between linguistic form and human (sensory, motor and affective)

experience (Aryani, Conrad, Schmidtke, & Jacobs, 2018; Perniss &

Vigliocco, 2014; Vinson, Thompson, Skinner, & Vigliocco, 2015). Thus,

iconicity may provide additional mechanisms for both vocabulary

learning and language processing by means of direct sound-meaning

mappings in neural systems devoted to perception, action and affec-

tive experience; a mechanism that can potentially realize the embodi-

ment of language (Aryani, Conrad, et al., 2018; Meteyard, Stoppard,

Snudden, Cappa, & Vigliocco, 2015; Perniss & Vigliocco, 2014; Vig-

liocco, Meteyard, Andrews, & Kousta, 2009; Vinson et al., 2015). In

addition to behavioral studies supporting an iconic advantage for lan-

guage learning (e.g., Imai et al., 2008) and language processing

(e.g., Vinson et al., 2015), a growing number of neuroimaging research

in the past few years aimed at revealing the neural mechanisms

underlying such beneficial role of iconicity mostly by focusing on

ideophones. In the present work, we aimed at extending this line of

research to other types of words (e.g., regular nouns) by capitalizing

on the role of affect in sound-to-meaning correspondences, which, as

we will argue later, might be of crucial relevance to the research on

iconicity in language.

1.1 | Neural evidence for a processing advantage of
iconicity

Results of previous neuroimaging studies on iconicity indicate that

iconic words profit from an additional processing network in the brain.

In a series of fMRI-studies, Osaka and his colleagues provided some

of the first neuroimaging studies on the topic (Osaka, 2009, 2011;

Osaka & Osaka, 2009; Osaka, Osaka, Morishita, Kondo, & Fukuyama,

2004). Comparing Japanese mimetic words expressing laughter and

pain with pseudowords, Osaka et al. showed that this type of iconic

words activate the premotor brain areas associated with an actual

laughter and pain, as well as, striatal reward area and cingulate cortex,

respectively (Osaka et al., 2004; Osaka & Osaka, 2005). However, this

series of experiments possesses a serious limitation with respect to

comparing ideophones with pseudowords (Lockwood & Dingemanse,

2015): as embodiment theories assume that arbitrary words also acti-

vate relevant domain-specific sensorimotor areas (Hauk, Johnsrude, &

Pulvermüller, 2004; Vigliocco et al., 2009; Zwaan, 2004), the potential

advantage in processing of iconic words in these studies remained

unclear. Kanero, Imai, Okuda, Okada, and Matsuda (2014) overcame

this shortcoming by comparing onomatopoetic expressions that were

related to motion and shape with arbitrary words from the same

semantic domains. Results showed greater general activation, and a

cluster of activation in the right posterior superior temporal sulcus

(pSTS) presumably working as a hub for integration of multimodal

(i.e., lexical and sublexical) information. This finding aligns with the

results of previous work on onomatopoetic words showing a greater

activation for bimodal information (i.e., onomatopoetic words imitat-

ing animal calls) in the left and right superior temporal sulcus (STS)

than for unimodal information (i.e., either animal names, or animal

calls; Hashimoto et al., 2006). By extending the word material to a

multi-language stimulus set, Revill, Namy, DeFife, and Nygaard (2014)

provided further support for the advantageous processing of iconic

words and for the potential role of areas engaged in multimodal sen-

sory integration beyond those involved in semantic processing. These

results suggest the existence of more direct links between semantic

information and sound information for iconic words with

corresponding neural hubs as convergence zones for information inte-

gration. Iconic words might therefore be more immune to neurological

damages that affect language-processing networks as, for instance, in

aphasic patients. In fact, in a recent lesion study involving individuals

with aphasia following left-hemisphere stroke (Meteyard et al., 2015),

a consistent processing advantage was observed for onomatopoetic

words in reading aloud and auditory lexical decision; two tasks that

rely on sound–meaning mapping.

Overall, previous studies suggest that iconicity can facilitate lan-

guage processing through activation of additional links between the

sound of a word and modality-specific experiences (i.e., sensory, motor,

and affective), as well as through integration of information from differ-

ent modalities which may provide an opportunity for stronger embodi-

ment of iconic signs (Aryani, Conrad, et al., 2018; Vigliocco et al., 2009).

Nevertheless, unlike pioneering work on the facilitative effect of iconic-

ity in sign language (Thompson, Vinson, Woll, & Vigliocco, 2012; Vinson

et al., 2015) which laid the ground for the theoretical framework of

such investigations, related research on spoken language—including

behavioral studies—has so far mainly focused on onomatopoeia and

ideophones including Japanese mimetic words (Dingemanse,

Schuerman, Reinisch, Tufvesson, & Mitterer, 2016; Iwasaki, Vinson, &

Vigliocco, 2007; Lockwood, Hagoort, & Dingemanse, 2016), or on cases

typically not considered iconicity but rather statistical regularities in

vocabulary (i.e., systematicity; Farmer, Christiansen, & Monaghan,

2006; Reilly, Westbury, Kean, & Peelle, 2012).

1.2 | The present study

Here, we focused on the iconic relationship between sound and

meaning of words in the affective domain, termed affective iconicity

(Aryani, 2018). As previously argued, we believe that extending the

results of previous research on iconicity to the affective domain is

important: Firstly, both affective communication (Darwin, 1871;

Panksepp, 2010) and iconicity (Ramachandran & Hubbard, 2001;

Reilly et al., 2012) have been considered crucial factors underlying lan-

guage evolution. Thus, an iconic relationship between sound and

meaning of words in today's language might be most evident in the

affective domain. Secondly, affective dimensions of words, and in par-

ticular valence and arousal, are essential features defining a two-

dimensional semantic space allowing for a very basic and potentially
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the most relevant distinction between different concepts (Osgood,

1952). In the present study, we therefore focused on affective iconic

words and aimed at extending previous neural evidence on the facili-

tative role of iconicity in language processing to other classes of

words than ideophones, and to the affective domain. Notably, the

notion of “affective meaning” may not be shared by all theories on lin-

guistic meaning. Our approach in this work is based on an embodied

view of language which proposes that meaning is grounded in behav-

ior and neural circuitry of the producer or the interpreter of linguistic

signs, and that affective meaning is intertwined with other lexico-

semantic aspects (Jacobs, Hofmann, & Kinder, 2016; Meteyard,

Cuadrado, Bahrami, & Vigliocco, 2012; Vigliocco et al., 2009, see

Aryani, Conrad, et al., 2018, for more explanations).

For the present work, we built upon the results of two recent stud-

ies that capitalize on the affective domain showing an influence of the

sound of words on the evaluation of affective meaning (Aryani, Conrad,

et al., 2018), as well as a facilitative role of iconicity in online affective

evaluation (Aryani & Jacobs, 2018). Based on the congruence versus

incongruence of lexical (meaning) and sublexical (sound) arousal, words

in the latter study were organized in two groups of iconic versus non-

iconic, and presented in a two-alternative forced choice task regarding

their lexical arousal (high vs. low). Results showed that iconic words

were evaluated more quickly and more accurately, indicating a benefi-

cial processing of iconic words compared to their non-iconic counter-

parts. This finding suggests that affective cues in the sound of a word

(implicit or explicit) can be integrated with higher-order semantic pro-

cesses facilitating the evaluation of affective content when sound and

meaning aspects are congruent.

Using event-related fMRI in the present study, we aimed at explor-

ing the neural mechanisms underlying the beneficial processing of

affective iconic words. For this, we used a similar experimental design

as in the aforementioned study, characterized by an orthogonal manip-

ulation of lexical and sublexical arousal (representing meaning and sound,

respectively; see Figure 1, and Materials and methods for details) and

presented words in a passive listening task. We predicted a generally

greater activation for iconic words than non-iconic words, particularly

in brain areas associated with affective processing, and in convergence

zones responsible for multimodal representation of emotional informa-

tion from different sources: that is, acoustic information (related to sub-

lexical arousal) and semantic information (related to lexical arousal).

Candidates for regions integrating emotional information from dif-

ferent domains have been found in previous work by focusing mostly

on the integration of audiovisual cues, as well as verbal and nonverbal

vocal cues. These extend from higher association areas such as the

anterior and the posterior cingulate cortex (ACC and PCC), to prefron-

tal cortex (PFC), and (left) amygdala (Klasen, Chen, & Mathiak, 2012;

Klasen, Kenworthy, Mathiak, Kircher, & Mathiak, 2011; Wittfoth

et al., 2009). However, among these areas, PFC, and ACC responded

more strongly to incongruent than congruent emotional information

in accordance with their prominent role in the conflict network

(Botvinick, Cohen, & Carter, 2004; Etkin, Egner, & Kalisch, 2011; Hof-

mann et al., 2008; Kerns et al., 2004). Therefore, we expected to

observe activation in PCC and/or the left amygdala—as supramodal

emotion integration networks—for iconic words due to the congru-

ence between sublexical and lexical affective information.

To investigate the interaction between brain regions involved in

iconic sound–meaning mappings, we also performed a functional con-

nectivity analysis and adopted two independent seed regions repre-

sentative for processing of sound (left superior temporal gyrus, STG)

and meaning (inferior frontal gyrus, IFG) of words using functional

masks extracted from the contrast between all words and the auditory

baseline (see Materials and Methods). We hypothesized that iconicity

significantly increases the coupling between these two seeds, on the

one side, and the convergence zones integrating emotional informa-

tion (PCC and/or the left amygdala), on the other side.

It is worth to point out that the use of a 2 × 2 design in this study

enabled us to investigate (a) the main effect of lexical arousal, (b) the main

effect of sublexical arousal, and (c) the effect of congruence between lex-

ical and sublexical arousal (iconicity). Among these, the effect of lexical

arousal has been well investigated in a number of previous studies (Etkin

et al., 2011; Kuchinke et al., 2005; Lewis, Critchley, Rotshtein, & Dolan,

2007). Thus, the aim of the present study was to investigate the effect of

sublexical arousal, which has been reported and discussed in a previous

publication (Aryani, Hsu, & Jacobs, 2018), and the effect of congruence

or iconicity, which is the focus of the present article.

2 | MATERIALS AND METHODS

2.1 | Stimuli

One hundred and twenty nouns (one to three syllables long) were

selected for a 2 × 2 design (30 words for each condition) character-

ized by an orthogonal twofold manipulation of lexical and sublexical

arousal (Figure 1). For lexical arousal we used ratings of words' affec-

tive meaning (minimum = 1: very low arousing, maximum = 5 very

high arousing) from the normative database BAWL-R (Võ et al., 2009)

which has been cross-validated in over hundred published studies

F IGURE 1 Word stimuli were organized in a 2 × 2 design: With
each experimental factor (lexical and sublexical arousal, representing
meaning and sound) manipulated in two distinctive groups consisting
of extreme levels of arousal (high = exciting, and low = calming). The
congruence versus incongruence of lexical (meaning) and sublexical
arousal (sound) results in two groups of iconic versus non-iconic
words regarding affective arousal [Color figure can be viewed at
wileyonlinelibrary.com]
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regarding experiential, behavioral, and neurobiological levels of analy-

sis (for review: Jacobs et al., 2015). Sublexical arousal was calculated

based on features extracted from the acoustic representation of

words applying the psychoacoustic model developed in a previous

work (Aryani, Conrad, et al., 2018). The model is based on specific

extracted acoustic features (e.g., pitch, formants, and intensity) of a

list of almost 1,000 pseudowords and the ratings given on the affec-

tivity of their sound. To convert the words in spoken form and to

extract the corresponding acoustic features, a professional male actor

was recruited, who was a native speaker of German. He was paid to

participate. Words were spoken in a list-like manner to prevent affec-

tive prosody and were recorded in the “Leibniz-Zentrum Allgemeine

Sprachwissenschaft” in Berlin in a professional sound recording booth

using a “Sennheiser MKH20” microphone and “Ultra Gain MIC-2000”

preamplifier. The audio signal was recorded using the DAT-recorder

“TASCAM DA20MKII” with a sampling frequency of 48 kHz and

16 bits per sample. Spoken words were normalized to have the same

loudness by matching their root-mean-square (RMS) power. The

acoustic features of words were then extracted using the speech anal-

ysis software PRAAT (Boersma & Weenik, 1996) and used in the

acoustic model to predict their sublexical arousal.

Words were divided into two distinctive conditions of “high” and

“low” arousing for each of the factors lexical arousal (“High” > 3.25,

“Low” <2.75) and sublexical arousal (“High” > 3, “Low” < 3), and care-

fully controlled for relevant psycholinguistic variables across all of four

cells of experimental conditions. Lexical arousal (and lexical valence)

was closely controlled for between the two cells of sublexical arousal,

and vice versa (Table 1). This design resulted in four experimental con-

ditions of HH, HL, LH, and LL (Figure 1). Example words for these con-

ditions are: HH = Gemetzel /g ə m ɛ ts ə l/ (slaughter), Hitze /h ɪ ts ə/

(heat), HL = Elend /e: l ə n t/ (miserable), Lawine /l a: v ɪ n ə/ (ava-

lanche), LH = Kreis /k r aɪ s/ (circle), Fassade (veneer) /f a s s a: d ə/,

LL = Bohne /b o: n ə/ (bean), Sandale /z a n d a: l ə/ (sandal).

In order to create an acoustic baseline, we randomly selected

16 words from the word material (4 from each condition) and converted

them to signal-correlated noise (SCN [Schroeder, 1968]). Along with

our stimulus material (120 words +16 SCN), a total of 74 additional

words (mostly emotionally neutral) were presented which were a part

of another study, and were discarded from further analysis here.

2.2 | Participants

Twenty-nine right-handed German native speakers (17 women, mean

age 25.2 years, range: 20–35 years) with no history of neurological or

psychiatric illness or any hearing problems volunteered to participate

in the study, receiving either 15 Euros or psychology course credit for

their participation. The Ethical Committee of the Freie Universität

Berlin had approved the investigation. Informed consent was obtained

according to the Declaration of Helsinki.

2.3 | Procedure

Participants performed a passive listening task. Spoken words were

presented via MRI-compatible headphones (RTC2K, from Resonance

Technology Inc.) sufficiently shielded from scanner noise to ensure

clear perceptibility. Participants were instructed to pay attention and

to carefully listen to the words. Prior to word presentation, a fixation

cross was presented on the center of the screen for between 1,500

and 6,500 ms, jittered in steps of 500 ms. Jittering durations and the

stimulus presentation order over different experimental conditions

(HH, HL, LH, LL, SCN, and Fillers), were optimized with Optseq2 to

ensure a maximal signal-to-noise ratio (Greve, 2002). Accordingly, six

different schedules (stimulus order combined with specific jittering

durations) were generated and used across the subjects. The stimulus

duration was 845 ms in average. After presentation of a stimulus the

fixation cross disappeared. A total number of 10 trial words were

TABLE 1 Characteristics of word stimuli

Variable

Word category Inferential statistics

HH HL LH LL

F-test Two sample t-testsM SD M SD M SD M SD

Lexical arousal 4.07 0.24 4.04 0.22 1.99 0.16 1.99 0.18 F(3,116) = 983,

p < .0001

p (HH–HL) = .56,

p (LL,LH) = .96

Lexical valence −1.83 0.52 −1.83 0.51 0.22 0.36 0.18 0.37 F(3,116) = 205,

p < .0001

p (HH–HL) = .93,

p (LL,LH) = .72

Sublexical arousal 3.36 0.31 2.76 0.19 3.30 0.27 2.77 0.21 F(3,116) = 50.5,

p < .0001

p (HH–LH) = .21,

p (LL,HL) = .63

Word frequency 0.64 0.75 0.74 0.76 0.57 0.78 0.51 0.75 F(3,116) = 0.47, p = .69 .26 < ps < .78

Imageability

rating

4.78 1.01 4.56 1.0 4.93 0.90 5.02 1.16 F(3,116) = 1.11, p = .34 .09 < ps < .74

# syllables 1.86 0.73 2.1 0.54 2.0 0.69 2.03 0.61 F(3,116) = 0.68, p = .56 .16 < ps < .84

# phonemes 5.3 1.36 5.23 1.10 5.13 0.89 4.93 1.20 F(3,116) = 0.57, p = .63 .22 < ps < .82

Duration (ms) 873 116 850 102 826 108 836 100 F(3,116) = 1.06, p = .36 .09 < ps < .72

Note: The first letter indicates the lexical and the second sublexical arousal.

Abbreviations: HH, high–high; HL, high–low; LH, low–high; LL, low–low.
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presented prior to the experiment, which were excluded from the

analysis. Words were split and presented in two runs between which

the participants could take a break. A number of (120 + 16

+ 76)/2 = 98 stimuli were presented in each run.

2.4 | fMRI data acquisition

Imaging data were collected on a Siemens Tim Trio 3 T MR scanner.

Functional data used a T*2-weighted echo-planar sequence (slice

thickness: 3 mm, no gap, 37 slices, repetition time [TR]: 2 s, echo time

[TE]: 30 ms, flip angle: 70�, matrix: 64 × 64, field of view [FOV]:

192 mm, voxel size: 3.0 × 3.0 × 3.0 mm3, 2 × 305 volumes, acquisi-

tion time: 2 × 610 s). At the beginning of the experimental session,

magnitude and phase images for the field map were acquired: (slice

thickness: 3 mm, no gap, 37 slices, TR: 488 ms, 2 TE: 4.92 and

7.38 ms, flip angle: 60�, matrix: 64 × 64, FOV: 192 mm, voxel size:

3.0 × 3.0 × 3.0 mm3, acquisition time: 65 s). Individual high-resolution

T1-weighted anatomical data (MPRAGE sequence) were also acquired

(TR: 1.9, TE: 2.52, FOV: 256, matrix: 256 × 256, sagittal plane, slice

thickness: 1 mm, 176 slices, resolution: 1.0 × 1.0 × 1.0 mm3).

2.5 | Post-scan tests

At the end of the experiment, outside the scanner, an unannounced

recognition test was performed to assess participants' involvement in

the task and mnemonic effects of the experiment. After the recognition

test, in order to check the reliability of our experimental manipulations

participants were asked to evaluate the words presented in the scanner

for their lexical and sublexical arousal in two separate rating studies.

2.5.1 | Unannounced recognition test

Participants were presented with the same 120 words used in the scan-

ner (OLD) mixed with 120 new words (NEW) which were matched with

OLD items for word frequency, number of letters, number of phonemes,

number of syllables, and imageability rating, as well as valence and arousal

(selected from the same range as used for OLD items). Participants were

asked to rate how confident they were that the presented word was or

was not part of the word list in the scanner (from certainly not presented

in the scanner = 1 to certainly presented in the scanner = 5).

2.5.2 | Affective ratings

For rating of lexical and sublexical arousal, the same instruction was

used as in the original rating study of the BAWL-R (Võ et al., 2009).

For rating of sublexical arousal, participants were additionally

instructed to only concentrate on the sound aspect of the words while

trying to suppress their meaning (c.f. Aryani, Conrad, et al., 2018).

2.6 | fMRI preprocessing

The fMRI data were preprocessed and analyzed using the software

package SPM12 (www.fil.ion.ucl.ac.uk/spm). Preprocessing consisted

of slice-timing correction, realignment for motion correction, magnetic

field inhomogeneity correction through the creation of a field map,

and coregistration of the structural image onto the mean functional

image. The structural image was segmented into gray matter, white

matter, cerebrospinal fluid, bone, soft tissue, and air/background

(Ashburner & Friston, 2005). A group anatomical template was cre-

ated with DARTEL (Diffeomorphic Anatomical Registration using

Exponentiated Lie algebra; Ashburner, 2007) toolbox from the seg-

mented gray and white matter images. Transformation parameters for

structural images were then applied to functional images to normalize

them to the brain template of the Montreal Neurological Institute

(MNI) in the original resolution of 3 × 3 × 3 mm. Normalized func-

tional images were spatially smoothed with a Gaussian kernel of

6 mm full-width-at-half-maximum.

2.7 | fMRI analysis

2.7.1 | GLM analysis

Voxel-wise fixed effects contrast images made by subtraction ana-

lyses were performed at the single subject level and random effects

analyses (Holmes & Friston, 1998) were conducted at the group level

to create SPM contrast maps. On the single-subject level, each of the

six conditions (HH, HL, LH, LL, SCN, and FILLERS) was convolved with

the haemodynamic response function (HRF). Events were modeled as

delta functions with zero duration. The beta images of each condi-

tional regressor were then taken to the group level, where a

full-factorial second level analysis with the factors lexical arousal and

sublexical arousal was used. An unconstrained nondirectional 2 × 2

ANOVA whole brain analysis was performed with the factors lexical

arousal (High, Low) and sublexical arousal (High, Low), to investigate

the overall presence of main and interaction effects. For whole-brain

fMRI analyses, according to the recent recommendations to avoid

false positive results for cluster level correction (Eklund, Nichols, &

Knutsson, 2016; Flandin & Friston, 2017), we used the cluster defin-

ing threshold (CDT) of p = .001, then applied cluster-level family-wise

error (FWE) correction to p < .05 for the entire image volume. Small

volume correction was also performed using region of interests (ROIs)

defined based on the anatomical amygdala and PCC map using the

WFU Pickatlas Tool.

The labels reported were taken from the “TD Labels” (Lancaster

et al., 2000) or “aal” labels in the WFU Pickatlas Tool. The Brodmann

areas (BA) were further checked with the Talairach Client using the

nearest gray matter search after coordinate transformation with the

WFU Pickatlas Tool.

2.7.2 | Functional connectivity analysis

To investigate regions showing significant functional connectivity with

brain regions processing sound and meaning of words related to ico-

nicity, generalized psychophysiophysiological interactions (gPPPI)

(McLaren, Ries, Xu, & Johnson, 2012) were analyzed using the activa-

tions in regions representative for acoustic and semantic processing
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as seeds. For the sound aspect, we selected the left STG, and in par-

ticular auditory cortex, as a representative seed region for acoustic

processing. For the meaning aspect, we focused on the left inferior

frontal gyrus (IFG) due to its clear involvement in semantic processing

(Binder, Desai, Graves, & Conant, 2009) and in appraisal of the words'

affective meaning (Jacobs et al., 2016). These seed regions were

defined based on the observed activations in the comparison of all

words and acoustic baseline (see Results: Words > SCN). The left STG

was extracted from a cluster of activation with an activation peak in

[x y z] = [−59–14 3], and a cluster size of k = 437 voxels, and the left

IFG from a cluster of activation with an activation peak in [x y

z] = [−41 33–14], and a cluster size of k = 432 voxels. To analyze pat-

terns of functional connectivity, we used the gPPI toolbox, which pro-

duces a design matrix with three columns of condition-related onsets

with canonical HRF, BOLD signals deconvolved from the seed region,

and PPPI regressors at the individual level. Thus, the GLM of this anal-

ysis included PPPI and condition regressors of the four experimental

conditions (i.e., HH, HL, LH, and LL). We then performed group-level

one-sample analysis of the contrast image of PPPI beta-maps

between congruent and incongruent conditions. We checked results

on the whole brain level and also performed SVC analysis with

predefined ROIs of amygdala and PCC (see above).

3 | RESULTS

3.1 | Behavioral results

3.1.1 | Unannounced recognition test

Across all participants, we performed a linear mixed model (LMM)

analysis predicting the recognition rate, with word category (OLD =

“words used in the scanner” vs. NEW = “words not used in the scan-

ner”) as fixed factor and words as well as participants as random fac-

tors. Results supported a performance above chance for recognizing

OLD words, with a significantly higher score (M = 3.53) compared to

NEW words (M = 2.54, t = −20.6, p < .0001). We next performed sim-

ple t-tests to compare the recognition rate between the levels of word

category (OLD vs. NEW) separately for each participant. An effect of

word category (OLD vs. NEW) on accuracy was observed for 27 par-

ticipants out of 29 (t = 6.4 ± 3.2). These results indicate that the

majority of participants had been attentive during the passive listening

task. Two participants with a performance not higher than chance

level (participant 4: t = 0.28, participant 19: t = 1.14) were conse-

quently excluded from further analyses.

3.1.2 | Affective ratings

Lexical and sublexical arousal ratings used for stimulus construction

were correlated with our post-scan data. For both, the correlation

coefficients were very high: r = .97, p < .0001, (rmin among all partici-

pants = .73), and r = .76, p < .0001 (rmin among all participants = 0.49),

respectively.

3.2 | Neuroimaging results

3.2.1 | GLM results

The comparison between all words contrasted with the auditory base-

line condition (SCN, see Methods) revealed left-lateralized activations

in core language areas, that is, the inferior frontal gyrus (IFG), middle

and STG, and inferior parietal lobule (BA 40), suggesting that this

experiment successfully tapped into the language processing system.

Activity was also observed in bilateral parahippocampal gyrus, middle

frontal gyrus and precentral gyrus, as well as the left superior frontal

gyrus, the fusiform area, the right caudate, and superior parietal

lobule.

Results of the two main effects of lexical arousal (Lex H > Lex L)

and sublexical arousal (Sub H > Sub L) were reported and discussed in

detail elsewhere (Aryani, Hsu, & Jacobs, 2018). In summary, the com-

parison Lex H > Lex L was associated with activation in brain regions

involved in appraisal and general processing of affective stimuli, that

is, dorsolateral and medial prefrontal cortex, PCC, the left inferior

frontal gyrus (LIFG), and temporal pole. Brain regions associated with

the comparison Sub H > Sub L were substantially similar to those

involved in processing of other types of affective sounds, that is,

superior temporal area, bilateral insula, and premotor cortex (Aryani,

Hsu, & Jacobs, 2018), supporting a unifying view that suggests a core

neural network underlying any type of affective sound processing

(Frühholz, Trost, & Kotz, 2016). These results, together with those of

the comparison Words > SCN, as well as of the behavioral studies

strongly support the reliability of our experimental manipulations and

show that this experiment successfully engaged participants in care-

fully listening to words.

For the present contrast between congruent and incongruent

words (Congruent > Incongruent), following our hypothesis, we

looked at the potential activation of amygdala and PCC using small

volume correction (SVC) analysis. Results revealed no significant clus-

ter of activation for PCC, but one for the left amygdala (FWE-

corrected at the peak level, p = 7 × 10−5) with an activation peak in

[x y z] = [−27–3–15], and a cluster size of k = 17 (Figure 2). At the

whole brain level of analysis, a cluster of activation with an activation

peak at the same voxel in the left amygdala ([x y z] = [−27–3–15]),

and a cluster size of k = 58 survived the significant test (FWE-

corrected at the cluster level, p = .009). None of the analyses revealed

any cluster of activation for the reverse contrast (Incongruent >

Congruent).

3.2.2 | Functional connectivity results (PPPI)

At the whole brain level, no cluster of activation survived the signifi-

cant tests for the PPPI analysis between iconic and non-iconic words

(Congruent > Incongruent). However, the SVC analysis based on the

anatomical masks of amygdala and PCC revealed a significant cluster

in the left amygdala (with an activation peak in [x y z] = [−28–4–13],

p = .002, FWE-corr, Figure 3), but no activation cluster in PCC.
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4 | DISCUSSION

The present study examined to what extent iconic words—as defined

by the congruence between affective sound and affective meaning—

profit from an additional processing network that integrates the affec-

tive information in the sound and meaning of words. In line with our

hypothesis, an interaction between affective information from two

different sources (i.e., words' sublexical affective sound and lexico-

semantic affective meaning) was observed as reflected in the left

amygdala activity. Also, pairwise comparisons showed increased acti-

vation in the same region within two groups of lexically high and low

arousing words (HH > HL, and LL > LH, see Figure 2). In addition, our

functional connectivity analysis demonstrated that the observed

activity in the left amygdala is modulated by activation in the left STG

and the left IFG; two brain regions known for their prominent roles in

sound and meaning processing.

The activation of the left amygdala in response to congruent emo-

tional information from the sound and meaning of words is in line with

its proposed role in supramodal emotion integration, and functioning

as a general convergence zone (Klasen et al., 2011; Kreifelts, Ethofer,

Huberle, Grodd, & Wildgruber, 2010; Müller, Cieslik, Turetsky, &

Eickhoff, 2012; Schiller, Freeman, Mitchell, Uleman, & Phelps, 2009).

The amygdala has reciprocal connections with association cortices in

the superior and inferior temporal gyri (Aggleton, 1993) through

which it can selectively modulate sensory responses depending on

their emotional relevance. Thus, the amygdala appears to act as a neu-

ral gateway for binding the information from different modalities with

each other, and also with brain region associated with emotional and

motivational information. This view is in line with the modulatory role

of amygdala in a wide array of networks and its functional importance

in broader and more abstract dimensions of information processing

(Jacobs et al., 2016; Pessoa & Adolphs, 2010).

F IGURE 2 Iconic words as defined by the congruence between lexical and sublexical arousal elicited BOLD signals in the left amygdala
(p < .05, FWE-corr). Left: Parameter estimates of the response in all conditions from the peak-activation voxel in [x y z] = [−27–3–15]. Pairwise
comparisons showed increased activation in the same region for the contrast HH > HL, as well as LL > LH [Color figure can be viewed at
wileyonlinelibrary.com]

F IGURE 3 In the congruent
condition (iconicity), the left amygdala
showed significant functional
connectivity with activation in two
seed regions: The left superior
temporal gyrus (STG) and the left
inferior frontal gyrus (IFG)
representing the processing of sound
and meaning of words, respectively
[Color figure can be viewed at
wileyonlinelibrary.com]
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Together with the previous finding regarding the main effects of

lexical and sublexical arousal (Aryani, Hsu, & Jacobs, 2018), the overall

results of our study show that this experiment successfully engaged

the affective brain networks related to both levels of meaning (lexical)

and sound (sublexical) processing. At the lexical level, our results

reveal the involvement of dorsolateral and medial prefrontal cortex, as

well as PCC, LIFG, and temporal pole known for their role in appraisal

and general processing of affective stimuli (Etkin et al., 2011;

Kuchinke et al., 2005; Kuhlmann, Hofmann, Briesemeister, & Jacobs,

2016; Lewis et al., 2007). At the sublexical level, the observed activa-

tion network is strongly similar to that related to other types of affec-

tive sounds, supporting the idea of a unifying neural network of

affective sound processing (Frühholz et al., 2016). According to this

view, all affective sounds consistently induce brain activity in a com-

mon core network, which consists of superior temporal cortex and

amygdala, frontal and insular regions, and motor-related areas. Thus,

our overall results not only provide a new neuroimaging evidence for

the emotion potential of the sound of words (Aryani, Hsu, & Jacobs,

2018; Ullrich, Kotz, Schmidtke, Aryani, & Conrad, 2016), but they also

enhance the chance of a general engagement of affective networks

for processing of both aspects of words' sound and meaning,

supporting the reliability of the subsequent results regarding the

effect of congruence of these two aspects. Note that building a rela-

tion between mental states and neuroimaging activation patterns gen-

erally faces the problem of reverse inference (Poldrack, 2011) and

correlational neuroimaging research, including the present work, can-

not fully disentangle alternative interpretations. Therefore, more prin-

cipled approaches are needed in future research that are, for instance,

guided by computational models of the putative processes that under-

lie the psychological function (Vogt, 2018).

The results of our functional connectivity analysis share a substan-

tial similarity to the results of previous work on neural mechanisms of

affective prosody suggesting a network involving interactions

between the STG and the IFG (Ethofer et al., 2011; Frühholz &

Grandjean, 2013; Leitman et al., 2016) with the STG forming emo-

tional representations of acoustic features (Aryani, Hsu, et al., 2018;

Frühholz, Ceravolo, & Grandjean, 2011; Leitman et al., 2016; Wiethoff

et al., 2008), and the IFG evaluating the meaning and the relevance of

the sound (Leitman et al., 2016; Schirmer & Kotz, 2006). Importantly,

these studies, in line with our results, suggest that the final appraisal

of affective prosody takes place in the amygdala (Frühholz et al.,

2016; Leitman et al., 2016) even though when emotional voices are

presented outside the current focus of attention (Frühholz et al.,

2011; Frühholz & Grandjean, 2013; Leitman et al., 2016).

The fact that we did not observe significant activation in the PCC,

as expected in the introduction, might be due to the lack of socially

relevant information in our stimuli. Previous studies on bimodal emo-

tion integration mostly used human faces and voices both of which

rely on social information potentially explaining the activation in the

vPCC for emotionally congruent stimuli (Klasen et al., 2011; Schiller

et al., 2009). However, unlike human faces and voices, the affective

sound of words is based on basic acoustic features (Aryani, Conrad,

et al., 2018) and is processed in substantially similar brain networks as

other types of nonhuman affective sounds (Aryani, Hsu, et al., 2018).

Interestingly, unlike the results of multimodal integration of incon-

gruent emotions, the inverse contrast for non-iconic words in our

study (Incongruent > Congruent) did not elicit any significant cluster

of activation. Although a neural effect of incongruent stimuli could

intuitively be anticipated in brain regions associated with the conflict

network, that is, PFC and ACC (Botvinick et al., 2004; Etkin et al.,

2011; Hofmann et al., 2008; Kerns et al., 2004), the lack of significant

activation for this contrast suggests that the human brain does not

treat arbitrary relationships between sound and meaning as conflict.

In fact, as the majority of words in the language are learned through

conventional and per se arbitrary links, these results suggest that non-

iconic words are chiefly processed in the core language regions, and

even in the case of incongruence between sound and meaning no

extra processing is devoted. Future research is needed to examine in

more detail the neural substrates of incongruent words vs. a neutral

baseline by using experimental designs with more distinct levels for

lexical and sublexical arousal (e.g., high, medium, and low).

In addition to the activation increase for both iconic categories in

the left amygdala, we found activation lower than the predefined per-

ceptual baseline (Signal Correlated Noise, SCN; see Materials and

Methods) in the same brain region for non-iconic categories (see

Figure 2). “Deactivations” of this type are notoriously difficult to inter-

pret (Frankenstein et al., 2003) particularly as the decrease in the

BOLD signal for each of the categories is not absolute but relative to

the acoustic baseline used in this experiment (i.e., Signal Correlated

Noise, SCN; see Materials and Methods). Moreover, the pattern of

response to an ongoing emotional stimulus in the amygdala has been

shown to strongly depend on the level of oxygenation present in the

foregoing condition and in the baseline (Whalen et al., 1998). Our sug-

gestion is that the loss of signal strength observed for non-iconic con-

ditions in the left amygdala is related to a potential signal increase in

amygdala caused by our acoustic baseline. While SCN serves as a suit-

able acoustic baseline for investigating linguistic material (Davis &

Johnsrude, 2003; Schroeder, 1968), its noisy characteristic and—in

the present study—its unexpected presentation during each run might

have an unpleasing effect on the participant similar to that of aversive

sounds which are known to evoke brain responses in amygdala

(Frühholz et al., 2015; Koelsch, 2014). Therefore, the negative values

of the BOLD signal in amygdala for the non-iconic conditions

(Figure 2) should be seen as a signal increase in the acoustic baseline

relative to the non-iconic conditions.

A particular aspect of our study was extending the results of pre-

vious work that mainly focused on onomatopoeia and ideophones to

another word class (i.e., regular nouns). A crucial issue of the use of

onomatopoetic words in previous investigations on iconicity relates to

the limitation of implicit testing of the sound effect. Usually

possessing a special phonological construction, this type of words can

possibly raise an undesirable awareness to the sound aspect of words

when using in an experimental setting. Focusing on the affective

domain, and in particular affective arousal, the present work provides

quantitative measures for both sound and meaning of words, thereby
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enabling future research to apply the used method to any word class

and to test sound–meaning correspondences across a wide range of

words.

The present research is one of the first steps toward a better

understanding of the neural mechanisms underlying the phenome-

non of affective iconicity. It, however, poses a number of limitations

that need to be addressed in future research. Firstly, iconic words in

this study are defined as the congruence between lexical and sub-

lexical arousal; the role of valence has therefore not been consid-

ered in this work. Given the inter-correlation between lexical

arousal and valence, the actual contribution of each of the affective

dimensions to the neural processes underpinning affective iconicity

remains therefore largely unknown. Secondly, the fMRI data have

been analyzed using conventional univariate methods, which focus

on region-based activations. Thus, the use of more recent multivari-

ate analysis methods such as representational similarity analysis

(RSA; Kriegeskorte et al., 2008) can help move from localization of

processes within regions to a better understanding of how these

regions represent information. This approach is of particular rele-

vance to this work as more than one feature in stimuli (i.e., valence

and arousal) need to be mapped to neural activations. Lastly, future

research can test the actual contribution of multimodal integration

hubs to the processing of iconic words using transcranial magnetic

stimulation (TMS) and the temporary-lesion paradigm. Such a stimu-

lation would be expected to diminish the beneficial role of iconicity

in semantic processing, that is, affective iconic words would be eval-

uated similarly to their non-iconic counterparts in a valence/arousal

decision task (c.f., Aryani & Jacobs, 2018).

Showing a greater engagement of affective brain regions for

(affective) iconic words, our finding can advance the understanding of

affective and esthetic processes of literary reading (Aryani, Conrad,

Jacobs, 2013; Aryani et al., 2016; Jacobs, 2015; Schrott & Jacobs,

2011). In line with its role in multimodal emotion integration, the left

amygdala has been proposed to respond to metaphoric language,

valence congruity, figurativeness, and harmony (Jacobs et al., 2016).

Empirical support for this view comes from studies showing an

enhanced left amygdala activation for metaphors (Citron & Goldberg,

2014) and metaphorical Noun-Noun-Compounds (Forgács et al.,

2012) when compared to their literal counterparts. Also, results of a

meta-analysis of 23 neuroimaging studies showed a left amygdala

activation in response to a variety of figurative statements, and in par-

ticular metaphors (Bohrn, Altmann, & Jacobs, 2012). The meaning of

metaphors is in general based on considerations of similarity between

different aspects of target and source, and this is what iconicity in lan-

guage is about. Turner and Lakoff (1989) defined iconicity as a “meta-

phorical image-mapping in which the structure of the meaning is

understood in terms of the structure of the form of the language pre-

senting the meaning.” Such image-mapping, according to them, is

enabled by image-schemas which are formed from our embodied

experience. This view emphasizes the role of the left amygdala as a

central hub critical for regulating the flow and integration of informa-

tion from different experiences.

5 | CONCLUSION

The present data indicate that language users are sensitive to the

interaction between sound and meaning aspect of words, and that the

congruency of affective sound and affective meaning benefit from

additional processing network. The corresponding neural mechanism

potentially responsible for this sound–meaning interaction could be

revealed in a brain area known for its role in multimodal emotion inte-

gration; that is, the left amygdala.

Some previous proposals restricted the role of iconicity to an ear-

lier evolutionary stage of human language before the jump toward

using a symbolic and arbitrary system, hence, considering iconicity a

living “fossil” of proto-language. However, accumulating behavioral

and neural evidence seriously challenges this claim and supports the

existence and the neuropsychological reality of iconicity in today's

language. Adding to this line of research, the present finding points to

the indispensable role of iconicity in building a comprehensive knowl-

edge about human language, and encourage future research to incor-

porate the underestimated iconic constituent of verbal symbols into

linguistic theories, and to revisit the predominantly arbitrary character

of language “awaiting due consideration in modern linguistic method-

ology” (Jakobson, 1965).
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