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Abstract: In recent years, there has been a remarkable advance in monitoring technologies in many
environments, be they urban or rural. These technologies, included in the Internet of Things (IoT)
domain, allow remote control and acquisition of data from sensors for their subsequence analysis.
All these systems are based on the interaction between sensors and actuators. To achieve this goal,
it is necessary to provide a very high level of connectivity between the devices, especially as far as
wireless systems are concerned. In this sense, there is a great variety of standards in the market
of communication networks oriented to this end. One of the biggest challenges today is to allow
inter-operability between these different technologies in order to homogenize this field. In addition
to this, it is intended to introduce new communication techniques that can provide certain additional
advantages to those already existing. The main idea is the creation of a cellular network where
radiofrequency and optical technologies coexist, and whose link with the rest of the world is through
long-range and low-consumption wireless technologies. The center of each cell, that is the lighting
system, can be powered using solar panels, as can the existing systems in the market. The objective is
that these panels are capable of providing the necessary energy to the rest of the necessary systems.

Keywords: Internet of Things; personal area networks; visible light communications; network
architecture; LoRaWan

1. Introduction

Nowadays there are many remote monitoring techniques based on technologies framed within
the Internet of Things (IoT) ecosystem. Nevertheless, there are still areas such as rural, maritime,
or even ports, without high-speed radio coverage (GPRS, WiFi, etcetera). Although the possibility of
monitoring environmental parameters is interesting and necessary in these areas, connecting them
to the rest of the network is not easy. The inclusion of novel low-speed long-range communication
technologies would enable the connection of these areas with an Internet access point, allowing
the data produced by these sensors to be consumed on the network at low cost. Other types of
wireless sensor communication technologies such as ZigBee allow for the automatic implementation
of a wireless network within an area, interconnecting nodes over moderate distances with reduced
power consumption [1,2]. Moreover, in many of the aforementioned scenarios, there is a possibility of
finding a solar-powered lighting point. Therefore, a cell can be established at those locations, providing
communication capabilities within its coverage area, as well as the interconnection of its elements
with Internet or with a central node. Under these circumstances, it would also be possible to remotely
operate actuators such as irrigation control, light dimming, and color temperature.
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The main objective of this work was to develop a network architecture to cover these types of
models (rural, maritime, or port environments) using low-power and long-range devices at moderate
transmission speeds [3,4]. The main addressed challenge is the coordination of a hybrid network
with several involved technologies. The system must allow inter-operability between different
communication systems or standards in a transparent way to the user and the rest of the network.
In this case, LoRa, ZigBee, and visible light communication (VLC) are explored as candidates to
develop the described system.

A cellular-type network structure has been developed. The backbone is performed by a low-power
and long-range technology that uses long range (LoRa) modulation techniques. Figure 1 shows the
cell network model. Each cell comprising the structure makes use of different technologies to provide
node interconnection (both sensors and actuators). The considered technologies are low-range and
energy-efficient:

• ZigBee. This technology is in charge of connecting the central node of each cell with the secondary
nodes. It provides communications for actuators, as well as location information. Since ZigBee is
low-power, the devices can be battery-powered and present a small form factor.

• Visible Light Communications (VLC). VLC technology is based on the transmission of data by
switching the lamp [5,6], in a way that is not visible to the human eye, and, in turn, allows two
capabilities. One is the downlink communication between the lamp and the secondary nodes or
between the lamp and an end user equipped with any mobile device (employing optical camera
communications techniques) [7–10]. This technology also allows for the positioning of a mobile
node [11–13] within its coverage. This latter capability could be especially useful in remote indoor
environments such as greenhouses. Furthermore, a CMOS sensor could be added to implement
the uplink of the VLC system.

Figure 1. Cell communication between nodes using different technologies.

In summary, the general objectives of this work can be broken down into the following:

1. offering low speed data coverage to remote areas for monitoring;
2. implementing a prototype that allows inter-operability of different technologies;
3. enabling location within the coverage areas of the cell;
4. allowing the network to transport and store digital contents (maps, images, audio, etc.) to be

stored in the central nodes of each cell;
5. developing a star network topology that serves as a backbone to the cellular hybrid network.
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The proposed hybrid network architecture implements a cellular network where both
radiofrequency and optical wireless technologies are integrated into the IoT ecosystem. For that,
three different models of communication under the low-consumption premise are used: Zigbee,
LoRaWAN (employing the LoRa physical layer), and VLC. ZigBee and VLC networks are used to
provide both sensors and actuators interconnection, and LoRa is used as the backbone of the system
providing long-range communications.

The rest of this paper is organized as follows. Section 2 carries out a comprehensive state-of-the-art
analysis in heterogeneous networks related to this work. Section 3 describes the proposed network
architecture. In Section 4, the system design is explained, while the hardware implementation is
described in Section 5. The experimental results are shown and discussed in Section 6. Finally,
the conclusions are shown in Section 7.

2. Related Work

A considerable amount of works on heterogenous or hybrid networks for IoT can be found in the
literature. In [14], Kirichek et al. proposed a heterogeneous architecture, but the interconnection
between different technologies or the network backbone was subject to a pre-existing coverage
area. In [15], Viacheslav et al. also proposed a heterogeneous IoT gateway computer appliance
that provided interaction between different technologies and IP or non-IP networks. This work
employed a cost-inefficient system, for example, using a computer to manage the HetNet; thus, it was
not developed for low-power systems. Authors in [16,17] proposed named data networking (NDN)
to allow node identification in an IoT architecture. NDN changes the semantics of a network service
from delivering the packet to a given destination address for fetching data identified by a given
name. Therefore, NDN provides a solution in which the devices no longer have a network address.
However, it requires several additional elements, and its integration can be compromised when
multiple networks are used. The system proposed in this work provides a unique frame format for all
kind of networks to achieve both routing and identification, allowing a global routing method and an
identification protocol, as is required in heterogeneous systems.

Jagannath et al. designed and implemented an end-to-end solution to enhance and enable
public safety communication systems [18] . The system used heterogeneous wireless communication
techniques (such as WiFi) to provide an access point for end-users, and LoRa to establish ad hoc
networks covering larger areas. In addition, the authors proposed a cross-layer energy-efficient routing
algorithm that aimed to maximize the network lifetime. Nevertheless, as was aforementioned, WiFi
networks present serious constraints in terms of energy saving.

In [19], the authors proposed and evaluated an information monitoring approach based on NB-IoT
and LoRa. The experiments were carried out in real scenarios, showing that the proposed system
enables the achievement of wide-area information monitoring. Additionally, in [20], an LP-WAN-based
architecture was proposed with the aim of monitoring the activities of Optimist Class sailboats and
evaluating the performance of the LoRa protocol. Nevertheless, most works are not designed under
the premises of low power, a low rate, and a long range, as the architecture proposed in this work.
Both works were not capable of integrating other communication technologies of IoT, such as ZigBee
and VLC.

Providing IoT connectivity in remote areas is still an open challenge. Krampe et al. designed
and tested a hybrid network combining WiFi and Public Land Mobile Networks for providing
internet access in precision farming applications [21]. The authors defined an ad hoc architecture
to support the aforementioned RF technologies, and proposed a simple algorithm to decide
opportunistically the communication interface. Nonetheless, the authors’ approach was mostly
intended for monitoring applications.

The use of VLC (or optical wireless communication in general) combined with RF technologies
has also been considered in the literature. For instance, authors in [22] implemented an asymmetric
hybrid WiFi-VLC system in which the WiFi channel was only utilized as an uplink. This work showed
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that VLC downlink hotspots alleviate contention and interference on the RF channel. Furthermore,
in [23], the authors proposed a hybrid WiFi-VLC system that comprised two links that can work
simultaneously to provide aggregated bandwidth. One is a duplex WiFi link, while the other is
an asymmetric duplex WiFi-VLC link where VLC is used as the downlink and WiFi as the uplink.
It was shown that the approach was a good solution in terms of throughput. Nonetheless, in both
works, the energy consumption was not evaluated, and as is well-known, WiFi network interface
controllers impose serious constraints in terms of power consumption. Nevertheless, most works
are not designed under the premises of low power, a low rate, and a long range, as the architecture
proposed in this work.

Authors in [24] proposed an optimization problem that minimized the total energy consumed
by LED lamps when used for data transmission. However, the system did not provide long-range
communications such as that in the present work, where LoRa is used as the backbone.

Finally, Demirkol et al. proposed in [25] an architecture very similar to the one presented in this
work. LiFi was proposed as an enabling technology for IoT in indoor environments. Nonetheless,
the system does not allow for integration with other networks, and in order to provide a solution,
the authors simply stated that the integration can be performed at the IP layer by defining an adaptation
layer between IPv6 and the LiFi link layer. However, this should comprise header compression,
optimized neighbor discovery, and fragmentation, and the authors do not provide any solution in
this regard.

The work presented in this paper proposes not only a theoretical layered architecture as
Demirkol’s, but also an actual implementation (including the cited fragmentation mechanism),
demonstrating the feasibility of this heterogeneous network approach for IoT.

3. Network Architecture

The proposed hybrid network architecture employs three different models of communication:
Zigbee, LoRaWAN (employing LoRa physical layer), and VLC. For the implementation of these three
communication methods, it is necessary to use different technologies for the inter-operability between
the protocols used by each of them. Figure 2 shows the global network architecture implemented for
the assembly of the developed hybrid network.

The first thing that can be observed in the network shown in Figure 2 is the set of sensor/actuator
nodes. These nodes will collect the data of sensors that are connected and transmit these data
to the access point, or receive data from it, to perform the response associated with the possible
actuators connected.

In order to establish the interaction between nodes, in addition to communication between nodes
and devices external to the sensor/actuator network, it is necessary to include a device that controls
and establishes these communications. Therefore, to the network formed by the sensor/actuator nodes
that use the Zigbee communication protocol, it is necessary to add a ZigBee coordinator device. Thus,
it will be in charge of controlling the entire network and establishing not only communication between
nodes, but communication between nodes and external devices, which will probably use another
communication protocol.

The communication between cell nodes and the central network node is implemented using LoRa
links, forming a star topology and allowing long distance communications between cells and the
Internet network. One of the most important challenges of this work is the inter-operability between
these two technologies. To achieve this, it is necessary to define a unique frame format which allows
for node discovering, identification, and routing. This frame should also be compatible with the VLC
link and should implement routing functions to redirect data or control messages between the different
subnetworks. In this work, each technology is assumed as a subnetwork and each cell of the overall
network. In order to achieve this, each of the access points implements a routing table with node
identifiers and MAC directions.
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Figure 2. Global network architecture.

The cell access point translates frames arrived from each technology and redirects them inside the
cell to the IP network or to another cell.

One of the objectives of this work is to store digital content in the access point, which could be
transmitted to a single user or to a node. For example, the central node could take a digital image and
transmit it to the internet network using the LoRa backbone. To reach that objective, it is necessary
to implement a segmentation system that takes into account the designed frame format, as will be
seen later.

Packets received by the access point from the LoRa backbone are redirected to one of the two
subnetworks (optical or ZigBee), transparently to the transport network and the user. Packets from
these subnetworks are sent in the same manner.

With the inclusion of LoRaWAN in the coordinating modules of the sensor/actuator network,
it is possible to create a LoRaWAN communication network. However, it is necessary to use
a gateway forming a star topology at the backbone side, which, among other features, can establish
communication between devices employing the same protocol, in addition to providing the user the
possibility of uploading the data collected by the sensors to a cloud to facilitate its visualization, and
allow for the possibility to interact with the actuators or devices located in the network.

In many cases, it is possible to use a previously available gateway at the area where one is working.
However, there are areas that do not have this infrastructure. That is why in these areas it is necessary
to implement a proprietary device. However, it is not only enough to have an Internet connection
through the gateway with LoRaWAN, but a user interface and a service that stores the data collected
by the network are necessary. To do this, an implementation is useful; thus, the user can not only
visualize the data collected and sent through the LoRaWAN network, but can also interact with other
networks and devices that are part of the subtotal of the hybrid network. This implementation is made
with the service provided by “The Things Network” platform [26].

In addition, to create a more user-friendly environment, it is possible to add an integration with
a service provided by some open platform such as TagoIO [27] so that the user can act with different
devices, sensors, or actuators through the construction of dashboards, with which interaction is easier.

It should be noted that what is intended is that this architecture be as versatile as possible for
the use of all types of sensors, locators, and control systems and is focused on remote environments
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without any type of coverage. Therefore, it is also useful to store data that can be updated in the central
nodes of each cell, such as photographs, maps, and audio.

4. System Design

In this section, the designed architecture, the frame formats, and the segmentation and routing
protocols are presented. In the first subsection, the developed protocol–abstraction layer and its frame
format are described. This layer allows for the routing and identification of all nodes independently of
their sub-network.

4.1. Protocol–Abstraction Layer

The data exchange used between devices of the same network is based on a defined frame format
adapted for this communication protocol.

This is optimal and effective in the case of implementing a network with a single communication
protocol. Nonetheless, in the implementation of hybrid networks with different involved protocols,
some problems may appear when implementing the data gateway between endpoints. These problems
are caused not only due to the different formats used in each protocol, but also due to the use of
several parameters needed to properly perform communication, routing, and device identification in
the hybrid network.

For this reason, a solution based on the development of an abstraction layer that will define
each of the aforementioned communication parameters in the hybrid network has been developed.
The associated frame is defined in the same way regardless of the communication protocol. Thus,
this frame will not only work for communication between ZigBee modules, e.g., but it will be used to
communicate with any device on the hybrid network, without considering its sub-network or protocol.
Figure 3 depicts a diagram associated with the protocol–abstraction layer developed in this work.

Figure 3. Diagram of the developed architecture.

The protocol–abstraction layer is supported by a technology-independent hybrid network frame
(HNF) definition. The structure of this frame can be observed in Figure 4.

0 1 15

DN P

Subframe

Figure 4. Hybrid network frame (HNF) structure.

The DN field defines the packet’s destination network, which is hot-one encoded. In this work,
only three bits have been used to indicate each one of the considered technologies (LoRaWAN (bit
0), VLC (bit 1), and ZigBee (bit 2)), and there are still 5 bits left that could be used to further enhance
the capabilities of the developed architecture. In addition, part of the P byte (7 least significant bits)
describes the frame’s purpose, which defines the payload interpretation (Table 1). The most significant
bit of the P field indicates the presence of fragmentation. If this flag is active, it indicates that there are
still data to be received. Nonetheless, if it is inactive, the frame transmission is over.
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Table 1. Types of frames considered in this work.

Purpose Description

0x01 Board sensor data (LoRaWAN)
0x02 External sensor data (LoRaWAN)
0x03 Data Frame (ZigBee)
0x04 Interaction with actuators
0x05 Data Frame (VLC)

The encapsulation procedure of the HNF is the same regardless of the type of network or protocol
used. However, it must be considered that not all the associated frames will be the same size in
bytes. As an example, if a frame incoming from a ZigBee node were intended to be routed through
a LoRaWAN link, this frame should be fragmented according to LoRaWAN’s maximum frame size.
This size limitation has been integrated into the protocol–abstraction layer by establishing the subframe
field’s maximum size to 48 bytes, with variable length.

4.2. Fragmentation and Routing

Data fragmentation is carried out using the same mechanism in the three technologies defined
in the hybrid network architecture. It is based on the use of a flag defined by a bit of the HNF,
as mentioned. When the data to be sent exceeds the maximum size established by the frame, it is
fragmented and identified by activating the corresponding flag. This flag is set to a low logical level
during the transmission of the last fragment of data, or if the amount of data to be sent does not exceed
the mentioned maximum size.

On the receiver side, the original frame is re-composed by concatenating all the incoming frames
marked as fragmented, and finally adding the last one marked with the inactive flag. Figure 5 depicts
the procedure in a ZigBee-to-LoRaWAN gateway communication.

Figure 5. Fragmentation in a ZigBee-to-LoraWAN communication.

Regarding routing, in this work, it was assumed that each node possesses knowledge about the
whole network. Each node must know the MAC address of the coordinator module, and it must know
the MAC addresses of each leaf node, which will be stored in an address table.

When inter-technology routing is needed (from a ZigBee node to a VLC endpoint), e.g., this action
is performed by checking the HNF’s header (DN field). The access point decides the output gateway
depending on the destination network, address, and purpose field. If the address corresponds to
a node within the access point’s coverage, it performs internal routing. Otherwise, it relays the packet
through its default gateway (LoraWAN in this work). The master coordinator (LoraWAN Gateway
from Figure 2) of the system will decide, attending to the purpose field of the HNF, if the packet has to
be sent to another access point or to a server on the Internet (sensor data). The opposite data path is
also considered for interaction with actuators. In this case, a command arrives from the Internet and is
properly delivered to the corresponding node.
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4.3. ZigBee Integration

The ZigBee protocol uses the packet structure defined in the IEEE 802.15.4 standard (Figure 6).
This implementation of IEEE 802.15.4 defines both PHY and MAC layers, and ensures the transmission
between two endpoints with known MAC addresses. In this work, there is an asymmetrical network
knowledge, as has been already explained. However, a specific HNF purpose to enable communication
between nodes within the same ZigBee network has been defined.

Frame
Control

Seq.
Number Dest. Source ZigBee

Header HNF CRC

Figure 6. ZigBee packet structure with the HNF as payload.

This purpose is the Data Frame (0x03), which concatenates the destination node ID and a variable
length data field (1–47 bytes). Figure 7 graphs an example frame exchange diagram. In this figure,
initial MAC request and MAC response packets have been included to illustrate the coordinator’s
address discovery procedure.

Figure 7. A diagram of an example of data exchange between same-network ZigBee nodes.

In its current version, the system does not support ZigBee data exchange between nodes belonging
to different subnetworks. However, this capacity could be easily introduced to modify the HNF
frame by indicating not only the type of destination network but also a sub-network identifier
(or a hybrid network address). Since the objective of this work is designing and implementing
a multi-technology IoT application with a clearly defined backbone (LoRaWAN), this additional use
case has not been considered.

4.4. VLC Integration

IEEE 802.15.7m is VLC’s current standard [5]. This standard defines both PHY and MAC, but is
not well suited for IoT since it defines a super-frame structure that assumes bidirectional optical links.
In this work, VLC has been introduced as a downlink-only technology in broadcast mode, and a easy
custom packet structure has been defined (Figure 8). The potential applications of unidirectional VLC
links in IoT are well-studied due to the ubiquity of luminaires and lighting infrastructures. In this
work, the communication with an indoor static sensor is demonstrated. Despite this, the proposed
hybrid architecture is capable of providing VLC connectivity in other scenarios in which RF is not
feasible (or is severely affected by a harsh environment). These scenarios comprise underground
(mining, tunnels, e.g.) [28,29] and underwater environments [30], hospitals [31], and industry. Another
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interesting feature derived from the integration of VLC within the proposed architecture is the inherent
positioning capability of this technology, which has been extensively studied in the literature [32].

Start
Delim. HNF Stop

Delim.

Figure 8. Visible light communication (VLC) packet structure with the HNF as payload.

Start and Stop delimiters have been introduced as a synchronization mechanism. This has been
carried out because VLC systems have a dual use. On the one side, VLC access points must act as
lighting devices, and this function must remain unaffected by data transmission. On the other hand,
these devices are also data sources but information is not being sent continuously. The delimiters help
in the time synchronization task. Furthermore, in this case, the HNF subframe (associated to the 0x05
purpose field) comprises only a variable-length data field (up to 48 bytes).

4.5. Sensor and Actuator Integration

The main objective of this architecture design is providing a supportive multi-technology hybrid
network to communicate with sensors and actuators. This has been achieved by defining three different
HNF purposes. 0x01 and 0x02 purposes correspond to Board Sensor data and External Sensor data
transmission, respectively. The associated subframes have the same packet structure (Figure 9), but
this division has been included to advance future necessities.

Node ID Num. Sensors

Sensor ID0 Sizes/Signs

Data 0

Data 1

Data 2

Data 3

Sensor ID1 Sizes/Signs

Data 0

Data 1

· · ·

Figure 9. Board Sensor data and External Sensor data subframe structure.

Node ID indicates the identifier of the data producer, which in this work corresponds to the ID
stored by the ZigBee network coordinator. Num Sensors describe how many different sensor data are
included in the frame. Sensor ID is the node’s internal identifier related to the sensor. The application
layer will have the task of interpreting the type of sensor associated to this ID. The following field
comprises 4 bits to indicate the sizes of each sensor data field, and 4 bits reflecting the signs of each one
of them (positive: 0; negative: 1). Hence, the maximum number of sensor data allowed is 4. However,
if fewer sensor data are being transmitted, the corresponding data fields set to 0x00 and the sign bit to
1 will show that there is no information.

Besides sensor data packets, the 0x04 purpose indicates interaction with actuators. This frame
definition states Node ID, Actuator ID, and Data (Figure 10).

Node
ID

Actuator
ID Data

Figure 10. Interaction with the actuator subframe structure.
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5. Implementation

In this section, the physical implementation of the system is presented. The structure of each
access point comprising the network is described first, followed by the global structure of the backbone,
and finally the IP gateway.

5.1. Access Point Implementation

As has already been mentioned, this work was focused on implementing a hybrid network
supporting VLC, LoRa, and ZigBee technologies. Both ZigBee and LoRa subsystems were constructed
based on components-off-the-shelf (COTS) devices, while the VLC interface of the access point was
custom-designed.

Libelium Waspmote kits were selected as main platforms because they contain a microcontroller,
integrated sensors, secure digital memory (to store digital contents), and external ZigBee
communication modules. The ZigBee module installed on the access point acted as coordinator
of a ZigBee subnetwork, and in this work it had a hard-coded MAC address table. The ZigBee modules
plugged into the sensor/actuator nodes had to be configured accordingly.

Low power consumption is a capital aspect that IoT networks must take into account.
The technologies selected for this work comply with this requirement, and the remote nodes can
be easily powered by batteries or even by solar panels. In addition, remote nodes can be set to sleep
mode (or even deep sleep mode) in order to further increase energy saving.

Besides the initial configuration of the ZigBee coordinator module, the LoRaWAN module
connected to the ZigBee coordinator (Figure 1) also requires some configuration. In this case, over the
air activation (OTAA) was enabled in the LoRaWAN nodes. This type of easy configuration is similar
to BlueTooth pairing, and is an easy, secure (is made at a very short distance prior to deployment), and
fast way to establish the network.

Regarding the protocol–abstraction layer implementation, it has been carried out into the
waspmotes’ embedded microcontrollers, using the frame formats previously described.

5.2. VLC Subsystem

With respect to the VLC subsystem, it was defined as a downlink-only technology in which a user
could receive data from the LED lamp using the appropriate optical receiver. A VLC-based uplink
has not been considered since this technology is intended to work for both data transmission and
illumination, and a visible light uplink could produce discomfort. Although in this work no uplink
was defined, it could be implemented using any infra-red band or other optical technology such as
optical camera communication, in which high power emissions are not needed.

The implemented receiver was based on a positive-intrinsic-negative (PIN) photodiode and a high
impedance amplifier followed by a comparator stage (Figure 11). It is important to note that the
circuit presents a variable threshold level, which means it can be adjusted ad hoc depending on the
background illumination level. The transmitter was based on the use of COTS devices. Both the LED
lamp and the current driver were commercial, and the transmission was controlled by one of the
waspmote’s digital pins and a MOSFET transistor. In order to avoid flickering, Manchester encoding
was also implemented, resulting in a data rate of 1200 bps.

The signal-to-noise ratio (SNR) at the input of the comparator stage of Figure 11 can be observed
in Equation (1).

SNR =

(∫
λ Prx(λ)R(λ)dλ

)2

2q
(∫

λ Prx(λ)R(λ)dλ + id + ib
)

B + 4kBTBR−1
L

(1)

where Prx(λ) is the received optical power spectrum (Equation (2)), R(λ) is the photodiode’s
responsivity, q is the electron charge, id is the darkness current, ib is the background current, B is the
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bandwidth, kB is Boltzmann’s constant, T is the noise temperature, and RL is the high-impedance
amplifier’s gain.

Figure 11. VLC receiver circuit diagram.

In VLC, the received power Prx depends not only on the line-of-sight (LOS) contribution but
also on the non-LOS (NLOS) part of the optical channel impulse response. However, for LOS links,
the NLOS contribution is usually residual and can be neglected. Regarding bandwidth, VLC supports
hundreds of MHz in indoor applications [33]. Nonetheless, for IoT, these huge bandwidths are
not needed, and coverage can prevail over throughput (which is purely limited by the frontends’
frequency responses).

Prx(λ) ≈
{

Ptx(θ, φ, λ)
Apd cos (Ψ)

d2 Glens Ψ ≤ FOV/2
0 Ψ > FOV/2

(2)

Ptx(θ, φ, λ) is the emitter’s radiance depending on wavelength, φ is the azimuth, θ is the elevation,
Apd is the receiver’s cross section, Ψ is the incidence angle, FOV is the receiver’s field of view, Glens is
the optical gain, and d is the link’s range. In this work, no optical concentrator was used, and the FOV
was limited by occlusion using a tube.

All the parameters of the implemented VLC subsystem are summarized in Table 2.
The operating base of the VLC transmitter circuit is the control of an LED lamp, through which

the data are sent. The control of the LED lamp for communication through VLC is carried out for
a common driver, which commutes the LED lamp, where the control pin corresponds to the output of
data emitted by the VLC transmitter device.

Table 2. Parameters of the implemented VLC subsystem.

Parameter Value

Tx Optical Power ≈1 W
Tx FWHM angle 60◦

Tx spectrum Figure 12

Rx FOV 60◦

Glens 1 (no concentrator)
Apd 1 cm2 (Hamamatsu S1227-1010BR)

Noise Equivalent Power 6.7 × 10−15 W×Hz−1/2

RL 1 kΩ
B 3 kHz

Data rate 1200 bps
Encoding Manchester

Spectral efficiency 0.5
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Figure 12. Energy-normalized optical spectrum of the used VLC lamp. This measure was obtained
using an integrating sphere with a 30 cm diameter and an optical spectrum analyzer (BTS256
LED tester).

VLC is a short-range technology capable of providing substantially high data rates. However,
this technology is also interesting for IoT because of the ubiquity of LED lamps in both indoor and
outdoor environments. Figure 13 depicts two estimated SNR maps at two different distances, taking
into account the implementation parameters presented in Table 2. The left graph corresponds to
a typical indoor environment, such as an office or a house, while the right graph could be considered
representative of industrial environments. In both cases, the SNR within the coverage area (limited
by the receiver’s FOV) leads to a BER metric below 10−6 (the worst case at the boundaries of the
coverage area).
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Figure 13. Signal-to-noise ratio (SNR) map at a 3 m height (left). SNR map at a 6 m height (right).
In both cases, the receiver has been considered to point upwards.
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As mentioned above, VLC has been demonstrated to reach Gbps data rates [34]. Nonetheless, these
results have generally been obtained under strict alignment [35] or laboratory conditions. Moreover,
the used electronics is not cost-efficient, and the power consumption is not low-power compliant.
In this work, since this architecture is IoT-oriented and is based on a LoRa backbone, the VLC data rate
was selected to be close to the backbone’s speed in order to alleviate bottlenecking. In addition, this
allows for a good SNR performance and robustness against misalignment.

5.3. Network Implementation

The next step is to establish communication between both Zigbee and LoRaWAN protocols.
As mentioned above, the understanding procedure between these two protocols is based on the use of
the defined HFN, since this will be the one used in both communication protocols.

A coverage simulation using the Okumura–Hata model [36] for the LoRa protocol and the general
urban path loss (GUPL) model for ZigBee [37] was carried out using the parameters of Table 3, where
the experimental setup’s environment is assumed to be urban. The communication parameters were
extracted from the nominal characteristics of the used components. The transmitter and receiver
antenna heights are assumed to be similar to those used in an actual deployment (LoRaWAN gateway
on top of a building and Access Points at street-light height). Figure 14 depicts the estimated coverage
of the LoRaWAN gateway and several ZigBee coordinator nodes.

Table 3. Simulation parameters obtained from the developed demonstrator’s datasheets.

LoRa

Tx power 14 dBm
Tx height 15 m
Rx height 5 m
Center frequency 860 MHz
Rx sensitivity –134 dBm
Antenna pattern 5/4 Dipole
Antenna gain 4.5 dBi

ZigBee

Tx power 0 dBm
Tx height 5 m
Rx height 1.5 m
Center frequency 2.4 GHz
Rx sensitivity –100 dBm
Antenna pattern 5/4 Dipole
Antenna gain 5 dBi

GUPL Parameters

Power component 2.2
Path loss exponent at 2.4 GHz 2.7
Attenuation constant at 2.4 GHz 0.06 dB/m

The LoRaWAN gateway has been defined to work through an implementation with The Things
Network service and the TagoIO integration; thus, the user can view the frames and the associated
data received in the LoRaWAN network, besides having the possibility of sending data destined to the
devices to it.

In the VLC network, the data sent through the LED lamp is previously received through
LoRaWAN. In order to achieve this, the corresponding access point has to send an empty frame
to the gateway prior to sending the VLC frame. This must be performed in this way because it works
with Class A modules, which, to receive data, needs to send a frame to open a reception window,
allowing the LoRaWAN gateway to send the associated data.
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Once the data is received, the HFN is extracted to subsequently carry out the communication
via VLC with the LED lamp. Another possibility of this architecture is that the lamp can be used to
download content that can be stored in the central node of the cell and updated through the LoRaWAN
connection to the IP network.

Figure 14. Simulated coverage maps approximated using the Okumura–Hata model for LoRaWAN
(blue), and the general urban path loss (GUPL) model for ZigBee (red). The estimations are overlaid to
the environment’s satellite image. The transmitter locations are tentative.

Regarding the used LoRaWAN gateway, it has been configured in such a way that it establishes
a link between LoRaWAN and the Internet, which allows for implementation with a user interface and
a service that stores the data collected by the network. To do this, it is useful to add an implementation,
so that the user can not only visualize the data collected and sent through the LoRaWAN network, but
also can interact with the LoRaWAN network and the other networks and devices that are part of the
sub-network. This implementation is made with the service provided by The Things Network.

5.4. Presentation Layer

In addition, to create a more user-friendly environment, it is possible to add an integration with
a service such as that provided by TagoIO, so that the user can interact with different devices, sensors,
or actuators through the construction of dashboards.

The part of the network formed by VLC comprises a transmitter module and a receiver module.
For the correct operation of both endpoints, it is necessary to add external circuits to the modules used
for VLC communication.

6. Results and Discussion

In order to verify the complete operation of the developed hybrid network, both a battery level
and an accelerometer were used as sensor data inputs on the Waspmote development board with
an information update period of two minutes.

The produced data was sent through the corresponding interface established in the LoRaWAN
network, reaching its final destination (The Things Network) through the LoRaWAN–Internet gateway.
Thanks to the implementation carried out with TagoIO, this information flux could be viewed using
a user-friendly interface.

Figure 15 depicts the data on a dashboard built in the TagoIO service. Figure 16 shows the changes
recorded by the accelerometer due to the movement of the sensor board, demonstrating both correct
data acquisition and delivery by the hybrid network.
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In order to assess the validity of the fragmentation procedure, a long-length phrase has been read
from a text file, exceeding the maximum data size defined by the HNF, forcing the fragmentation of
the information.

On the VLC communication side, as a first test, a small set of characters were sent from “The
Things Network” platform with the objective of visualizing the appropriate changes in the receiver.
An example of the signal recorded in the oscilloscope can be observed in Figure 17.

After assessing the proper functioning of the VLC interfaces, a more in-depth test was performed.
One thousand VLC data frames (0x05 code in the purpose field of the HNF) with randomly generated
characters were sent, as mentioned above. For simplicity, each HNF comprised a single character.
No errors were detected on any packet within the coverage area of the testbed (Figure 17), suggesting
a BER below 1.25 × 10−4.

Figure 15. Sensors data received by LoRaWAN.

Figure 16. Accelerometer data changes received by LoRaWAN.
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Figure 17. VLC data response through the hybrid network. Vertical resolution: 2 volts/div; horizontal
resolution: 500 µs/div.

Real-scenario experiments were performed on the complete system to validate error probabilities
and propagation times. For verifying the correct functionality of the hybrid network, a series of tests
were carried out. One of the performed tests consisted of sending several maximum-size packets
between endpoints at different distances. In this test, segmentation was employed to send data without
acknowledgment for the correct measurement of the packet loss rate.

A total of 300 frames were sent at different distances in each test. The parameters employed
for the LoRaWAN backbone were a bandwidth of 125 kHz and a spreading factor of 12. It is
important to highlight that the tests were carried out in an urban area with a significant amount of
buildings, and not in an open field without obstacles, which would have improved the obtained results
(Figure 18). Moreover, the transmitter was located inside the laboratory, introducing an important
indoor-to-outdoor additional loss. Figure 19 depicts the packet error rate (PER) versus the distance in
this case. In an actual deployment in which the access point was anchored to a solar-powered LED
luminaire, the SNR and hence the PER performance was considerably increased.

Another performed test was related to measuring transfer times. Concretely, the measured times
corresponded to the data collection in the cloud-side of the architecture. Three hundred packets were
sent through the complete network from the final nodes of the cell. Table 4 shows the average times
for different distances and spreading factors.

Figure 18. Approximate height profile of the test environment.
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Figure 19. Error rate between sensor nodes and the gateway.

Table 4. Average time and error rate in the Zigbee–LoRaWAN link.

Spreading Factor Range (m) Average Time (s) PER

SF12 300 6.2 0.03
SF12 600 6.4 0.19
SF12 900 6.7 0.72
SF9 300 5.4 0.03
SF9 600 5.5 0.26
SF9 900 5.7 0.81
SF7 300 4.6 0.04
SF7 600 4.7 0.4
SF7 900 4.9 0.92

As can be observed, the transmission time decreases in proportion to the diminishing of the
spreading factor. However, there is an increase in the data error rate, being critical when the distance
grows. Considering the obtained results and the purpose of the network, it is interesting to choose
a high spreading factor value when coverage is capital, albeit the transfer time will be increased.

From the LoRaWAN central node, it is possible to send a packet to a node of the Zigbee network or
a VLC node with a lamp for data transmission. With LoRaWAN Class A modules, at first it is necessary
to send a frame to the LoRaWAN cell gateway, so that the module then opens a reception window
to receive data. That is why we would have the same data rate and the same data flow in relation
to time, although the reception of data through LoRaWAN and the subsequent sending to another
network such as Zigbee or VLC is completed in less time, such as in the case of receiving data through
LoRaWAN and sending it through VLC, assuming the use of a bandwidth of 125 kHz in LoRaWAN
and a spreading factor of 12. To guarantee a long distance transmission and a frequency of 2 kHz in
VLC communication, a delay of approximately 6 s was determined throughout the entire network.

Unlike other systems [38,39], in this case, inter-operability is based on the fragmentation
capabilities offered by the HFN, not algorithms or payload encoding. This philosophy allows,
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in a simple way, the inclusion of other standards without substantially changing the infrastructure or
the equipment layout.

7. Conclusions

In this work, as a major achievement, a hybrid cellular architecture has been developed that
allows inter-operability between different technologies in the world of Internet of Things. The main
application is to provide coverage to remote areas that lack mobile coverage or that require a long range
and high data rates. The results obtained using the proposed network architecture suggest multiple
applications such as long range communication, localization, monitoring, or even downloading content
from a remote user. In order to address the aims of this work, a hybrid network architecture has been
developed including the following aspects:

• A cell prototype has been implemented, and it includes a gateway between the ZigBee and
LoRaWAN technologies that actsas a bridge in a transparent way to the user (human or machine)
of the network. In addition, a central node that uses VLC technology capable of transmitting
data on the downlink has been implemented in this cell. This technology also allows its use as
a location mode in cases where other technologies such as GPS are not allowed.

• Moreover, a protocol–abstraction layer based on an HNF has been developed. The HNF allows
routing, node identification, and discovery. Moreover, this frame format allows for segmentation
of the transmitted data, so a download of larger content can be implemented between the IP
network and each of the cells, and vice versa.

Furthermore, several field tests were carried out. These tests were based on demonstrating the
feasibility and performance of the proposed network architecture. It was observed that the defined
fragmentation scheme allows for long-length data transmissions regardless of the wireless technology.
The proposed hybrid network architecture allows close-range technologies (ZigBee and VLC) to be
used in isolated scenarios, such as rural environments, using the LoRa backbone in a transparent way.

Author Contributions: Conceptualization, F.D.-R. and A.M.-S.; Data curation, R.P.-J.; Formal analysis, V.G. and
D.S.-R.; Funding acquisition, F.D.-R.; Investigation, A.M.-S.; Methodology, F.D.-R. and D.S.-R.; Software, A.M.-S.;
Supervision, R.P.-J. and D.S.-R.; Validation, R.P.-J.; Writing—original draft, F.D.-R. and V.G.; Writing—review
& editing, F.D.-R., V.G., R.P.-J. and D.S.-R. All authors have read and agreed to the published version of
the manuscript.

Acknowledgments: This research was funded in part by the Spanish Research Administration (MUCIU, Project
OSCAR, Ref. TEC2017-84065-C3-1-R) and the Canary Islands Regional Government (CEI2018-15).

Conflicts of Interest: The authors declare that there is no conflict of interest. The funders had no role in the
design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the
decision to publish the results.

References

1. Greengard, S. The Internet of Things; MIT Press: Cambridge, MA, USA, 2015.
2. McEwen, A.; Cassimally, H. Designing the Internet of Things; John Wiley and Sons: Hoboken, NJ, USA, 2013.
3. Saari, M.; bin Baharudin, A.M.; Sillberg, P.; Hyrynsalmi, S.; Yan, W. LoRa—A survey of recent research

trends. In Proceedings of the 2018 41st International Convention on Information and Communication
Technology, Electronics and Microelectronics (MIPRO), Opatija, Croatia, 21–25 May 2018; pp. 872–877,
doi:10.23919/MIPRO.2018.8400161. [CrossRef]

4. Issac, T.; Silas, S.; Rajsingh, E. Luminaire Aware Centralized Outdoor Illumination Role Assignment
Scheme: A Smart City Perspective. In Advances in Big Data and Cloud Computing; Springer: Singapore,
2019; pp. 443–456, doi:10.1007/978-981-13-1882-5_38. [CrossRef]

5. IEEE Standard for Local and Metropolitan Area Networks–Part 15.7: Short-Range Wireless Optical
Communication Using Visible Light; No. 35.110–Networking; IEEE: Piscataway, NJ, USA, 2011;
doi:10.1109/IEEESTD.2011.6016195. [CrossRef]

https://doi.org/10.23919/MIPRO.2018.8400161
http://dx.doi.org/10.23919/MIPRO.2018.8400161
https://doi.org/10.1007/978-981-13-1882-5_38
http://dx.doi.org/10.1007/978-981-13-1882-5_38
https://doi.org/10.1109/IEEESTD.2011.6016195
http://dx.doi.org/10.1109/IEEESTD.2011.6016195.


Sensors 2020, 20, 478 19 of 20

6. Delgado Rajó, F.A.; Guerra, V.; Rabadán Borges, J.A.; Torres, J.R.; Pérez-Jiménez, R. Color shift keying
communication system with a modified PPM synchronization scheme. IEEE Photonics Technol. Lett. 2014,
26, 1851–1854, doi:10.1109/LPT.2014.2337953. [CrossRef]

7. Saha, N.; Ifthekhar, M.S.; Le, N.T.; Jang, Y.M. Survey on optical camera communications: Challenges and
opportunities. IET Optoelectron 2015, 9, 172–183, doi:10.1049/iet-opt.2014.0151. [CrossRef]

8. Lin, B.; Tang, X.; Li, Y.; Zhang, M.; Lin, C.; Ghassemlooy, Z.; Wei, Y.; Wu, Y.; Li, H. Experimental
demonstration of optical camera communications based indoor visible light positioning system.
In Proceedings of the 2017 16th International Conference on Optical Communications and Networks
(ICOCN), Wuzhen, China, 7–10 August 2017; pp. 1–3, doi:10.1109/ICOCN.2017.8121600. [CrossRef]

9. Liang, X.; Yuan, M.; Wang, J.; Ding, Z.; Jiang, M.; Zhao, C. Constellation Design Enhancement for Color-Shift
Keying Modulation of Quadrichromatic LEDs in Visible Light Communications. J. Lightwave Technol. 2017,
35, 3650–3663, doi:10.1109/JLT.2017.2720579. [CrossRef]

10. Luo, P.; Zhang, M.; Ghassemlooy, Z.; Le Minh, H.; Tsai, H.; Tang, X.; Png, L.C.; Han, D. Experimental
Demonstration of RGB LED-Based Optical Camera Communications. IEEE Photonics J. 2015, 7, 1–12,
doi:10.1109/JPHOT.2015.2486680. [CrossRef]

11. Wang, X.; Yang, H.; Song, J. A VLC-based robust ID broadcasting indoor location system for mobile
devices. In Proceedings of the 2016 IEEE International Symposium on Broadband Multimedia Systems and
Broadcasting (BMSB), Nara, Japan, 1–3 June 2016; pp. 1–5, doi:10.1109/BMSB.2016.7521922. [CrossRef]

12. del Campo-Jimenez, G.; Perandones, J.M.; Lopez-Hernandez, F.J. A VLC-based beacon location system
for mobile applications. In Proceedings of the 2013 International Conference on Localization and GNSS
(ICL-GNSS), Turin, Italy, 25–27 June 2013; pp. 1–4, doi:10.1109/ICL-GNSS.2013.6577276. [CrossRef]

13. Zheng, X.; Yang, C.; Kou, H.; Wang, Z. A New VLC Localization System with the Assistance of RGB-D
Camera. In Proceedings of the 2018 Ubiquitous Positioning, Indoor Navigation and Location-Based Services
(UPINLBS), Wuhan, China, 22–23 March 2018; pp. 1–5, doi:10.1109/UPINLBS.2018.8559702. [CrossRef]

14. Kirichek, R.; Vladyko, A.; Zakharov, M.; Koucheryavy, A. Model networks for Internet of Things and SDN.
In Proceedings of the 2016 18th International Conference on Advanced Communication Technology (ICACT),
Pyeongchang, Korea, 31 January–3 February 2016; p. 1, doi:10.1109/ICACT.2016.7423279. [CrossRef]

15. Kulik, V.; Kirichek, R. The Heterogeneous Gateways in the Industrial Internet of Things. In Proceedings
of the 2018 10th International Congress on Ultra Modern Telecommunications and Control Systems and
Workshops (ICUMT), Moscow, Russia, 5–9 November 2018; pp. 1–5, doi:10.1109/ICUMT.2018.8631232.
[CrossRef]

16. Datta, S.K.; Bonnet, C. Integrating Named Data Networking in Internet of Things architecture. In Proceedings
of the 2016 IEEE International Conference on Consumer Electronics-Taiwan (ICCE-TW), Nantou, Taiwan,
27–29 May 2016; pp. 1–2, doi:10.1109/ICCE-TW.2016.7520967. [CrossRef]

17. Sulaeman, A.R.; Indriyanto, S.; Syambas, N.R. Performance comparison IoT (Internet of things) of name
data networking and Internet protocol in first media network in jakarta area. In Proceedings of the 2017
3rd International Conference on Wireless and Telematics (ICWT), Palembang, Indonesia, 27–28 July 2017;
pp. 109–113, doi:10.1109/ICWT.2017.8284149. [CrossRef]

18. Jagannath, J.; Furman, S.; Jagannath, A.; Ling, L.; Burger, A.; Drozd, A. HELPER: Heterogeneous Efficient
Low Power Radio for enabling ad hoc emergency public safety networks. Ad Hoc Networks 2019, 89, 218–235.
[CrossRef]

19. Zhang, X.; Zhang, M.; Meng, F.; Qiao, Y.; Xu, S.; Hour, S. A low-power wide-area network information
monitoring system by combining NB-IoT and LoRa. IEEE Internet Things J. 2018, 6, 590–598. [CrossRef]

20. Sanchez-Iborra, R.; G Liaño, I.; Simoes, C.; Couñago, E.; Skarmeta, A. Tracking and Monitoring System
Based on LoRa Technology for Lightweight Boats. Electronics 2019, 8, 15. [CrossRef]

21. Krampe, F.; Deeken, H.; Steckel, T.; Aschenbruck, N. HOAR: A hybrid-opportunistic architecture for robust
agricultural networking. In Proceedings of the 2018 IoT Vertical and Topical Summit on Agriculture, Tuscany,
Italy, 8–9 May 2018; pp. 1–6, doi:10.1109/IOT-TUSCANY.2018.8373020. [CrossRef]

22. Shao, S.; Khreishah, A.; Rahaim, M.B.; Elgala, H.; Ayyash, M.; Little, T.D.; Wu, J. An indoor hybrid WiFi-VLC
internet access system. In Proceedings of the 2014 IEEE 11th International Conference on Mobile Ad Hoc
and Sensor Systems, Philadelphia, PA, USA, 28–30 October 2014; pp. 569–574.

https://doi.org/10.1109/LPT.2014.2337953
http://dx.doi.org/10.1109/LPT.2014.2337953
https://doi.org/10.1049/iet-opt.2014.0151
http://dx.doi.org/10.1049/iet-opt.2014.0151
https://doi.org/10.1109/ICOCN.2017.8121600
http://dx.doi.org/10.1109/ICOCN.2017.8121600
https://doi.org/10.1109/JLT.2017.2720579
http://dx.doi.org/10.1109/JLT.2017.2720579
https://doi.org/10.1109/JPHOT.2015.2486680
http://dx.doi.org/10.1109/JPHOT.2015.2486680
https://doi.org/10.1109/BMSB.2016.7521922
http://dx.doi.org/10.1109/BMSB.2016.7521922
https://doi.org/10.1109/ICL-GNSS.2013.6577276
http://dx.doi.org/10.1109/ICL-GNSS.2013.6577276
https://doi.org/10.1109/UPINLBS.2018.8559702
http://dx.doi.org/10.1109/UPINLBS.2018.8559702
https://doi.org/10.1109/ICACT.2016.7423279
http://dx.doi.org/10.1109/ICACT.2016.7423279
https://doi.org/10.1109/ICUMT.2018.8631232
http://dx.doi.org/10.1109/ICUMT.2018.8631232
https://doi.org/10.1109/ICCE-TW.2016.7520967
http://dx.doi.org/10.1109/ICCE-TW.2016.7520967
https://doi.org/10.1109/ICWT.2017.8284149
http://dx.doi.org/10.1109/ICWT.2017.8284149
http://dx.doi.org/10.1016/j.adhoc.2019.03.010
http://dx.doi.org/10.1109/JIOT.2018.2847702
http://dx.doi.org/10.3390/electronics8010015
https://doi.org/10.1109/IOT-TUSCANY.2018.8373020
http://dx.doi.org/10.1109/IOT-TUSCANY.2018.8373020


Sensors 2020, 20, 478 20 of 20

23. Li, Z.; Shao, S.; Khreishah, A.; Ayyash, M.; Abdalla, I.; Elgala, H.; Rahaim, M.; Little, T. Design and
Implementation of a Hybrid RF-VLC System with Bandwidth Aggregation. In Proceedings of the 2018
14th International Wireless Communications & Mobile Computing Conference (IWCMC), Limassol, Cyprus,
25–29 June 2018; pp. 194–200.

24. Mushfique, S.I.; Dey, A.; Alsharoa, A.; Yuksel, M. Resource optimization in Visible Light Communication for
Internet of Things. In Proceedings of the 2019 IEEE International Symposium on Local and Metropolitan
Area Networks (LANMAN), Paris, France, 1–3 July 2019; pp. 1–6.

25. Demirkol, I.; Camps-Mur, D.; Paradells, J.; Combalia, M.; Popoola, W.; Haas, H. Powering the
Internet of Things through Light Communication. IEEE Commun. Mag. 2019, 57, 107–113,
doi:10.1109/MCOM.2019.1800429. [CrossRef]

26. The Things Network Website. 2019. Available online: https://www.thethingsnetwork.org (accessed on 14
November 2019).

27. Tago IO Website. 2019. Available online: https://tago.io (accessed on 14 November 2019).
28. Iturralde, D.; Seguel, F.; Soto, I.; Azurdia, C.; Khan, S. A new VLC system for localization in underground

mining tunnels. IEEE Lat. Am. Trans. 2017, 15, 581–587, doi:10.1109/TLA.2017.7896341. [CrossRef]
29. Torres-Zapata, E.; Guerra, V.; Rabadan, J.; Perez-Jimenez, R.; Luna-Rivera, J.M. Vehicular Communications

in Tunnels using VLC. In Proceedings of the 2019 15th International Conference on Telecommunications
(ConTEL), Graz, Austria, 3–5 July 2019; pp. 1–6, doi:10.1109/ConTEL.2019.8848500. [CrossRef]

30. Jouhari, M.; Ibrahimi, K.; Tembine, H.; Ben-Othman, J. Underwater Wireless Sensor Networks: A Survey
on Enabling Technologies, Localization Protocols, and Internet of Underwater Things. IEEE Access 2019,
7, 96879–96899, doi:10.1109/ACCESS.2019.2928876. [CrossRef]

31. Dhatchayeny, D.R.; Sewaiwar, A.; Tiwari, S.V.; Chung, Y.H. Experimental Biomedical EEG Signal
Transmission Using VLC. IEEE Sens. J. 2015, 15, 5386–5387, doi:10.1109/JSEN.2015.2453200. [CrossRef]

32. Vatansever, Z.; Brandt-Pearce, M.; Bezzo, N. Localization in Optical Wireless Sensor Networks for IoT
Applications. In Proceedings of the IEEE International Conference on Communications (ICC 2019), Shanghai,
China, 20–24 May 2019; pp. 1–6, doi:10.1109/ICC.2019.8761909. [CrossRef]

33. Guerra, V.; Rufo, J.; Rabadan, J.; Perez-Jimenez, R. Spatial Interpolation of Optical Wireless
Impulse Responses. In Proceedings of the 2018 11th International Symposium on Communication
Systems, Networks Digital Signal Processing (CSNDSP), Budapest, Hungary, 18–20 July 2018; pp. 1–5,
doi:10.1109/CSNDSP.2018.8471751. [CrossRef]

34. Liu, X.; Tian, P.; Wei, Z.; Yi, S.; Huang, Y.; Zhou, X.; Qiu, Z.; Hu, L.; Fang, Z.; Cong, C.; et al. Gbps
Long-Distance Real-Time Visible Light Communications Using a High-Bandwidth GaN-Based Micro-LED.
IEEE Photonics J. 2017, 9, 1–9, doi:10.1109/JPHOT.2017.2775648. [CrossRef]

35. Guerra, V.; Rabadan, J.; Perez-Jimenez, R. Suitability of Optical Wireless Communication receivers for Virtual
Reality Applications. In Proceedings of the 2019 15th International Conference on Telecommunications
(ConTEL), Graz, Austria, 3–5 July 2019; pp. 1–6, doi:10.1109/ConTEL.2019.8848557. [CrossRef]

36. Hata, M. Empirical formula for propagation loss in land mobile radio services. IEEE Trans. Veh. Technol.
1980, 29, 317–325, doi:10.1109/T-VT.1980.23859. [CrossRef]

37. Andrusenko, J.; Miller, R.L.; Abrahamson, J.A.; Merheb Emanuelli, N.M.; Pattay, R.S.; Shuford, R.M. VHF
General Urban Path Loss Model for Short Range Ground-to-Ground Communications. IEEE Trans. Antennas
Propag. 2008, 56, 3302–3310, doi:10.1109/TAP.2008.929453. [CrossRef]

38. Shi, J.; Mu, D.; Sha, M. LoRaBee: Cross-Technology Communication from LoRa to ZigBee via Payload
Encoding. In Proceedings of the 2019 IEEE 27th International Conference on Network Protocols (ICNP),
Chicago, IL, USA, 8–10 October 2019; pp. 1–11, doi:10.1109/ICNP.2019.8888145. [CrossRef]

39. Ambika, C.; Muthumari, M. Design and realization of radio communication using LoRa XBee
module for an e-Bike. In Proceedings of the 2018 IEEE International Conference on Computational
Intelligence and Computing Research (ICCIC), Madurai, India, 13–15 December 2018; pp. 1–4,
doi:10.1109/ICCIC.2018.8782420. [CrossRef]

c© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1109/MCOM.2019.1800429
http://dx.doi.org/10.1109/MCOM.2019.1800429
https://www.thethingsnetwork.org
https://tago.io
https://doi.org/10.1109/TLA.2017.7896341
http://dx.doi.org/10.1109/TLA.2017.7896341
https://doi.org/10.1109/ConTEL.2019.8848500
http://dx.doi.org/10.1109/ConTEL.2019.8848500
https://doi.org/10.1109/ACCESS.2019.2928876
http://dx.doi.org/10.1109/ACCESS.2019.2928876
https://doi.org/10.1109/JSEN.2015.2453200
http://dx.doi.org/10.1109/JSEN.2015.2453200
https://doi.org/10.1109/ICC.2019.8761909
http://dx.doi.org/10.1109/ICC.2019.8761909
https://doi.org/10.1109/CSNDSP.2018.8471751
http://dx.doi.org/10.1109/CSNDSP.2018.8471751
https://doi.org/10.1109/JPHOT.2017.2775648
http://dx.doi.org/10.1109/JPHOT.2017.2775648
https://doi.org/10.1109/ConTEL.2019.8848557
http://dx.doi.org/10.1109/ConTEL.2019.8848557
https://doi.org/10.1109/T-VT.1980.23859
http://dx.doi.org/10.1109/T-VT.1980.23859
https://doi.org/10.1109/TAP.2008.929453
http://dx.doi.org/10.1109/TAP.2008.929453
https://doi.org/10.1109/ICNP.2019.8888145
http://dx.doi.org/10.1109/ICNP.2019.8888145
https://doi.org/10.1109/ICCIC.2018.8782420
http://dx.doi.org/10.1109/ICCIC.2018.8782420
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction
	Related Work
	Network Architecture
	System Design
	Protocol–Abstraction Layer
	Fragmentation and Routing
	ZigBee Integration
	VLC Integration
	Sensor and Actuator Integration

	Implementation
	Access Point Implementation
	VLC Subsystem
	Network Implementation
	Presentation Layer

	Results and Discussion
	Conclusions
	References

