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	   Abstract: Background: With the rapid development of biological research, microRNAs (miRNAs) have 
increasingly attracted worldwide attention. The increasing biological studies and scientific experiments 
have proven that miRNAs are related to the occurrence and development of a large number of key bio-
logical processes which cause complex human diseases. Thus, identifying the association between miR-
NAs and disease is helpful to diagnose the diseases. Although some studies have found considerable as-
sociations between miRNAs and diseases, there are still a lot of associations that need to be identified. 
Experimental methods to uncover miRNA-disease associations are time-consuming and expensive. 
Therefore, effective computational methods are urgently needed to predict new associations. 
Methodology: In this work, we propose an integrated method for predicting potential associations be-
tween miRNAs and diseases (IMPMD). The enhanced similarity for miRNAs is obtained by combina-
tion of functional similarity, gaussian similarity and Jaccard similarity. To diseases, it is obtained by 
combination of semantic similarity, gaussian similarity and Jaccard similarity. Then, we use these two 
enhanced similarities to construct the features and calculate cumulative score to choose robust fea-
tures. Finally, the general linear regression is applied to assign weights for Support Vector Machine, 
K-Nearest Neighbor and Logistic Regression algorithms. 
Results: IMPMD obtains AUC of 0.9386 in 10-fold cross-validation, which is better than most of the 
previous models. To further evaluate our model, we implement IMPMD on two types of case studies 
for lung cancer and breast cancer. 49 (Lung Cancer) and 50 (Breast Cancer) out of the top 50 related 
miRNAs are validated by experimental discoveries. 
Conclusion: We built a software named IMPMD which can be freely downloaded from https:// 
github.com/Sunmile/IMPMD. 
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1. INTRODUCTION 

 MicroRNAs (miRNAs) are a group of short non-coding 
RNAs (20-25nt), which have an essential influence on the 
post-transcriptional level of gene expression, mainly inhibit-
ing gene expression [1-5]. In 1993, lin-4 was the first detect-
ed miRNA in a study of the developmental time of C. ele-
gans larvae [6]. Since then, thousands of miRNAs have been 
found in a variety of species [7, 8]. Currently, 2588 miRNAs 
in the human genome have been annotated [8].  
 More and more studies have found that miRNAs play a 
key role in multiple stages of biological processes, such as 
cell growth [9], cell death [10], cell proliferation [11], cell 
differentiation [12], immune reaction [13], viral infection 
[12], etc. In addition, the regulatory meaning of miRNAs is 
attracting more and more attention in the expression of ab-
normal genes. For example, many studies have confirmed 
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that the dysregulation of the miRNAs has become a major 
cause of abnormal cell behavior [8]. Hence, it is no surprise 
that miRNAs could be associated with different kinds of 
diseases [14, 15]. MiR-708 affects bladder cancer progres-
sion by directly inhibiting Caspase-2 [16]. The ability of 
miRNA-197 and miRNA-223 to predict cardiovascular death 
and future burden of cardiovascular has been reported in 
[17]. Moreover, a novel therapeutic application of the miR-
23/27/24 cluster in vascular disorders and ischemic heart 
disease has been illustrated [18]. It can be concluded from 
the above facts that the identification of disease-related 
miRNAs is a valuable biomedical research field, which tends 
to benefit the treatment, diagnosis, and prevention for a vari-
ety of clinically important diseases. 
 The study of predicting the potential associations be-
tween miRNAs and diseases provides a new opportunity to 
explore the molecular mechanism of diseases. With the de-
velopment of biological technology, a large number of asso-
ciations have been confirmed by traditional experiments [19, 
20]. Subsequently, plenty of biological data has been collect-
ed and organized into different databases. It is feasible and 
necessary to develop computational models to reveal the 
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potential disease-miRNA associations based on these data-
bases [21]. In recent couple of years, more and more re-
searchers have put forward the computational methods to 
predict specific associations. The existing computing meth-
ods can be roughly divided into two categories, one is to 
build the network and apply the corresponding network-
based algorithm [22-25], the other is to harness machine 
learning algorithm [26-29]. 
 Based on the notion that functionally related microRNAs 
tend to be associated with phenotypically similar diseases, 
Jiang et al. [30] proposed a computational model by combin-
ing three similarity networks. However, the number of target 
genes verified by experiments is insufficient, which limits 
the predictor performance. By implementing random walk 
analysis, Shi et al. [31] developed a bipartite miRNA-disease 
network. Chen et al. [32] developed a method named 
RWRMDA by implementing random walks on miRNA 
functional similarity networks. However, it is unable to pre-
dict diseases without known related miRNAs. Fortunately, 
this shortcoming was overcome by Chen et al. [33], who 
proposed a model MIDP for miRNA-disease associations' 
prediction. Recently, a novel computational method Sym-
metric Nonnegative Matrix Factorization for MiRNA-
Disease Association prediction (SNMFMDA) [34] adopted 
symmetric non-negative matrix factorization (SymNMF) to 
interpolate the integrated similarity matrix.  
 Furthermore, there are some models based on machine 
learning. For instance, utilizing semi-supervised learning, a 
model named Regularized Least Squares for MiRNA-
Disease Association (RLSMDA) [35] was developed. By 
combining the advantages of similarity algorithms and ma-
chine learning methods, Chen et al. [36] advanced a model 
ELLPMDA which output the weighted combination of the 
ranks given by three classic similarity-based algorithms, 
Common Neighbors, Jaccard index and Katz index. Recent-
ly, Jaccard-similarity was implemented in Bipartite Local 
models and Hubness-Aware Regression for MiRNA-Disease 
Association prediction (BLHARMDA) [37]. Niu et al. [38] 
integrated random walk and binary regression to identify 
novel miRNA-disease association.  
 After long-term development, these classifiers solved the 
problem of failure to predict new disease-associated miR-
NAs and improve predictive performance. These predictors 
made it possible to predict the associations by using compu-
tational methods. However, although these models have 
achieved good prediction performance, the accuracy of pre-
dictors still has room for improvement. Besides, all the mod-
els are trained based on the HMDD v2.0 data. HMDD v3.0 
has more than twice as much data as HMDD v2.0, which 
will be more conducive to the predictor performance. In this 
work, we utilized HMDD v3.0 data to build a predictor 
IMPMD. Firstly, according to the previous studies, an im-
portant hypothesis is that miRNAs with similar functions are 
more likely to be associated with phenotypically similar dis-
eases [36, 39-41]. In other words, miRNAs with similar 
functions may be associated with the same disease. Thus, we 
constructed an enhanced similarity representation for miR-
NAs based on the functional similarity, gaussian similarity 
and Jaccard similarity. For diseases, the enhanced similarity 
representation was obtained by integrating semantic similari-

ty, gaussian similarity and Jaccard similarity. Then, based on 
the two similarity representations, the feature vector for eve-
ry miRNA-disease pair could be extracted. We assigned the 
known experimentally verified miRNA-disease associations 
as positive samples. To optimize the model, we extracted 
200 robust features from the whole features. Finally, linear 
regression is integrated with Support Vector Machine 
(SVM), K-Nearest Neighbor (KNN) as well as Logistic Re-
gression (LR) to predict the unknown associations (Fig. 1). 
For the convenience of researches, IMPMD can be freely 
downloaded from https://github.com/Sunmile/IMPMD. 

2. RESULTS 

2.1. Performance 

 To evaluate the performance of our predictor, 10-fold 
cross validation is applied. We randomly selected the un-
known miRNA-disease pairs with the same number of 
known miRNA-disease associations as the negative sam-
ples for SVM, KNN and LR. In total, there are 33974 sam-
ples in the training dataset. And all the known miRNA-
disease associations are regarded as positive samples. Af-
terwards, we divide the training set into ten subsets on av-
erage, and each subset take turns as the test data. The rele-
vance score of each sample in the testing dataset is calcu-
lated. If a positive sample has higher score than a given 
threshold, it is regarded as a successfully identified positive 
sample. If a negative sample has a score lower than thresh-
old, it is regarded as a correctly identified negative sample. 
By calculating True Positive Rate (TPR) and False Positive 
Rate (FPR), we get the Receiver Operating Characteristic 
(ROC) curve and its Area Under Curve (AUC) value. Be-
sides, the common performance measures accuracy (ACC), 
sensitivity (Sen), specificity (Spe) and Matthews Correla-
tion Coefficient (MCC) are carried out to evaluate the per-
formance of our predictor. 

 As shown in Figs. (2 and 3), the predictor using SVM 
algorithm has the best prediction performance, followed by 
LR, and finally KNN. Their AUC values all exceed 0.9. 
Moreover, the value of ACC, Sen and Spe are all over 0.8, 
indicating the efficiency of the predictors. In order to get a 
more efficient predictor, we used the outputs of the three 
predictors as new features, and assigned weights for the three 
features by linear regression to generate the predictor 
IMPMD. It could be seen from Figs. (2D and 3) that the pre-
diction performance of the comprehensive predictor IMPMD 
has improved. The value of AUC is 0.9386, which demon-
strates the reliable and efficient performance of IMPMD. To 
illustrate the performance of IMPMD, we compare it with 
several existing methods: RWBRMDA [38], SNMFMDA 
[34], NSEMDA [42] and MCMDA [43]. It is obvious that 
the AUC value of IMPMD is higher than the other models 
(Table 1), which proves the superiority of IMPMD. In addi-
tion, the potential associations predicted by IMPMD are 
listed in the Supplementary Table 1 for conducting future 
experimental validation. The predicted miRNA-disease asso-
ciations help guide researchers to selectively identify dis-
ease-associated miRNAs without blindly identifying whether 
all miRNAs are associated with a certain disease.
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Fig. (1). The computational framework of the predictor. Step 1, enhanced similarity matrixes of disease and miRNA are obtained based on 
HMDD v3.0 database and MeSH. Step 2, feature vectors are constructed and extracted for miRNA-disease associations. Step 3, train the pre-
dictors obtained by SVM, KNN and LR and integrated them by linear regression. Step 4, the comprehensive predictor IMPMD is applied to 
predict the potential miRNA-disease associations. (A higher resolution / colour version of this figure is available in the electronic copy of the arti-
cle). 

 

 
Fig. (2). The ROC curves of different algorithms based on 10-fold cross validation. (A) ROC curve of SVM. (B) ROC curve of KNN.  
(C) ROC curve of LR. (D) ROC curves of comprehensive predictor. (A higher resolution / colour version of this figure is available in the elec-
tronic copy of the article). 
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Fig. (3). Performance measures of the predictors trained by different algorithms. Four different algorithms are used to build models, SVM, 
KNN, LR and comprehensive algorithm, respectively. (A higher resolution / colour version of this figure is available in the electronic copy of the 
article). 

 
Table 1. The comparison result of IMPMD with other predictors. 

Predictor RWBRMDA  SNMFMDA NSEMDA MCMDA IMPMD 

AUC 0.8076 0.9007 0.8899 0.8749 0.9386 

 
2.2. Case Studies 

 To further show the effectiveness of predictor IMPMD, 
two types of case study on two common diseases (lung can-
cer and breast cancer) are implemented. Three databases 
dbDEMC 2.0 [44], PhenomiR [45] and miRwayDB [46] are 
used to validate the predicted results. The dbDEMC 2.0 da-
tabase records a large number of differentially expressed 
miRNAs in various cancers through high-throughput meth-
ods. PhenomiR database and miRwayDB database utilize the 
data collected from published literatures to provide differen-
tially regulated miRNA expression in diseases and other bio-
logical processes or pathways in various pathophysiological 
conditions.  
 Two types of case study are implemented. One is to pre-
dict the investigated disease related miRNAs based on all 
known miRNA-disease associations, and the other is based 
on removing all known miRNA-disease associations that 
contain the disease under investigation. For lung cancer, we 
adopt the first method. Specifically, the lung cancer-miRNA 
associations are predicted by IMPMD based on the known 
disease-miRNA associations recorded in HMDD v3.0 data-
base, and then verified by the records in the other three data-
bases. Lung cancer is the leading cause of cancer deaths with 
an estimated 1.4 million deaths each year [47]. And there are 
numerous reports of significant increases in lung cancer 
morbidity and mortality [48]. The gold standard for lung 
cancer grading is routine histopathology, but it has limita-
tions [49, 50]. Such as, when a small number of diagnostic 
sample is available, it is difficult to obtain adequate number 
of tumor cells with desired tissue architecture [51, 52]. 
Therefore, a more reliable lung cancer screening and diagno-
sis tool is needed. The miRNA expression profiles are criti-
cal to understand the regulation of gene expression in lung 

cancer cells, which in turn will contribute to the identifica-
tion of homologous therapeutic targets and therapeutic 
measures [53]. The identification of miRNAs that is associ-
ated with lung cancer is significant. In this work, we predict 
the potential lung cancer-miRNA associations by IMPMD, 
and the results show that 49 out of the top 50 potential asso-
ciated miRNAs are validated by dbDEMC 2.0, PhenomiR 
and miRwayDB (Table 2). The prognostic value of hsa-mir-
200b (1st) in squamous cell lung cancer has been reported 
[54]. Lu et al. [55] performed a systematic expression analy-
sis of 217 mammalian miRNAs from 334 samples (including 
multiple human cancers) by a new, bead-based flow cytome-
try miRNA expression profiling method. A variety of miR-
NAs have been confirmed to have associations with lung 
cancer, including hsa-mir-200a (2nd), hsa-let-7a (4th), etc. 
 We implement another type of case study for breast can-
cer. The training data still come from HMDD v3.0, but all 
known associations containing breast cancer are regarded as 
unlabeled pairs. Then training the model, ranking all candi-
date miRNAs for breast cancer and verifying the predicted 
results based on HMDD v3.0, dbDEMC 2.0, PhenomiR and 
miRwayDB database are executed. Breast cancer remains the 
second leading cause of cancer death after lung cancer [56]. 
It is the most frequently diagnosed cancer and the leading 
cause of cancer death among females, accounting for 23% of 
the total cancer cases and 14% of the cancer deaths [57]. 
Some studies on miRNA have shown that loss of the tumor 
suppressor miRNA or overexpression of the oncogenic 
miRNA can lead to the onset or metastasis of breast cancer 
[58-60]. MiRNA has a promising prospect in guiding the 
diagnosis of breast cancer. So, we put forward to predict the 
potential related miRNAs for breast cancer. As shown in 
Table 3, all the top 50 predicted miRNAs are verified by 
HMDD v3.0, dbDEMC, PhenomiR, and miRwayDB. In the
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Table 2. The first 50 potential miRNAs associated with lung cancer predicted by IMPMD. 

miRNAs  Databases miRNAs Databases 

hsa-mir-200b  dbDEMC, PhenomiR hsa-mir-122   dbDEMC, PhenomiR, miRwayDB 

hsa-mir-200a  dbDEMC, PhenomiR hsa-mir-132   dbDEMC, PhenomiR 

hsa-mir-29b   dbDEMC hsa-mir-29b-1 PhenomiR 

hsa-let-7a    dbDEMC hsa-mir-486   dbDEMC, PhenomiR 

hsa-mir-148a  dbDEMC, PhenomiR hsa-let-7i    dbDEMC, PhenomiR 

hsa-mir-25    dbDEMC, PhenomiR hsa-mir-139   dbDEMC, PhenomiR 

hsa-mir-145   dbDEMC, PhenomiR, miRwayDB hsa-let-7e    dbDEMC, PhenomiR 

hsa-mir-106b  dbDEMC, PhenomiR hsa-mir-503   dbDEMC 

hsa-mir-222   dbDEMC, PhenomiR hsa-mir-29b-2 PhenomiR 

hsa-mir-34a   dbDEMC, PhenomiR, miRwayDB hsa-mir-127   PhenomiR 

hsa-mir-125b  dbDEMC hsa-mir-574   PhenomiR 

hsa-mir-15a   dbDEMC, PhenomiR, miRwayDB hsa-mir-99b   dbDEMC, PhenomiR 

hsa-mir-9     dbDEMC hsa-mir-328   dbDEMC, PhenomiR 

hsa-mir-126   dbDEMC, PhenomiR, miRwayDB hsa-mir-326   dbDEMC, PhenomiR 

hsa-mir-96    dbDEMC, PhenomiR hsa-mir-181c  dbDEMC, PhenomiR 

hsa-mir-494   dbDEMC, miRwayDB hsa-mir-367   dbDEMC, PhenomiR 

hsa-mir-182   dbDEMC, PhenomiR hsa-mir-590   PhenomiR 

hsa-mir-199a  dbDEMC hsa-mir-187   dbDEMC, PhenomiR 

hsa-mir-181a  dbDEMC hsa-mir-331   dbDEMC, PhenomiR 

hsa-mir-150   dbDEMC, PhenomiR hsa-mir-378a  unconfirmed 

hsa-mir-223   dbDEMC, PhenomiR, miRwayDB hsa-mir-372   dbDEMC, PhenomiR 

hsa-let-7d    dbDEMC, PhenomiR hsa-mir-198   dbDEMC, PhenomiR 

hsa-mir-92a   dbDEMC hsa-mir-217   dbDEMC, PhenomiR 

hsa-mir-206   dbDEMC, PhenomiR, miRwayDB hsa-mir-129-2 PhenomiR 

hsa-let-7c    dbDEMC, PhenomiR hsa-mir-488   dbDEMC 

 
reference [61], nine dysregulated miRNAs including seven 
up-regulated and two down-regulated miRNAs served as 
candidate diagnostic markers for breast cancer. And seven 
upregulated miRNAs contain hsa-mir-200a (2nd) and hsa-
mir-141 (50th), and two downregulated miRNAs contain hsa-
mir-145 (3rd). 

3. DISCUSSION 

 As evidenced by numerous literatures, miRNAs are in-
volved in many diseases and play an important role in the 
prevention, diagnosis and treatment of diseases. The identifi-
cation of new miRNA-disease associations has significant 
biological implications and plays a key role in understanding 
the pathogenesis of diseases at the miRNA level. However, 
experimental methods are time-consuming and expensive, 
computational methods are good choice to solve the issue 
and predict potential miRNA-disease associations with high 

accuracy. In this work, we combine three different similari-
ties of diseases and miRNAs to construct features of miR-
NA-disease associations and select 200 robust features by 
feature extraction. In addition, we utilize linear regression to 
integrate three different classification algorithms, namely 
SVM, KNN, and LR to obtain the comprehensive predictor 
IMPMD which performs better than the classifiers obtained 
by a single algorithm. The experimental results show that 
IMPMD with AUC of 0.9386 in 10-fold cross-validation 
which is superior to other predictors. To further validate the 
effectiveness, case studies of lung cancer and breast cancer 
are conducted. In the case study, two different methods are 
implemented. One is to predict disease-related miRNA for 
investigated diseases based on all known miRNA-disease 
associations, the other is to hide investigated diseases related 
miRNA. And the majority of the top 50 potential miRNAs 
inferred by IMPMD are verified by several databases. 
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Table 3. The first 50 potential miRNAs associated with breast cancer predicted by IMPMD. 

miRNAs  Databases miRNAs  Databases 

hsa-mir-200b  dbDEMC, PhenomiR, miRwayDB, HMDD hsa-mir-205   dbDEMC, PhenomiR, HMDD 

hsa-mir-200a  dbDEMC, PhenomiR, miRwayDB, HMDD hsa-mir-375   dbDEMC, PhenomiR, HMDD 

hsa-mir-145   dbDEMC, PhenomiR, HMDD hsa-mir-29a   dbDEMC, PhenomiR, miRwayDB, HMDD 

hsa-mir-143   dbDEMC, PhenomiR, HMDD hsa-mir-218   dbDEMC, HMDD 

hsa-mir-29b   dbDEMC, HMDD hsa-mir-101   dbDEMC, miRwayDB, HMDD 

hsa-let-7a    dbDEMC, HMDD hsa-mir-30a   dbDEMC, PhenomiR, HMDD 

hsa-mir-224   dbDEMC, PhenomiR, HMDD hsa-mir-27b   dbDEMC, PhenomiR, HMDD 

hsa-mir-203   dbDEMC, PhenomiR, HMDD hsa-mir-23b   dbDEMC, PhenomiR, HMDD 

hsa-mir-29c   dbDEMC, PhenomiR, HMDD hsa-mir-100   dbDEMC, PhenomiR, miRwayDB, HMDD 

hsa-mir-34c   dbDEMC, HMDD hsa-mir-222   dbDEMC, PhenomiR, HMDD 

hsa-mir-195   dbDEMC, PhenomiR, HMDD hsa-mir-107   dbDEMC, PhenomiR, HMDD 

hsa-mir-18a   dbDEMC, PhenomiR, HMDD hsa-mir-23a   dbDEMC, PhenomiR, HMDD 

hsa-mir-25    dbDEMC, PhenomiR, HMDD hsa-mir-378   dbDEMC, PhenomiR, miRwayDB, HMDD 

hsa-mir-16    dbDEMC, HMDD hsa-mir-106b  dbDEMC, PhenomiR, HMDD 

hsa-mir-138   dbDEMC, HMDD hsa-mir-133b  dbDEMC, PhenomiR, HMDD 

hsa-mir-200c  dbDEMC, PhenomiR, HMDD hsa-mir-127   dbDEMC, PhenomiR, HMDD 

hsa-mir-221   dbDEMC, PhenomiR, HMDD hsa-mir-99a dbDEMC, PhenomiR, miRwayDB, HMDD 

hsa-mir-22    dbDEMC, PhenomiR, miRwayDB, HMDD hsa-mir-218-1 PhenomiR, HMDD 

hsa-mir-31    dbDEMC, PhenomiR, HMDD hsa-mir-218-2 PhenomiR, HMDD 

hsa-mir-17    dbDEMC, PhenomiR, HMDD hsa-mir-497   dbDEMC, PhenomiR, miRwayDB, HMDD 

hsa-mir-148a  dbDEMC, PhenomiR, miRwayDB, HMDD hsa-mir-125b  dbDEMC, miRwayDB, HMDD 

hsa-mir-26a   dbDEMC, HMDD hsa-let-7g    dbDEMC, PhenomiR, HMDD 

hsa-mir-34a   dbDEMC, PhenomiR, miRwayDB, HMDD hsa-mir-106a  dbDEMC, PhenomiR, HMDD 

hsa-mir-7     dbDEMC, miRwayDB, HMDD hsa-let-7b    dbDEMC, PhenomiR, HMDD 

hsa-mir-20a   dbDEMC, PhenomiR, HMDD hsa-mir-141   dbDEMC, PhenomiR, HMDD 

 
 The performance and reliability of IMPMD can be at-
tributed to three main factors. First, we adopt HMDD v3.0 
database, which has more than twice as much data as 
HMDD2. Second, IMPMD generalizes various similarity 
networks, including miRNA functional similarity, disease 
semantic similarity, Gaussian interaction profile kernel simi-
larity of miRNAs and diseases, and Jaccard similarity of 
miRNAs and diseases. In addition, the feature selection 
method is implemented to reduce the dimension of the fea-
tures and select the robust features. These various features 
could reflect different intrinsic aspects of miRNA-disease 
associations. Last, IMPMD synthesizes different classifica-
tion algorithms by linear regression to improve the predic-
tion performance. Nevertheless, there are some disadvantage 
of IMPMD, such as, for a new disease, it takes a complex 
calculation to convert it into a vector. Thus, there is still a 
room for improvement. For instance, better calculation 

methods and more biological information can be expected to 
represent the association between miRNAs and diseases. 
Besides, algorithms that enable deeply mine data features 
can be used to build models. In future work, we will consider 
deep learning framework to study the association of miRNA-
disease. There are only 16987 known associations between 
850 diseases and 1102 miRNAs, and the number of unknown 
miRNA-disease pairs is more than 50 times than that of 
known associations. We believe the performance will be 
improved with the existence of more and more experimental 
verified miRNA-disease associations. 

4. MATERIALS AND METHODS 

4.1. Human miRNA-disease Associations 

 Through continuous accumulation of biological experi-
ments, HMDD (Human MicroRNA Disease Database) has 
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evolved into a database of considerable data. We extract 
16,987 miRNA-disease associations between 1102 miRNAs 
and 850 diseases without duplicates from HMDD v3.0 data-
base (http://www.cuilab.cn/hmdd). For the convenience of 
readers, all the diseases, miRNAs and miRNA-disease as-
sociations are shown in Supplementary Table 2. According 
to these data we establish an adjacency matrix  !!!"#×!"# 
(Supplementary Table 3). Element !(!,!) is set to be 1 if 
miRNA !! and diseases !! has association. Otherwise, it is 
equal to 0.  

4.2. MiRNA Functional Similarity 

 Based on the assumption that functionally similar miR-
NAs tend to be associated with phenotypically similar dis-
eases, Wang et al. [40] advanced MISIM method to calculate 
the functional similarity between miRNA pairs. As shown in 
Fig. (4), the calculation of miRNA functional similarity is 
divided into four steps. The detailed calculation procedure is 
explained in the Supplementary S4. By calculating the func-
tional similarity of miRNAs, we obtain a matrix  !".  

4.3. Disease Semantic Similarity 

 According to [36, 40], we downloaded the MeSH de-
scriptors from the National Library of Medicine (http:// 
www.nlm.nih.gov/) and the information of descriptors is 
shown in Supplementary Table 5. We construct DAG (Di-
rected Acyclic Graph) to describe the diseases (Fig. 5). Dis-
ease D can be denoted as DAG(D)= (D, T(D), E(D)), where 
T(D) represents a set of the node D itself and its ancestor 
nodes, E(D) stands for the edges between parent and child 
nodes. Afterwards, we use two methods to calculate the se-
mantic similarity of diseases, the detailed process is shown 
in the Supplementary file S4. 

4.4. Gaussian Interaction Profile Kernel Similarity for 
miRNAs and Diseases 

 As explanation by van Laarhoven et al. [62], similar dis-
eases tend to be related to miRNAs with similar functions, 
the Gaussian interaction profile kernel similarity between 
miRNA !! and miRNA !! is constructed. We denote the i-th 
and the j-th row vector of the matrix A as !"(!!) and 
!"(!!), respectively. Then, the Gaussian interaction profile 
kernel similarity of miRNAs could be computed as (Eq. 1): 
  !"(!! , !!) = exp(−!!   ||!" !! − !"(!!)||!)                                                                      (1) 

where !! is used to control the kernel bandwidth which is 
defined by normalizing a bandwidth parameter !!!  divided by 
the average number of diseases associated with each miRNA 
(Eq. 2). 

          !! =
!!!

1
!" ||!" !! ||!"

!!!

                                                                                                                                    (2) 

where !" is the number of miRNAs, !!!  is defined as 1 (Chen 
and Yan (2013) [63]. 

 For the diseases, the Gaussian interaction profile kernel 
similarity between disease !! and disease !! is constructed as 
the same as the miRNAs (Eq. 3). 
    !"(!! ,!!) = exp(−!!   ||!" !! − !"(!!)||!)                                                          (3) 

where binary interaction profile vectors !" !!  and !"(!!) are 
defined as the i-th and the j-th column vector of the matrix A. 

    !! =
!!!

1
!" ||!" !! ||!"

!!!

                                                                                                                                    (4) 

where !" is the number of diseases, !!!  is defined as 1 (Eq. 4) 
[63]. 

 
Fig. (4). Computational flow chart of miRNA functional similarity. Step 1, find out the diseases set (diseases associated with miRNA  !! and 
diseases associated with miRNA  !!, respectively). Step 2, calculate the semantic similarity between each disease in one disease set and each 
disease in another disease set. Step 3, find out the max semantic similarity for every disease. Step 4, calculate the functional similarity. (A 
higher resolution / colour version of this figure is available in the electronic copy of the article). 
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Fig. (5). The disease DAGs of Cerebral Infarction and Alzheimer Disease. (A) The addresses of Cerebral Infarction and its ancestor nodes. 
(B) The addresses of Alzheimer Disease and its ancestor nodes. The nodes with bold black font represent the common nodes of the two 
DAGs. (A higher resolution / colour version of this figure is available in the electronic copy of the article). 

4.5. Integrated Similarity for miRNAs and Diseases 

 As mentioned above, disease semantic similarity is calcu-
lated via DAG. However, some diseases are calculated with-
out DAG. We combine the disease functional similarity with 
disease Gaussian interaction profile kernel similarity to cal-
culate the integrated disease similarity. The formulations are 
shown as follows (Eq. 5): 
  !"(!! ,!!)

=   
!"1(!! ,!!) + !"2(!! ,!!)

2
, !!   and  !!   ℎ!"#  !ℎ!"#  !"#  !"#

  !" !! ,!! ,                                                 !"ℎ!"#$%!                
    (5) 

 Furthermore, in the same way, we obtain the integrated 
miRNA similarity as follows (Eq. 6): 
          !"(!! , !!)

=   
!" !! , !! ,   !!   and  !!   ℎ!"#  !"#$%&'#()  !"#"$%&"'(

!" !! , !! ,                                       !"ℎ!"#$%!                
.                                        (6) 

4.6. Jaccard-similarity for miRNAs and Diseases 

 The Gaussian interaction profile kernel similarity is cal-
culated based on the known miRNA-disease associations. In 
order to further exploit the information of known associa-
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tions, we adopt Jaccard-similarity (Chen et al. 2018b). The 
Jaccard-similarity between miRNA !! and miRNA !! can be 
computed as following (7): 

    !" !! , !! =
!" !! ∩ !"(!!)
!"(!!) ∪ !"(!!)

                                                                                                                    (7) 

where !" !!  and !" !!  represent the number of diseases 
set associated with miRNA !! and miRNA !!, respectively.  

 Similar to the miRNAs, the Jaccard-similarity between 
disease !! and disease !! can be computed by the following 
formula (8). 

    !" !! ,!! =
!" !! ∩ !"(!!)
!"(!!) ∪ !"(!!)

                                                                                                            (8) 

where !" !!  denotes the number of miRNAs set that is 
associated with disease !!. 

4.7. Enhanced Similarity-based Representation for mi-
RNAs and Diseases 

 After the above steps, we obtain the integrated similarity 
and the Jaccard-similarity for miRNAs and diseases. By 
combining the integrated similarity matrix and Jaccard simi-
larity matrix, an enhanced matrix can be obtained. Finally, 
we expand !" (Supplementary Table 6) into a !"×2!" (!" 
is the number of miRNAs) matrix, and  !"  (Supplementary 
Table 7) into a matrix of !"×2!"  (!" is the number of dis-
eases). The left !"×!" (or  !"×!") square matrix is the in-
tegral similarity matrix, while the right !"×!" (or  !"×!") 
square matrix is the Jaccard-similarity matrix. 

4.8. Integrated Method 

 Based on the two matrices SR and SD, the features of 
miRNA-disease associations are constructed. Firstly, we 
randomly select the unknown miRNA-disease pairs with the 
same number as the known associations. Meanwhile, all the 
known miRNA-disease associations are regarded as positive 
samples. Then, each miRNA-disease pair can be represented 
by a vector via enhanced similarity representation for miR-
NAs and diseases. We define the feature of a miRNA-
disease pair (!!,  !!) as (Eq. 9): 

    ! !!   ,!! = !" !! , !" !!                                                                                                                       (9)  

where !" !!  represents the i-th row of !", !" !!  is the j-
th row of !". 

 To reduce the training time and efficiently distinguish 
related miRNA-disease pairs from unrelated miRNA-disease 
pairs, we choose 200 robust features among 3904 features. 
For each feature !, we calculate its cumulative score in posi-
tive dataset (P) and negative dataset (N) as follows (Eq. 10): 

    !""#$ !,! = !"(!!
!!∈!

, !)                                                                                                                    (10) 

where !"(!! , !) is the feature value of the i-th sample in P. 
For the negative dataset, the !""#$ !,!  could be calculat-
ed in the same way. Then, we calculate the specificity in P 
and N as follows (11): 

!! ! = !""#$ !,! + !""#$ !,!

×!"#
!

!""#$ !,!
+

!
!""#$ !,!

.                        (11) 

 
When one of !""#$ !,!  and !""#$ !,!  is small and the 
other is large, then the value of !! !  is large. Conversely, 
when they are both large or small, the value of !! !  will be 
lower. We choose 100 features from SR and 100 features 
from SD through sorting the !! values. 

CONCLUSION 

 Afterwards, we train three models based on SVM, KNN 
and LR, respectively by implementing 10-fold cross valida-
tion. Finally, to improve prediction performance, we adopt 
linear regression method to assign weights for these three 
models to obtain a comprehensive predictor. 
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