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Abstract: An autonomous remote clock control system is proposed to provide time 

synchronization and frequency syntonization for satellite to satellite or ground to satellite time 

transfer, with the system comprising on-board voltage controlled oven controlled crystal 

oscillators (VC-OCXOs) that are disciplined to a remote master atomic clock or oscillator. The 

synchronization loop aims to provide autonomous operation over extended periods, be widely 

applicable to a variety of scenarios and robust. A new architecture comprising the use of 

frequency division duplex (FDD), synchronous time division (STDD) duplex and code 

division multiple access (CDMA) with a centralized topology is employed. This new design 

utilizes dual one-way ranging methods to precisely measure the clock error, adopts least square 

(LS) methods to predict the clock error and employs a third-order phase lock loop (PLL) to 

generate the voltage control signal. A general functional model for this system is proposed and 

the error sources and delays that affect the time synchronization are discussed. Related 

algorithms for estimating and correcting these errors are also proposed. The performance of the 

proposed system is simulated and guidance for selecting the clock is provided. 
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1. Introduction 

Some existing satellite time synchronization systems, such as the gravity recovery and climate 

experiment (GRACE) achieve synchronization by means of compensating the clock errors at the 

ground station rather than producing the synchronized and syntonized timing signals [1,2]. Achieving 

real-time synchronization and syntonization of satellite systems should produce more ideal signals and 

eliminate the various errors due to the inaccuracy of the on-board clocks. 

In general, atomic clocks have better long-term stability but also worse short-term stability, greater 

volume, weight, power, price and shorter lifetime compared with a high quality crystal oscillator 

(although chip-scale atomic clocks have been developed, their stability is not as good as full-scale 

atomic clocks and they are not space qualified). For this reason, global navigation satellite systems 

(GNSS), such as the global positioning system (GPS), adopts a time-keeping system (TKS) that 

couples the atomic clock with a voltage-controlled crystal oscillator (VCXO) on-board the satellite to 

produce the reference timing signal [3,4]. This sophisticated and expensive military-based system is 

not suitable when low cost and low complexity is required. The Japanese Quasi-Zenith Satellite 

System proposed a solution that they refer to as “remote time synchronization system for the on-board 

crystal oscillator” (RESSOX) to realize time synchronization between the ground station and  

satellites [5,6]. Different from GPS, the QZS employs a VCXO as the on-board clock in the RESSOX 

scheme. This VCXO is remotely steered by an atomic clock that is located in the ground station by 

means of a series of feed-forward control and feedback control. The positioning accuracy of RESSOX 

is better than using GPS & QZSS with on-board atomic clock [7]. However, it was not implemented in 

the final QZSS owing to the budget constraints.  

The systems mentioned above are steered by ground stations, which means the redundant ground 

stations and personnel are essential. Autonomous time synchronization for space systems is put 

forward in recent years. In [8], the NAMURU V3.2 spaceborne receiver, which is developed 

specifically for CubeSat formation flying, is disciplined to an external reference-GPS time. However, 

this kind of one-way time dissemination method has limited precision (20 nanoseconds). Hence 

starting from Block IIR, GPS adopts inter-satellite links combined with the polling time division 

duplex scheme (PTDD) to achieve autonomous time synchronization in cases where the ground station 

is not available [9,10]. Similar discussions about other GNSS systems could be found in [11,12], 

although these are not actually being implemented yet. In addition, some other scientific-based space 

missions are also being deployed, In [13], a method based on asynchronous two way time-stamping 

exchange is being employed, where the clock skews and clock offsets are estimated but not adjusted.  

Based on the above discussions, when spacecraft activities require autonomous, robust,  

high-accuracy time synchronization performance, the question regarding how to reduce overall 

satellite cost, power consumption, on-board weight and volume, and improve satellite lifespan 

becomes an interesting issue. In this paper, we propose a remote physical time synchronization system 

based on a VC-OCXO. The main contributions of this paper are threefold. First, it has the  



Sensors 2015, 15 17897 

 

 

STDD & FDD configuration, in which the satellites simultaneously communicate with each other via 

different frequencies. Different from the PTDD adopted by GPS crosslink, STDD has the advantages 

on ranging precision, clock synchronization precision, ranging efficiency and channel utilization  

ratio [14]. Second, a functional model for the synchronization loop that contains clock error 

measurement, prediction and adjustment, is designed to be applicable to various space scenarios.  

A relative motion compensation method based on the proposed model is provided for this purpose. 

Unlike the LS based relative motion compensation methods that makes use of pseudo-range, carrier 

phase and even Doppler observations [15,16], the proposed method only requires pseudo-range 

observations and ephemeris information, and the error originates from relative motion could be 

calculated by means of one communication link. Third, it proposes a cost-effective and  

energy-effective way to achieve the desired synchronization and syntonization performance of  

satellite systems. 

The paper is organized as follows: in Section 2 we propose an autonomous time-synchronization 

system and illustrate the design in detail. In Section 3, a software-defined simulator is presented to 

investigate the performance of this system. Related simulation results are provided and analyzed. 

Finally, Section 4 concludes the paper and describes the advantages and disadvantages compared with 

existing time synchronization systems. Recommendations for further improvement are also provided. 

2. System Design 

The proposed system is a Master/Slave architecture, with the aim of the system to synchronize the 

VC-OCXO with a remote reference clock. GNSS-like technology is adopted as a basic element to 

establish the communication network. The master clock is considered as the reference clock and is 

assumed absolutely accurate and stable. It could be situated either on another satellite or at the ground 

station. For the sake of simplification, we call it the master satellite in this paper.  

 

Figure 1. An example of connectivity with three slave satellites and a master satellite. 
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The slave satellite carries an on-board VC-OCXO as its frequency source. More than one slave 

satellite may be employed in this system, which means it has a centralized topology. As the STDD & 

FDD configuration is employed, each slave satellite and the master satellite simultaneously 

intercommunicates with each other in defined time slots in terms of the CDMA & frequency division 

multiple access (FDMA) channel, which is different from the PTDD and broadcasting scheme adopted 

in GPS crosslink. An example of this system is illustrated in Figure 1, which also includes a table 

showing the connectivity between each of the elements. There are two fundamental scenarios for this 

system: ground to satellite mode (GSM) and satellite to satellite mode (SSM). Each of the two 

scenarios needs to be discussed separately due to the differences in parameters such as baseline length, 

velocity, communication frequency, visibility and space environment.  

Figure 2 shows the simplified representation of this system. The receiving device receives the 

GNSS like signal and after down conversion, the intermediate frequency (IF) is quantized using an 

analogue to digital converter (ADC). In the Measurement Device, signal acquisition, tracking and 

decoding processes are included for data recovery, code and carrier phase extraction, while 

measurement of pseudoranges and pseudorange-rates is also performed. The phase shift is measured 

by the comparison of the pseudo-noise (PN) code of the master satellite and the slave satellite. The 

transmitting device transmits the GNSS-like signal that incorporates clock error information by a series 

of processes that include a digital signal generator, digital to analogue converter (DAC), up-converter 

and amplifier. Different from the master satellite, the slave satellite carries not only a transmitting 

device, a receiving device and a measurement device, but also a control device. It is used to process the 

range measurement information from two satellites. The phase shift that is caused by the clock error is 

extracted by means of delay correction, after which the voltage control signal is generated to adjust the 

voltage of VC-OCXO. 

 

Figure 2. Simplified representation of this autonomous time synchronization system. Note 

that only one master is present, although this may be space or ground based. 
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In addition, it is noted that this physical time synchronization method could be considered as a 

closed loop. The clock error of the slave satellite relative to the master satellite is extracted from 

pseudo-range measurement. It is translated into the control signal, which is used to adjust the  

VC-OCXO of the slave satellite. Meanwhile, the corrected VC-OCXO generates the timing signal for 

ranging measurement activities. Therefore, the scheme could be divided into two parts: clock error 

extraction and clock adjustment, which are the two fundamental issues we consider.  

In order to solve these two problems, a specific software simulator based on dual one-way ranging 

measurements and PLL [17] has been developed. The following is the principle of this new method, as 

shown in Figure 3.  

 

Figure 3. Schematic of the proposed system. 

Based on the discussions above, the differences between the proposed system and the existing 

similar systems can be presented, as shown in Table 1. 

Table 1. Comparison of synchronization systems. 

System Clock Clock Error Extraction Method Syntonization Autonomous 

GPS Block IIR 

crosslink 

Atomic clock & 

VCXO 
Asynchronous two-way ranging  Yes Yes 

RESSOX VC-OCXO 
Using GPS signals and the follow-up 

processes on the ground station 
Yes No 

NAMURU V3.2 VC-TCXO Disciplining to GPS time Yes Yes 

GRACE OCXO Synchronous dual one-way ranging No No 

Proposed 

system 
VC-OCXO STDD & FDD dual one-way ranging Yes Yes 
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2.1. Clock Model 

Owing to the reference clock being considered as a perfect frequency source, we only need to model the 

VC-OCXO on-board the slave satellite. The instantaneous voltage of the VC-OCXO can be modeled as: 

0 0 0( ) ( ε( ))sin(2π ( ))V t A t f t tφ= + +  (1)

where t is the reference time generated by the master clock, A0 and f0 are the nominal amplitude and 
frequency values of the signal respectively, and ε( )t  and ( )tφ correspond to the amplitude and phase 

random fluctuations [18,19].  

The instantaneous frequency is:  

( ) ( )( ) ( )0 0

1 1
2π

2π 2π

d d
f t f t t f t

dt dt
φ φ= + = +  (2)

The phase and frequency deviations are expressed as: 

( ) ( )
02π

t
x t

f

φ
=  (3)

( ) ( ) ( )0

0 0

1

2π

f t f d
y t t

f f dt
φ

−
= =  (4)

The quantity ( )x t  is the clock error between two clocks. It is usually modeled by Equation (5) [20]: 

( ) ( )2
0 1 2

1
ψ

2
x t a a t a t t= + + +  (5)

where 0a , 1a  and 2a  represent the clock bias, clock drift and clock drift rate respectively, while ( )ψ t  

denotes the random noise, which can be expressed by the sum of five independent noise terms [21]. Its 

power-law spectral density is represented as: 
2

2 1 0 1 2 α
2 1 0 1 2 α

α 2

( )yS f h f h f h f h f h f h f− −
− −

=−

= + + + + =   (6)

These five random noise terms are known in the metrological literature as: 

α 2= − : random walk frequency modulation (RWFM). 

α 1= − : flicker frequency modulation (FFM). 

α 0= : white frequency modulation (WFM). 

α 1= : flicker phase modulation (FPM). 

α 2= : white phase modulation (WPM). 

Oscillator performance also can be described in time domain by using the Allan variance: 

( )
2 2

1
2

0 1 1
1

1
σ ( τ )

2 1

M

y i i i i
i

n y y y y
M

− − − −−

+ +
=

   = − = −   −   
 (7)

Here the operator 〈⋅〉 represents time averaging, and M is the observation interval, yi is the i th of M 

fractional frequency values averaged over the measurement (sampling) interval [22]. We adopt the 

wavelet transform algorithm to realize the simulation of phase noise [23].  
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2.2. Ranging Measurement 

Figure 4 shows the principle of dual one way ranging measurement. Unlike the existing ranging 

method employed by GPS crosslink, the master satellite and the slave satellite communicate with each 

other simultaneously, but it is a “pseudo-simultaneous” scheme because of the clock skew and clock 

offset between two clocks. The parameters are defined as follows: tΔ  is the initial clock error between 
the master clock and the slave clock, τTM , τRM , τTS , τRS  are the transmitting and receiving delay of 

master satellite and slave satellite, respectively. τ ( )MS Mt  and τ ( )SM St  are the signal propagation delays.  

 

Figure 4. Dual one-way ranging measurements, where the boxes with M & S denote 

master and slave packets. 

Hence the pseudo-ranges measured from each side and illustrated in Figure 4 are represented as:  

( ) ( )ρ ( ) τ τ τ +SM S M SM S TS RM SM SMt t t t I d= Δ + + + +  (8)

( ) ( )ρ ( ) τ τ τ εMS M M MS M TM RS S MS MSt t t t I dτ= −Δ + + + + + +  (9)

where I denotes the ionospheric delay between S and M, d denotes the other delay effects including 
tropospheric delay and Sagnac delay, c is the speed of light, ε Sτ  is the clock bias of the slave clock, 

which is derived from the ranging measurement process. From Equation (5), ε Sτ  can be expressed as:  

( )
( )

( ) ( )( ) ( )( )

0

0τ τ τ

2

2

ε

1
τ τ τ τ τ τ

2

TM RSMS tM

M M

S
S

M TM RS M TM RSMS t MS t

v t v
dt

v

y t a t

τ
+ +

− 
=  

 

= + + + + + +


 (10)

where ( )My t  is the frequency deviations at the instance Mt . Unlike the 1a  presented in Equation (5), it 

is not expressed in terms of constants because the feedback control varies the characteristic of the slave 
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clock. Without loss of generality, assuming a total transmission time of 200 milliseconds and ( )My t  and 

2a  are 1 × 10−12/s and 1 × 10−18/s2 separately, then ε Sτ  is approximately 20 picoseconds, which can  

be ignored. 

Differencing and summing Equations (8) and (9) yields the instantaneous clock error and the 

instantaneous relative distance between two satellites: 

( ) ( ) ( )τ τρ ( ) ρ ( ) τ τ τ τ ε

2 2 2 2 2 2
SM S MS MSM S MS M TM RS TS RM SM MS S SM MS

M

t tt t I I d d
t t

c
τ−− + − − − −Δ = − − − − −  (11)

( )

( ) ( )

ρ ( )+ρ ( )

2

τ +τ τ τ +τ +τ ε
           =

2 2 2 2 2

SM S MS M
M

SM S MS M TM RS TS RM SM MS SM MS S

t t
D t

t t I I d d
cτ

≈

 + + ++ + + + ⋅ 
 

 (12)

The first term of Equation (11) can be obtained directly from the ranging measurement of each 

satellite. The second term denotes the relative motion error. It is easy to understand that Equation (12) 
makes sense when the master satellite and the slave satellite are stationary, but ( )MD t  would not equal 

to the true baseline if there is a relative motion between the two satellites, owing to the changes of 
τ ( )MS Mt  and τ ( )SM St . This is the reason why Equation (12) uses an approximately equal. It implies 

that the error would be critical if the system members have a fast relative velocity between each other. 

Take GNSS for example, the maximum time synchronization error that originates from relative motion 

can be shown to be approximately 1 microsecond. The related equation will be presented later in this 

section. The third term can be calibrated precisely before the electronic apparatus employed in the 

synchronization loop are installed into the payload, but is expected to be within 0.1 nanosecond. The 

fourth term can be effectively compensated through the use of the dual frequency ionospheric 

correction algorithm, which is described in [24] as: 

2 2
1 1 2 2

2 2
1 2

f R f R
R

f f

−=
−

 (13)

where fi is the radio frequency, and Ri is the corresponding pseudo-range measurement. Certain 

frequencies can be adopted for different scenarios and goals of synchronization precision. The fifth 

term can be obtained by means of Equation (10), although the on-board clocks normally have good 

stabilities and as such, this term only has a small effect during a short time interval. The sixth term, 

which denotes the other delays, include the tropospheric delay and Sagnac delay in the GSM.  

The European Geostationary Navigation Overlay Service (EGNOS) tropospheric correction model can 

be employed for the GSM to eliminate most of the tropospheric delay [25]. Meanwhile, a Sagnac-effect 

correction method can be applied to the propagation time of the signal in such a case [26].  

An applicable solution for this specific requirement is proposed in this paper. The relative motion 

error consists of two parts, namely the ephemeris error and the Doppler shift. In the proposed system, 

we assume that the slave satellites only have the pseudo-range observation and the ephemeris of the 

entire system members. Figure 5 shows how the positions of the master satellite and the slave satellite 

change. We define ܚሺݐ௜ሻ as the displacement from the satellite ݅  to the other satellite at ݐ௜ , while ۻ܁ܚሺݐ௜ሻ and ܁ۻܚሺݐ௜ሻ are the displacements from satellite M/S to satellite S/M during the period of ߬ௌெሺݐ௜ሻ and ߬ெௌሺݐ௜ሻ, such as ۻ܁ܚሺݐ௜ሻ = ߬ௌெሺݐ௜ሻ ∙ ௜ሻݐሺ܁ۻܚ ,ܿ = ߬ெௌሺݐ௜ሻ ∙ ܿ. They are modeled by: 
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( ) ( ) ( ) ( ),
T

St f= = − −SM M SM M SM Mr r Δ r Δ r Δ  (14)

where ∆ۻ denotes the change of position from the instance that the slave satellite transmits the ranging 

signal to the instance that the master satellite receives the signal. It can be expressed as  ∆ۻ= ۻܞ ∙ ߬ௌெሺݐௌሻ, where ۻܞ is the velocity of the master satellite, which varies over time.  

 

Figure 5. Changes of the position of the two satellites during the signal propagation period. 

Equation (14) can be expanded by the first-order Taylor series as: 
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Similarly:  
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where ܑ܁۽ۺܞ  denotes the line of sight (LOS) velocity of satellite ݅ (Figure 6), ܞതܑ܁۽ۺ  denotes the average 
of ܑ܁۽ۺܞ  during the period of signal propagation, ܒܑ܍ denotes the unit vector of ܑܚ ܒܑ܍ ,௜ሻݐሺܒ =   .ܑܒ܍−

 

Figure 6. Diagrammatic sketch of LOS velocity. 

Furthermore, the error caused by clock error can be expressed as: 

τ τ( ) τ( )

1
[ ( ) ( ) ]

M S

T T

t

t t

t t dt
c Δ

Δ = −

= ⋅ ⋅ + ⋅ M S
LOS SM LOS MSv e v e

 (17)

where ߬ሺݐெሻ = |ெሻݐሺܚ| ܿ⁄ , ߬ሺݐௌሻ = |ௌሻݐሺܚ| ܿ⁄ . Substitution of Equations (15)–(17) into  

Equations (11) and (12) yields: 

ρ ( ) ρ ( )1
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where:  
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(19)

The LOS velocity of the satellites changes slowly in a short time interval, thus we can assume: 

( ) ( )

( ) ( )

M M M
LOS LOS M LOS S
S S S

LOS LOS M LOS S
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 = =
 = =

 (20)

Therefore, the terms c′  and c′′  can be given by: 
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Substitution of Equations (21) and (22) into Equation (18) yields: 
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Therefore, the maximum ranging error and clock error of slave satellite owing to relative motion 

can be expressed as: 
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2.3. Adjustment Method 

The pseudo-ranges in the first term of Equation (11) are measured on each satellite, which means the 

information must be collected on the slave satellite for subsequent processing. In other words, the  

pseudo-ranges obtained from the master satellite must be packed into the data frames and transmitted to the 

slave satellite. Here we propose using the Proximity-1 Version-3 Space Link Protocol as defined by the 

Consultative Committee for Space Data Systems (CCSDS) for data frame design [27]. With a data overlay 

of 1000 bits/s and 200 bits per sub frame, the minimum clock adjustment time period would be 0.2 s. The 

processor on the slave satellite extrapolates the previous clock errors with a nonlinear LS method. The time 

to be adjusted is given by a third-order PLL, which is then converted into the voltage control signal. The 

on-board VC-OCXOs of the slave satellites change the frequencies at the fixed time period: 
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where ݐ௜ is the ݅th clock adjustment instance, ௙݂௕ is the adjustment frequency converted by the voltage 

control signal.  

As shown in Figure 7, a series of phase delay elimination procedures are implemented before the 

slave clock starts detecting the phase deviation between two clocks. It is noted that different effects 

should be considered in different scenarios, due to the space condition, separation distance and relative 

velocity. Equation (24) determines whether it is necessary to compensate for the relative motion error. 

The delay elimination methods for each kind of delays are represented in Table 2. 

 

Figure 7. Schematic of the proposed clock adjustment algorithms on a slave satellite. 

Table 2. Different delays and corresponding correction methods. 

Delays Correction Method 
Ionospheric delay Dual-frequency correction 

Device delay Pre-calibration 
Relative motion delay Relative motion compensation 

Ideal propagation delay Dual one way ranging measurement 
Delays only exist in GSM Correction method 

Tropospheric delay 
Sagnac effect 

EGNOS tropospheric correction model 
Sagnac correction 

3. Case Study and Simulation 

A Maltab software simulation was developed to fully explore the performance of the system. We 

simulated four slave clocks with different stabilities. The Allan deviation of each phase noise 

component at ߬ = 1 s is shown in Table 3, and the design of the PLL control loop is shown in Table 4. 
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Table 3. Allan deviation of each phase noise component at  ߬ = 1 s. 

Number Designation RWFM FFM WFM FPM WPM 

1 σ  at τ 1= s 1.2 × 10−11 1.0 × 10−10 1.0 × 10−10 1.0 × 10−9 1.0 × 10−9 

2 σ  at τ 1= s 1.2 × 10−12 1.0 × 10−11 1.0 × 10−11 1.0 × 10−10 1.0 × 10−10

3 σ  at τ 1= s 1.2 × 10−13 1.0 × 10−12 1.0 × 10−12 1.0 × 10−11 1.0 × 10−11

4 σ  at τ 1= s 1.2 × 10−14 1.0 × 10−13 1.0 × 10−13 1.0 × 10−12 1.0 × 10−12

Table 4. Simulation parameters of PLL. 

Order of PLL Parameters 

Third order 

ܽଷ = 1.1 ܾଷ = 2.4 
2 2

3 3 3 3 3 3( ) ω / 4( 1)L nB a b a b a b= + − ⋅ −  

3.1. Relative Motion Compensation 

In this Matlab simulation, since the slave satellites are independent of each other, we choose a master 

satellite and a slave satellite to perform the simulation. The orbit data from the GRACE mission and 

Beidou G2 & Beidou A2 were employed via Satellite Tool Kit (STK) because they have significantly 

different inter-satellite baselines and relative velocities. For both scenarios, we assume that the 

measurement noise is zero, and the delays including the ionospheric delay, device delay and other delays 

are effectively eliminated by corresponding methods represented in Table 1. The reason for this is that we 

want to focus on the theoretical performance of the considered relative motion compensation scheme, 

rather than on the degrading effects of the measurement noise and the residuals. The positioning error of 

the receiver is assumed to contribute 1 picosecond of timing error. The maximum decoupling error caused 

by relative motion can be obtained from Equation (24), which if sufficiently large can be corrected using 

Equation (23). The compensation results of the two scenarios are shown in Figures 8 and 9. 

 

Figure 8. Decoupling clock error of GRACE 1 before (up) and after (down) motion compensation. 
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Figure 9. Decoupling clock error of Beidou A2 before (up) and after (down) motion compensation. 

The results show that the errors due to relative motion have been effectively eliminated. Along with 

the space delays and device delay correction methods mentioned above, we can infer that the system is 

widely applicable for the proposed operation modes and that this novel system can maintain a 

considerable accuracy of clock error extraction even for high-dynamic scenarios. 

3.2. Clock Adjustment  

Once the clock error has been extracted, the next step is clock adjustment. In this simulation, the 

sub frame has an overlay of 0.2 s and the clock adjustment time period is 1 s, which implies that each 

control signal is predicted by 5 sets of previous data. The PLL parameters of the clock adjustment loop 

are described in Table 4. The bandwidth BL of the control loop is 0.5 Hz. 

For both two scenarios, the slave clock has the same on-board VC-OCXO. The free running 

characteristic of this particular clock is shown in Figure 10, it is obtained with ܽ଴ = 1 × 10ି଼  s,  ܽଵ = 1 × 10ିଵଶ s/s and ܽଶ = 1 × 10ିଵ଻ s/s2 and the free run clock 3 shown in Table 3 is employed. 

 
(a) 

Figure 10. Cont. 
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(b) 

Figure 10. (a) Allan deviations of the simulated free running on-board VC-OCXO, and its 

Allan deviation in the provided scenarios when the synchronization loop stabilizes;  

(b) Time synchronization performance of GRACE 1 and Beidou A2.  

Figure 10a shows the Allan deviations of the simulated slave clock in three different situations: free 

running and steered by the master clock in the GRACE and Beidou G1 & A2 scenarios. Compared 

with the free running clock, the Allan deviation reduces by orders of magnitude when the clock is 

steered. In addition, the Allan deviations of GRACE 1 and Beidou A2 are nearly the same, which 

proves that the dynamic error can be practically eliminated in both cases. To better express the 

performance of the proposed system, the simulated clock error of both scenarios are shown in  

Figure 10b, from which it can be seen that the synchronization loop stabilizes in less than 25 s, even in 

the event that the on-board clock is drifting. In order to evaluate the stability of the synchronization loop, 

statistics relating to the synchronization error data εn from the first hour to the 24th h have been 

determined for an arbitrary number of initial conditions. These statistics include the bias [ ]ˆ εnx EΔ = , the 

variance ( )22
ε ˆσ εnE x = − Δ   root-mean-square deviation (RMSD), 2

ε εσ σ= , and root-mean-square error 

(RMSE) 2 2 2
εˆε ε σRMS nE x = = Δ +  . The results from these simulations are shown in Table 5. 

Table 5. Synchronization errors of the GRACE mission and Beidou A2 & G1. 

Synchronization Error (Picosecond)
Scenarios 

GRACE Beidou A2 & G1 

Bias 0.280 0.280 
RMSD 40.816 40.818 
RMSE 40.817 40.819 

Max error 20.86 20.87 

We can therefore infer that the dynamic error and the clock error are effectively eliminated and that 

the system could meet the requirement of various scenarios with different relative velocities and  

orbit planes.  
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3.3. Residual Errors 

The simulated synchronization performance previously described is expected to exceed the 

performance of an actual deployed system constructed with hardware & software owing to the 

degrading effects of the residuals. However, the residuals cannot be simulated unless that the specified 

hardware, frequencies and space scenario is confirmed. Therefore, in Figure 11, clock instability is 

analyzed for different residual errors, which are uniform randomly distributed in the range  

0.05 nanoseconds, [−0.05, 0.05] nanoseconds, [−0.1, 0.1] nanoseconds, [−0.2, 0.2] nanoseconds and 

constant 0.05 nanoseconds, respectively. The bandwidth of the control loop is 0.5 Hz. It can be seen 

that the residual error has a great effect on the short-term stability of the slave clock when it is not a 

fixed value, which could be explained by that the PLL cannot get the absolute ideal control signal with 

the increasing instability of residual error. 

 

Figure 11. Comparison of the Allan deviations of a free run slave clock and a controlled 

clock for different residual errors. Data from the 1st hour to the 24th h are truncated to 

evaluate the synchronization performance. The standard deviations of the stable loops and 

the free run clock are 0.004 nanosecond, 012 nanosecond, 0.24 nanosecond, 0.47 nanosecond 

and 10 nanosecond, respectively. 

3.4. Bandwidth of the Control Loop 

The accuracy of the PLL depends on the bandwidth. Analysis of the behavior of bandwidth in  

Figure 12 shows that clock stability improves with the decreasing bandwidth. However, PLL 

bandwidth cannot be set arbitrarily small because the dynamic stress tolerance may be exceeded. 

Hence the performance of the clock must be taken into account when designing the bandwidth of PLL. 
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Figure 12. Comparison of the Allan deviations of a free run slave clock and a controlled 

clock for different control bandwidths. Data from the 1st hour to the 24th h are truncated to 

evaluate the synchronization performance. The standard deviations of the stable loops and 

the free run clock are 2.4 picosecond, 2.7 picosecond, 2.9 picosecond, 3.2 picosecond,  

4.0 picosecond and 11 nanosecond, respectively. 

3.5. System Performance 

Now we consider the performance of the synchronization system, assuming a configuration with a 

single master clock and four slave clocks. Each of the slave clocks has a different level of 

performance, as indicated by the different free running Allan deviation plots shown in Figure 13, 

which also shows the controlled Allan deviations. The results imply that the slave clocks with different 

stability performances cannot be synchronized to a common master clock below a given threshold. In 

other words, the synchronization performance also relies on the free running stabilities of the slave 

clocks. Therefore, the same type on-board slave clocks should be applied for the proposed system in 

order to achieve better time synchronization performance. 

It can be seen that some of the systems mentioned in Table 1 are real-life systems, while some are still in 

experimental stage. In addition, it goes without saying that the systems which employ two-way ranging 

would have a better accuracy of clock error measurement than the systems with one-way ranging. 

Furthermore, different clocks, clock adjustment intervals and space environments would affect the 

synchronization performances as well. Therefore, in order to fairly compare the proposed system with the 

other existing systems which also have the function of clock steering, the following assumptions are made. 

First, all the systems adopt the same slave clock and the clock adjustment interval is 1 s. Second, all the 

systems are simulated under the same scenario. The PTDD scheme adopted by GPS and the scheme 

employed by NAMURU V3.2, which utilizes the measured clock error as the control signal are simulated, 

as shown in Figure 14. It can be seen that the proposed scheme has a better performance than the other 

schemes. We have reason to believe that the real-world performance would be better because of the 

implementation of the proposed phase error detection method. 
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Figure 13. Comparison of the Allan deviations of four free run slave clocks and related 

controlled clocks. Data from the 1st h to the 24th h are truncated to evaluate the 

synchronization performance. The standard deviations of the stable loops and the free run 

clocks are 0.004 nanosecond, 0.04 nanosecond, 0.4 nanosecond, 4.1 nanosecond,  

35.14 microsecond, 1.19 microsecond, 0.16 microsecond and 0.01 microsecond, respectively. 

 

Figure 14. Comparison of the proposed scheme and two existed schemes. The Allan 

deviations of a free run slave clock and related controlled clock are presented. Data from 

the 1st h to the 24th hour are truncated to evaluate the synchronization performance. The 

standard deviations of the free run clock and the stable loops are 1.2 microsecond,  

0.15 nanosecond, 0.18 nanosecond and 0.12 nanosecond, respectively. 

4. Conclusions 

A clock synchronization and syntonization system for satellites based on VC-OCXOs is described 

in this paper. Compared with the existed schemes, the proposed scheme behaves better under the 

similar simulated scenarios. A high-accuracy phase error extraction and correction method is proposed, 

including error analysis, correction methods and control signal prediction. The dedicated requirements 
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for different scenarios are proposed. The simulation results imply that the proposed system could 

achieve a relative good synchronization and syntonization performance under the premise of reducing 

overall costs. The proposed dynamic compensation scheme proves that the system could reduce the 

dynamic error to sub-nanosecond level in various space scenarios, such as formation flying scenarios, 

GNSS constellations or hybrid constellations. The slave clocks are recommended to be the same type 

because the synchronization loop has a limited disciplining capability for a particular VC-OCXO. 

Moreover, the bandwidth of the control loop relates to the convergent rate and synchronization 

precision of the closed loop. In addition, the residual error is also a critical element that will affect the 

synchronization loop, which must be considered carefully. Although the key features and techniques 

for this novel system have been described in this paper, there still remain many interesting open issues, 

such as distributed synchronization loop design in case of holdover mode. 

Acknowledgments 

This work is partially sponsored by Natural Science Foundation of China (Grant number: 

61471021). The first author is sponsored by China Scholarship Council (CSC) for his research at the 

University of New South Wales (UNSW), Sydney, Australia. The authors would like to thank Totty Iwata 

of the National Institute of Advanced Industrial Science and Technology (AIST) and Li Xue of the 

University of Electronic Science and Technology of China (UESTC) for their invaluable advice. 

Author Contributions 

Xiaobo Gu, Qing Chang, Eamonn Glennon, Andrew Dempster, Dun Wang and Jiapeng Wu 

conceived the study idea and designed the experiments. Xiaobo Gu and Baoda Xu developed the 

simulation platform and performed the experiments. Xiaobo Gu drafted the manuscript. All authors 

read and approved the manuscript. 

Conflicts of Interest 

The authors declare no conflict of interest.  

References 

1. Kim, J.; Tapley, B.D. Simulation of dual one-way ranging measurements. J. Spacecr. Rockets 

2003, 40, 419–425. 

2. Kim, J. Simulation Study of a Low-Low Satellite-to-Satellite Tracking Mission. Ph.D. Thesis,  

The University of Texas, Austin, TX, USA, 2000. 

3. Rawicz, H.C.; Epstein, M.A.; Rajan, J.A. The time keeping system for GPS Block IIR. In 

Proceedings of the 24th Annual Precise Time and Time Interval (PTTI) Applications and Planning 

Meeting, McLean, VA, USA, 1–3 December 1992. 

4. Bradford, P.W.; Spilker, J.; Enge, P. Global Positioning System: Theory and Applications;  

AIAA: Washington, DC, USA, 1996. 



Sensors 2015, 15 17914 

 

 

5. Tappero, F.; Dempster, A.; Iwata, T.; Imae, M.; Ikegami, T.; Fukuyama, Y.; Iwasaki, A. Proposal 

for a novel remote synchronization system for the on-board crystal oscillator of the quasi-zenith 

satellite system. Navigation 2006, 53, 219–229. 

6. Iwata, T.; Kawasaki, Y.; Imae, M.; Suzuyama, T.; Matsuzawa, T.; Fukushima, S.; Hashibe, Y.; 
Takasaki, N.; Kokubu, K.; Iwasaki, A.; et al. Remote Synchronization System of Quasi-Zenith 

Satellites Using Multiple Positioning Signals for Feedback Control. Navigation 2007, 54, 99–108. 

7. Iwata, T.; Matsuzawa, T.; Machita, K.; Kawauchi, T.; Ota, S.; Fukuhara, Y.; Hiroshima, T.;  

Tokita, K.; Takahashi, T.; Horiuchi, S.; et al. Demonstration Experiments of a Remote 

Synchronization System of an Onboard Crystal Oscillator Using “MICHIBIKI”. Navigation 2013, 

60, 133–142. 

8. Glennon, E.P.; Gauthier, J.P.; Choudhury, M.; Dempster, A.G. Synchronization and Syntonization 

of Formation Flying Cubesats Using the Namuru V3.2 Spaceborne GPS Receiver. In Proceedings 

of the the ION 2013 Pacific PNT Meeting, Honolulu, HI, USA, 23–25 April 2013; pp. 588–597. 

9. Maine, K.P.; Anderson, P.; Langer, J. Crosslinks for the next-generation GPS. In Proceedings of the 

2003 IEEE Aerospace Conference, Los Angeles, CA, USA, 8–15 March 2003; pp. 1589–1596. 

10. Rajan, J.A. Highlights of GPS II-R autonomous navigation. In Proceedings of the 58th Annual 

Meeting of the Institute of Navigation and CIGTF 21st Guidance Test Symposium, Albuquerque, 

NM, USA, 24–26 June 2001; pp. 354–363. 

11. Wang, Z.B.; Zhao, L.; Wang, S.G.; Zhang, J.W.; Wang, B.; Wang, L.J. COMPASS time 

synchronization and dissemination—Toward centimetre positioning accuracy. Sci. China Phys. 

Mech. Astron. 2014, 57, 1788–1804. 

12. Rodríguez-Pérez, I.; García-Serrano, C.; Catalán, C.C.; García, A.M.; Tavella, P.; Galleani, L.; 

Amarillo, F. Inter-satellite links for satellite autonomous integrity monitoring. Adv. Space Res. 

2011, 47, 197–212. 

13. Rajan, R.T.; van der Veen, A.J. Joint ranging and clock synchronization for a wireless network. In 

Proceedings of the 2011 4th IEEE International Workshop on Computational Advances in  

Multi-Sensor Adaptive Processing (CAMSAP), San Juan, Puerto Rico, 13–16 December 2011;  

pp. 297–300. 

14. Xu, Y.; Chang, Q.; Yu, Z.J. On new measurement and communication techniques of GNSS  

inter-satellite links. Sci. China Technol. Sci. 2012, 55, 285–294. 

15. Buist P.J.; Teunissen P.J.G; Giorgi G.; Verhagen, S. Functional model for spacecraft formation 

flying using non-dedicated GPS/Galileo receivers. In Proceedings of the 2010 5th ESA Workshop 

on Satellite Navigation Technologies and European Workshop on GNSS Signals and Signal 

Processing (NAVITEC), Noordwijk, Holland, 8–10 December 2010; pp. 1–6. 

16. Rajan, R.T.; van der Veen, A.J. Joint ranging and synchronization for an anchorless network of 

mobile nodes. IEEE Trans Signal Process.2015, 63, 1925–1940. 

17. Kiesel, S.; Ascher, C.; Gramm, D.; Trommer, G.F. GNSS Receiver with Vector Based  

FLL-Assisted PLL Carrier Tracking Loop. In Proceedings of ION GNSS 2008, Savannah, GA, 

USA, 16–19 September 2008; pp. 197–203. 

18. Allan, D.W. Time and frequency (time-domain) characterization, estimation, and prediction of 

precision clocks and oscillators. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 1987, 34,  

647–654. 



Sensors 2015, 15 17915 

 

 

19. Rebeyrol, E.; Macabiau, C.; Ries, L.; LucIssler, L.; Bousquet, M.; Boucheret, M.L. Phase noise in 

GNSS transmission/reception system. In Proceedings of the 2006 National Technical Meeting of 

the Institute of Navigation,  Monterey, CA, USA, 18–20 January 2006; pp. 698–708. 

20. Vig, J.R. IEEE Standard Definitions of Physical Quantities for Fundamental Frequency and Time 

Metrology-Random Instabilities; IEEE Standard: New York, NY, USA, 1999. 

21. Van Dierendonck, A.J.; McGraw, J.B.; Brown, R.G. Relationship between ALLAN Variances and 

Kalman Filter Parameters; Stanford Telecommunications Inc Santa Clara Ca: Anta Clara, CA, 

USA, 1984. 

22. Allan, D.W.; Howe, D.A.; Walls, F.L. Characterization of Clocks and Oscillators. US Department 

of Commerce; National Institute of Standards and Technology: Boulder, CO, USA, 1990. 

23. Wornell, G.W. Wavelet-based representations for the 1/f family of fractal processes. IEEE Proc. 

1993, 81, 1428–1450. 

24. Kedar S.; Hajj G.A.; Wilson B.D.; Heflin, M.B. The effect of the second order GPS ionospheric 

correction on receiver positions. Geophys. Res. Lett. 2003, 30, doi:10.1029/2003GL017639. 

25. Penna, N.; Dodson, A.; Chen, W. Assessment of EGNOS tropospheric correction model. J. Navig. 

2001, 54, 37–55. 

26. Bauch, A.; Piester, D.; Fujieda, M.; Lewandowski, W. Directive for operational use and data 

handling in two-way satellite time and frequency transfer (TWSTFT). Rapport BIPM 2011, 1, 25. 

27. CCSDS 211.1-B-4. Proximity-1 Space Link Protoco1—Data Link Layer. CCSDS Blue Book. 

Available online: http://public.ccsds.org/publications/SLS.aspx (accessed on 23 May 2015). 

© 2015 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article 

distributed under the terms and conditions of the Creative Commons Attribution license 

(http://creativecommons.org/licenses/by/4.0/). 

 


