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Abstract: Lung image registration plays an important role in lung analysis applications, such as respiratory
motion modeling. Unsupervised learning-based image registration methods that can compute the deformation
without the requirement of supervision attract much attention. However, it is noteworthy that they have two
drawbacks: they do not handle the problem of limited data and do not guarantee diffeomorphic (topology-
preserving) properties, especially when large deformation exists in lung scans. In this paper, we present an
unsupervised few-shot learning-based diffeomorphic lung image registration, namely Dlung. We employ fine-tuning
techniques to solve the problem of limited data and apply the scaling and squaring method to accomplish the
diffeomorphic registration. Furthermore, atlas-based registration on spatio-temporal (4D) images is performed and
thoroughly compared with baseline methods. Dlung achieves the highest accuracy with diffeomorphic properties.
It constructs accurate and fast respiratory motion models with limited data. This research extends our knowledge
of respiratory motion modeling.
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0 Introduction

Lung image registration is the process of constructing
a dense correspondence between lung image pairs. It is
critical for the analysis of the lungs, for example, res-
piratory motion modeling. Respiratory motion model-
ing builds a dense spatial correspondence using spatio-
temporal (4D) images to describe respiratory motion
and aid the analysis of thoracic organs such as the lungs.
According to the World Health Organization report[1],
lung cancer is the leading cause of death. Radiotherapy
is one of the main treatments for lung cancer patients
(i.e., operation, chemotherapy, and radiotherapy). Res-
piratory motion modeling can help radiotherapy cor-
rectly track cancer and avoid damage to normal tissues,
thus boosting the radiotherapy effect.

Traditional lung image registration methods such as
HAMMER[2] and Elastix[3] iteratively optimize an ob-
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jective function to obtain the transformation. They
often require significant amounts of computation time
(ranging from tens of minutes to several hours) using
central processing units (CPUs), and it is difficult to
accelerate iterative algorithms using graphic processing
units (GPUs). Among the traditional methods, diffeo-
morphic registrations such as large displacement diffeo-
morphic metric mapping (LDDMM)[4], diffeomorphic
anatomical registration through exponentiated lie al-
gebra (DARTEL)[5], and standard symmetric normal-
ization (SyN)[6] have become well-established methods.
While such traditional methods can achieve accurate re-
sults, they suffer from high computational costs, which
impedes their use in time-sensitive applications such as
image-guided surgery and radiation treatment.

Deep learning-based methods can overcome compu-
tationally expensive problems by using GPUs. Further-
more, deep learning-based methods consistently out-
perform traditional optimization-based techniques[7].
There are two main kinds of algorithms: supervised
and unsupervised methods. Supervised methods such
as RegNet[8], Eppenhof and Pluim’s method[9] learn the
displacement field using the ground-truth field. How-
ever, the acquirement of ground truth displacement
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can be a difficult task. Some methods use a syn-
thetic displacement field that cannot represent a real
transformation[8], while other methods use the trans-
formation learned from existing traditional methods[9]

which are limited by the traditional method and require
significant training time.

Compared with supervised methods, unsupervised
methods can learn the displacement field from the im-
ages directly without the need for ground-truth an-
notation. Unsupervised learning-based image registra-
tion has therefore gained huge interest in this field of
research[10]. A common method used is VoxelMorph[11],
which learns the displacement field through a U-Net
framework by unsupervised learning. VoxelMorph can
achieve similar accuracy at a greater order of magnitude
faster than traditional methods, but the displacement
fields do not have topological-preserving properties.

Currently, most work in this field focuses on fast and
accurate image registration via unsupervised learning
models that learn the deformation[11-19]. Such mod-
els can achieve fast and accurate registration results on
different body parts, for example, brain[11,17], liver[17],
thoracic region[14,16], and abdominal region[13]. How-
ever, image registration with large deformation in the
lungs requires more topology-preserving results. In
other words, they do not consider topology-preservation
and therefore cannot represent the large deformation
nature. Other kinds of methods that focus on diffeo-
morphic registration also exist[18-22] whilst the focus has
been on brain[18-19,21-22] and cardiac regions[20]. Hu et
al.[23] investigated a diffeomorphic registration on lung
image registration while its application to respiratory
motion modeling is still unknown.

Moreover, the respiratory dataset is limited for
deep learning-based methods due to the high cost of
spatio-temporal image acquisition and the privacy of
medical images. Unsupervised few-shot learning can
transfer knowledge from the source domain to the
target domain in an unsupervised manner. Unsu-
pervised few-shot learning has been recently applied
in medical image analysis such as classification[24],
segmentation[25-26], and registration[27]. Ferrante et
al.[27] showed the adaptability of unsupervised convolu-
tional neural networks (CNN)-based deformable image
registration to unseen image domains. Besides, there
are some unsupervised-based respiratory motion mod-
eling investigations[9,12,28]. However, they ignored dif-
feomorphic registration.

To summarize, the most current techniques in the
lung image registration field possess the following draw-
backs: ① they do not provide topological-preserving
properties, especially when large deformation exists in
the lungs, and ② there is no focus on the problem of
limited data.

In the paper, an unsupervised few-shot learning
method for diffeomorphic lung image registration is

introduced, named Dlung. Inspired by the previous
work[18], we address the topological-preserving proper-
ties by diffeomorphic registration and adopt few-shot
learning to handle the issue of limited data.

Experiments on spatio-temporal computed tomogra-
phy (4D-CT) images from 4D-Lung[29-32] are conducted
and analyzed in terms of accuracy and runtime. Com-
pared with SyN, Elastix, and VoxelMorph, Dlung is
more accurate and faster. Here, we also provide an ap-
plication for respiratory motion modeling, which can
aid radiologists in the delineation of clinical target vol-
umes and interactive image registration. This research
extends our knowledge of respiratory motion modeling.

Overall, the contributions of the work include the
following.

(1) We examine the diffeomorphic registration on
lung scans.

(2) We address the problem of limited data in an un-
supervised few-shot learning-based image registration
task.

1 Method

The aim of this paper is to construct an unsuper-
vised few-shot learning-based spatio-temporal registra-
tion method with diffeomorphic properties and apply it
in respiratory motion modeling. There are three pro-
cedures: ① pre-processing; ② unsupervised few-shot
learning-based image registration between two volumes;
③ spatio-temporal image registration. Of these, the
2nd step forms the core function that will be explained
in detail later, while the 1st and 3rd steps are explained
in the implementation subsection.

To handle the registration between two images, we
propose an unsupervised learning-based image registra-
tion model, as shown in Fig. 1. First, a U-Net-like net-
work appraises displacement flow between two images.
Then, the scaling and squaring (SS) layer computes
the diffeomorphic registration whose displacement field
with topology-preserving properties is obtained. Fi-
nally, through spatial interpolation, the moved image
is obtained. A volume from the end-exhale phase is
selected as the atlas so that other volumes can be reg-
istered to the atlas. The loss function is evaluated on
similarity and smoothness.

The training process is represented by the dashed
lines while the testing process is the solid lines. Given
a fixed image IF and a moving image IM, the geomet-
ric transformation that can align IM to IF is computed.
The model is designed to realize fast diffeomorphic im-
age registration consisting of four sections.

U-Net-like Network The displacement flow of
the pair (IF, IM) is calculated using a U-Net-like net-
work.

SS Layer The flow is further improved by adding
an SS layer to provide diffeomorphic properties.
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Fig. 1 Overview of the image registration method on lung images based on unsupervised learning

Spatial Transform A spatial transform layer
(STL) is applied on IM to achieve the moved image
I′
M.

Loss Function The training is carried on by min-
imizing the loss function.

These four sections are discussed in more detail be-
low.

1.1 U-Net-like Network
U-Net-like networks are applied to generate a coarse

displacement field between IF and IM. The network
framework adopted in this work is shown in Fig. 2. The
network is an encoder-decoder structure with skip con-
nections. The number in each layer represents its chan-
nel number while the number below represents the scal-
ing factor with the fixed and moving images.
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Fig. 2 U-Net structure

The U-Net-like network can be divided into two
parts: the contracting path and the expansive path.
The contracting path does extracts in a down-sampling
step-by-step procedure and plays a role in feature ex-
traction on different scales, while the expansive path
does extracts in an up-sampling step-by-step procedure
and ensures the output’s size. During the expansive
path, skip connections are employed to enrich the fea-
ture from the contracting path, i.e., the corresponding
features (from images of the same size) in the contract-
ing path are concatenated to the expansive path.

In the convolution layers, 3×3×3 convolutions with
Gaussian kernels are used. A stride of 2 is used in

the contracting path to down-sample the images and
nearest-neighbor interpolation is used in the expansive
path to up-sample the images.
1.2 SS Layer

The U-Net-like network can provide the coarse regis-
tration without the diffeomorphic property, so it cannot
properly represent the true deformation. In this paper,
the SS layer[18] is utilized to yield the diffeomorphic
property, briefly reviewed in the following section and
shown in Fig. 3. In the initialization step, we initialize
the stationary velocity field. Since the integration of
the stationary velocity field represents a one-parameter
subgroup of diffeomorphism, the exponential field of the



J. Shanghai Jiao Tong Univ. (Sci.), 2022

Start

End

(1) Initialization

Output
displacement field

(2) Composition

(3) Iteration

Y

N

t= t−1t 0

Fig. 3 Flowchart of the SS layer

stationary velocity field is computed. Then, in the com-
position step, the displacement field is further interpo-
lated. The composition step is iterated to achieve the
final displacement field.

The SS layer stems from the theory of diffeomor-
phic registration whose transformations (and their in-
verse) are one-to-one and regular. There are differ-
ent ways to implement diffeomorphic registration. Let
the geometric transformation between two images be
Φ : R3 → R3. We calculate Φ through the following
ordinary differential equation (ODE):

∂Φ(t)

∂t
= ν(Φ(t)), (1)

where ν(Φ(t)) is the stationary velocity of Φ at time t
and its initial value is ν(Φ0). The target transformation
is the integration of velocity fields over t ∈ [0, 1], that

is Φ(1) =
∫ 1

0

ν(Φ(t))dt.

To achieve the deformation, the SS layer com-
putes the integration of the stationary velocity field in
Eq. (1) numerically. The integration represents a one-
parameter subgroup of diffeomorphisms. In group the-
ory, ν is a member of the Lie algebra: ν is exponentiated
to produce Φ(t) = eν so that Φ(t) is a member of the

Lie group. Subsequently, Φ
( 1

2t−1

)
= Φ

( 1
2t

)
◦ Φ

( 1
2t

)
,

where t = T , T −1, · · · , 1, 0, and ◦ is composition map
with the Lie group associated. We can iterate t from T
to 0 to achieve Φ(1). There are three procedures.

Initialization We initialize t = T and Φ
( 1

2t

)
=

Φ(0) + z, where z is sampled from the displacement

flow. We set T = 7 so that Φ(0) ∼ Φ
( 1

2T

)
. z ∼

N(Φ(0); μ, Σ), where μ is the mean and Σ is the vari-
ance of Φ(0).

Composition We interpolate Φ
( 1

2t

)
to attain

Φ
( 1

2t−1

)
.

Iteration We iterate from t = T to t = 0 to attain
Φ

( 1
20

)
= Φ(1).

Importantly, the SS method computes the displace-
ment field through the iteration of diffeomorphisms, af-
ter which it remains as diffeomorphism since it agrees

with group theory. Here, we can obtain the displace-
ment field with diffeomorphic properties guaranteed.
1.3 Spatial Transform

After the refinement of the SS layers, the displace-
ment filed Φ with diffeomorphic properties can be at-
tained and used to transform the moving image IM into
a moved image I′

M, i.e., I′
M(x) = IM(Φ(x)). To ensure

the usability of standard gradient-based optimization,
the spatial transformation layer[7] is applied to make
the transformation differentiable.
1.4 Loss Function

In the unsupervised learning-based model, it is de-
sired that the transformation minimizes the difference
between the moved and fixed images and thus satis-
fies the smoothness regulation of the displacement field,
which can be a man-made supervised signal. Thus, the
definition of the loss function plays an unsupervised role
in image registration.

Here, we define the similarity of the moved and fixed
images as

ES =
1
|Ω|

∑
x∈Ω

(IM(Φ(x)) − IF(x))2, (2)

where Φ(x) is the transformed x in the 3D spatial do-
main Ω.

To obtain a smooth deformation, the regulation of
the displacement field is given:

ER =
1
|Ω|

∑
x∈Ω

d(x)2, (3)

where d(x) is the derivative of x.
The total loss function is then given:

E = ES + λER, (4)

where λ is treated as a hyperparameter.
1.5 Few-Shot Learning

Due to the high acquisition cost, only a limited num-
ber of 4D-CT images could be used for respiratory mo-
tion modeling, leading it to an unsupervised few-shot
learning problem. A fine-tuning method is therefore
implemented to solve this issue. Here, we fine-tune
the pre-trained model from VoxelMorph[18], which is
an atlas-based image registration method trained for
brain images.
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1.6 Implementation
1.6.1 Pre-Processing

Our pre-processing procedures include the following
steps, as shown in Fig. 4.

Resample The thoracic CT images were resam-
pled to isotropic.

Lung Segmentation The existing research[29]

shows that respiratory motion modeling on lung region
of interest (ROI) performs more accurately than the

whole chest CT images. Hence, we conduct respiratory
motion modeling on lung ROI. Herein, −500 HU is used
as the threshold to segment the images and morpholog-
ical processing to achieve a complete connected lung
region.

Image Cropping Lung images are cropped to the
same resolution of 160× 192 × 224.

Since the region with a range of [−1 000, 400] HU is
of most interest, pixels are normalized to [0, 1] after
pre-processing steps.

(a) Resample to isotropic (b) Lung segmentation (c) Image cropping

Fig. 4 Pre-processing diagram

1.6.2 Spatio-Temporal Image Registration
In the spatio-temporal image registration applica-

tion, the input is spatio-temporal images whose vol-
umes are from different phases of a whole respiratory
period. To construct the respiratory motion model, the
volumes in the spatio-temporal images need to be reg-
istered to a common space. To do this, an atlas-based
registration scheme is adopted, i.e., all the volumes are
registered to the same atlas. In this paper, the volume
from the end of expiration is chosen to be the atlas.

2 Experimental Set-Up and Results

In this paper, we propose Dlung for the lung im-
age registration task which is the basic of respiratory
motion modeling, whose input is spatio-temporal CT
images from different respiratory phases, while the out-
put is the displacement field. We adopt atlas-based
registration, i.e., we select a volume as the atlas and
register other volumes to it. In the training procedure,
we choose a common volume of the end of expiratory
as the atlas. While in the testing procedure, we use a
specified atlas that is from the end of expiratory of that
spatio-temporal image.
2.1 Materials

In this study, a 4D-Lung[29-32] dataset constructed
from 20 patients with non-small cell lung cancers was
used. All 4D-Lung images were collected using the
same device with the same settings. The 4D-Lung im-
age slice thicknesses were 3mm. The slice number of
the volume was ranging from dozens to more than one

hundred. Since data diversity without enough training
data will lead to overfitting, we selected images whose
slice number was similar in our experiments. Specif-
ically, we chose 4 pairs of spatio-temporal images for
training and 5 for testing. Dlung was implemented
using Python3 and Keras with a Tensorflow backend.
A NVIDIA 2080ti GPU and an Intel Xeon E5-2678v3
CPU were used.
2.2 Evaluation Measurement

Dice[33] Dice evaluates the overall registration ac-
curacy on segmentation and plays the role of coarse
accuracy evaluation given by

Dice(SM(Φ), SF) = 2
SM(Φ) ∩ SF

SM(Φ) + SF
, (5)

where SF and SM(Φ) are the segmentation of the fixed
and moved images, respectively.

Jacobian Determinant[18] The Jacobian deter-
minant of each pixel captures the local properties of
its deformation, which is

|J | =

∣∣∣∣∣∣∣∣∣∣∣∣

∂y1

∂x1

∂y1

∂x2

∂y1

∂x3

∂y2

∂x1

∂y2

∂x2

∂y3

∂x3

∂y3

∂x1

∂y3

∂x2

∂y3

∂x3

∣∣∣∣∣∣∣∣∣∣∣∣
, (6)

where, x and y are the locations of the fixed and moved
images respectively; | · | is the determinant of a matrix.
The Jacobian determinant is calculated with discrete
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gradients on each location of the displacement field.
The negative number of |J | represents the pixels with
folding in the displacement field.
2.3 Baseline Methods

VoxelMorph and SyN are state-of-the-art unsuper-
vised learning-based and traditional optimization-based
algorithms while Elastix is widely applied in lung image
registration. To validate the accuracy and efficiency of
Dlung, comparisons with VoxelMorph[18], SyN[6], and
Elastix[3] were conducted. We applied the source code
provided by VoxelMorph 1○, ANTsPy 2○ for SyN and
Elastix.
2.4 Comparison with State-of-the-Arts

We conduct main experiments on spatio-temporal
image datasets by comparing Dlung with 3 state-of-
the-art methods: Elastix, SyN, and VoxelMorph.

Table 1 presents the average Dice score calculated on
5 pairs of spatio-temporal images. Both Dice scores and
percentages of negative Jacobian determinants are dis-
played in the form of the mean (variance). The higher
the Dice score, the better, and the lower the percent-
age of |J | � 0, the better. Dlung attains Dice score
around 0.015 higher than Elastix and SyN, and 0.01
higher than VoxelMorph. In addition, Table 1 also
shows the average percentage of pixels whose Jacobian
determinant is below 0 (i.e., |J | � 0). Dlung gains the
percentage close to 0. In other words, Dlung can pro-
duce the registration result without folding to a large
extent. The percentage of possible folding pixels is al-
most 2 000 times (for VoxelMorph) and 100 times (for
Elastix) larger than that of Dlung.

Table 1 Average accuracy comparison

Method Dice score |J| � 0/%

Elastix[3] 0.942 (0.013) 1.37 × 10−2 (2 × 10−2)

SyN[6] 0.939 (0.017) 0

VoxelMorph[18] 0.946 (0.025) 0.30 (0.12)

Dlung 0.955 (0.013) 1.4 × 10−4 (2.7 × 10−4)

Figure 5 presents the accuracy comparison on differ-
ent patients. We conducted experiments on 5 pairs of
spatio-temporal images and evaluated the Dice scores.
Dlung is optimal in four. The box diagram of Dlung
is flatter than that of VoxelMorph, indicating Dlung
performs more stable than VoxelMorph.

Figure 6 shows accuracy comparison on different res-
piratory phases. There are 10 volumes that represent
10 respiratory peoriods in each spatio-temporal image.
Hence, as the phase becomes larger, the deformation
becomes larger during the inspiratory cycle while the
deformation becomes smaller during the expiratory cy-
cle. The deformation between the zeroth and fourth

1○https://github.com/voxelmorph/voxelmorph
2○https://github.com/ANTsX/ANTsPy

phases is the largest. As Fig. 6 shows, when the de-
formation increases, the Dice score of Dlung remains
stable compared with VoxelMorph.
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Fig. 5 Accuracy comparison on different patients
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Fig. 6 Accuray comparison on different respiratory phases

Table 2 presents the runtime comparison. Dlung ob-
tains a runtime of two orders of magnitude times faster
than SyN, which can be attributed to the GPU. For ex-
ample, approximately 0.3 s is required to register two
images for Dlung, and around 10 × 0.3 s = 3 s to con-
struct a respiratory motion model. In contrast, the tra-
ditional SyN method needs about 10×20 s = 200 s (i.e.,
more than 3 min) and traditional Elastix method needs
about 10 × 44 s = 440 s (i.e., more than 7 min). Be-
sides, the runtime of Dlung is 0.1 s slower than that of
VoxelMorph because Dlung has an extra diffeomorphic
operation.

Table 2 Runtime comparison

Method Runtime/s

Elastix[3] 44.26 (2.67)

SyN[6] 19.73 (1.02)

VoxelMorph[18] 0.20 (0.05)

Dlung 0.30 (0.08)

2.5 Analytical Study
To thoroughly evaluate the proposed Dlung algo-

rithm, a variety of ablation studies were performed,
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which include diffeomorphic registration and few-shot
learning.
2.5.1 Influence of SS Layer

The goal of this ablation is to analyze the effective-
ness of the SS layer. In the ablation study, we remove
the SS layer from Dlung, and investigate its perfor-
mance. The result is provided in Table 3. The result
shows that the SS layer can help Dlung to reduce the
percentage of |J | < 0 to zero and attain diffeomorphic
registration.

Table 3 Ablation study on the SS layer

Method Dice score |J| < 0/%

Without SS 0.89 (0.038 5) 1.66 (0.079)

With SS 0.92 (0.035 4) 0

2.5.2 Influence of Few-Shot Learning
To demonstrate the effectiveness of few-shot learning,

we design an ablation experiment to compare two man-
ners: train from scratch (without few-shot learning)
and fine-tuning (with few-shot learning). We trained
a model from scratch without pre-trained models and
fine-tuned a pre-trained model from brain image regis-
tration. We made a comparison on the Dice score. The
results were shown in Fig. 7. We can observe that the
algorithm with fine-tuning (with FT) performs better
than the one without fine-tuning (without FT), which

shows the effectiveness of fine-tuning in Dlung.
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Fig. 7 Ablation study on few-shot learning

2.6 Visualization
2.6.1 Visualization of Displacement Field

In addition to the quantitative analysis, we also ob-
serve the qualitative analysis. We displayed the Jaco-
bian determinant and the displacement field of Voxel-
Morph and Dlung. As shown in Fig. 8, Both Voxel-
Morph and Dlung use the same fixed and moving im-
ages. The Jacobian determinant and its warp field in a
sub-region demonstrate the effectiveness of the diffeo-
morphic registration. The heat map represents the |J |
value of each pixel. However, Dlung provides a smooth
displacement field, while VoxelMorph provides a dis-
placement field with folding.

(a) Moved image
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Fig. 8 Visualization of diffeomorphic registration on VoxelMorph and Dlung
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2.6.2 Visualization of Respiratory Motion Modeling
A respiratory motion model is built using Dlung on

a pair of 4D-CT images and the visualization result is

shown in Fig. 9. Note that Dlung offers a dense dis-
placement field in solid space while a discrete displace-
ment field on the lung surface is shown.

Phase 0 Phase 1 Phase 2 Phase 3 Phase 4

Phase 5 Phase 6 Phase 7 Phase 8 Phase 9

Displacement
field density

8

6

4

2

0

Fig. 9 Application of respiratory motion modeling

3 Discussion

We introduce an unsupervised few-shot learning-
based registration method with diffeomorphic proper-
ties, named Dlung, and present its application in res-
piratory motion modeling. The method is constructed
through an unsupervised learning method without the
need of expensive annotation supervised signals. We
employ few-shot learning to solve the limited data prob-
lem. Moreover, it provides diffeomorphic registration
results to represent the true deformation more accu-
rately.

We compare Dlung with baseline methods on accu-
racy. Dlung achieves 0.015 promotion on Dice score
compared with SyN and Elastix, and 0.01 promotion
with VoxelMorph. On the Jacobian determinant met-
ric, Dlung can achieve the least percentage of nega-
tive Jacobian determinant pixels (less than 0.000 14%).
This is in stark contrast to VoxelMorph which attains
a large number of negative values (0.3% of pixels). The
least negative Jacobian determinant represents the least
folding pixels. In general, Dlung performs more accu-
rately than state-of-the-art methods.

Furthermore, in the runtime comparison, to register
volume images, Dlung takes only 0.3 s, while the tradi-
tional method Elastix and SyN need 44 s and 20 s re-
spectively, making Dlung more suitable to be applied
in real-time applications. It is also worth noting that
VoxelMorph needs 0.1 s less time, VoxelMorph cannot
provide accurate registration results.

The ablation study results on the spatio-temporal im-
age registration validate that: the few-shot learning re-
sults verify the effectiveness of comparing train-from-
scratch; the effectiveness of the SS layer is examined in
respiratory motion modeling.

In the visualization study, we display the displace-

ment fields of Dlung and VoxelMorph. The deforma-
tion fields of Dlung and VoxelMorph are different. The
reason is that Dlung introduces the SS layer, which is
a global operation so that the SS layer can change the
displacement field globally.

The limitations of Dlung are: the public spatio-
temporal dataset is limited; the SS layer has a global
effect for diffeomorphic registration. To address these
limitations, we will perform data augmentation and ex-
plore a localized diffeomorphic registration method in
the future.

In the end, an application of respiratory motion mod-
eling is provided. Respiratory motion modeling can
help radiotherapy instruments to target tumors in the
lungs to improve the efficiency of radiotherapy. Dif-
feomorphic registration can provide a regular and one-
to-one mapping to reflect the real deformation between
images, i.e., a mapping without folding. In the future,
we will investigate automatic target delineation applica-
tions to help radiologists to increase efficiency to make
radiotherapy plans.

4 Conclusion

In this work, we propose an unsupervised few-shot
learning method with diffeomorphic registration for
lung image registration, named Dlung, and apply it
in respiratory motion modeling. We employ the SS
method to provide the diffeomorphic (i.e., topology-
preserving) properties and apply fine-tuning on small
4D CT datasets to handle the problem of data unavail-
ability.

In our experiments, Dlung can provide registration
results with diffeomorphic properties with the best ac-
curacy on the Dice score that is evaluated on the lung
ROI. Moreover, Dlung is able to construct a respiratory
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motion model in less than 3 s on a GPU, significantly
faster than the traditional SyN method requiring more
than 7 min.

The limitations are as follows: first, we focus on the
application value of Dlung in lung motion modeling,
while the method lacks novelty; second, the lack of pub-
lic spatio-temporal images limits further experimental
verification of robustness; third, the SS layers is a global
operation so that it can change the displacement field
globally. For the above limitations, we plan to conduct
data augmentation to further enhance the robustness
and seek localized diffeomorphic registration.

The work can be used as a basic framework of res-
piratory motion modeling. In the future, Dlung will
be applied to some radiotherapy-related tasks such as
the delineation of clinical target volumes and interac-
tive image registration.
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