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ABSTRACT: Comparisons are made among Molecular Dynamics (MD), Classical Density Functional Theory (c-DFT), and
Poisson−Boltzmann (PB) modeling of the electric double layer (EDL) for the nonprimitive three component model (3CM) in
which the two ion species and solvent molecules are all of finite size. Unlike previous comparisons between c-DFT and Monte
Carlo (MC), the present 3CM incorporates Lennard-Jones interactions rather than hard-sphere and hard-wall repulsions. c-DFT
and MD results are compared over normalized surface charges ranging from 0.2 to 1.75 and bulk ion concentrations from 10 mM
to 1 M. Agreement between the two, assessed by electric surface potential and ion density profiles, is found to be quite good.
Wall potentials predicted by PB begin to depart significantly from c-DFT and MD for charge densities exceeding 0.3. Successive
layers are observed to charge in a sequential manner such that the solvent becomes fully excluded from each layer before the
onset of the next layer. Ultimately, this layer filling phenomenon results in fluid structures, Debye lengths, and electric surface
potentials vastly different from the classical PB predictions.

■ INTRODUCTION
The structure of the electric double layer (EDL) on a charged
surface has long been modeled using the Poisson−Boltzmann
(PB) theory. PB incorporates Coulombic interactions among
charged particles but treats them as point charges, neglecting
their finite size. Although this omission is relatively
unimportant at low charge densities, it permits physically
unrealistic ion packing densities when the surface potential and
charge density become large, as occurs for example in energy
storage applications.1 To treat this deficiency, a number of
modified PB theories have been devised over the years2 and
have met with some success, though they lack the fundamental
foundation needed to accommodate a broad range of molecular
interactions.
Molecular dynamics (MD) simulation provides the most

fundamental and flexible platform for analysis of molecular
interactions. As such, it has been used rather extensively in
modeling of electro-osmotic flow (EOF)3−8 and to treat the
higher charge densities of importance in EDL capacitors.9−11

However, MD simulations entail considerable computational
cost, making them impractical for treatment of time and length
scales found in many applications. Difficulties also arise in
applying boundary conditions and in computing long-range
Coulombic interactions. For these reasons, alternative methods
are still sought.
Alternative methods include modified PB approaches,

integral equation methods, and classical Density Functional
Theory (c-DFT). c-DFT, sometimes referred to as fluids DFT,
yields the time-mean density distributions of molecular species
that minimize a free energy functional.12−17 The free energy at
any point is defined by a density weighted integration of
molecular pair potentials over the surroundings. Thus, c-DFT
and MD are readily comparable given the same pair potentials
and input parameters. Unlike MD, however, c-DFT readily

incorporates long-range Coulombic interactions as the product
of ion charge with the electric potential obtained by solving
Poisson’s equation. In addition, the c-DFT formalism yields an
expression for the chemical potential in terms of pair-potential
integrals over the surrounding field. This chemical potential can
be incorporated into existing finite element models of steady
and transient transport processes, thus facilitating the
introduction of atomistic physics into efficient multiscale
models. Finally, c-DFT computing times are far shorter than
those required for MD.
Validation of c-DFT for EDL applications has been ongoing

for the past 20 years; it has encompassed a broad range of
variants on the basic methodology and has been largely quite
successful.13,14,16,17 However, these past validations are largely
limited to comparisons between c-DFT and Monte Carlo
(MC) simulations for the so-called primitive model (PM), in
which the ions have defined charge and finite size but the
solvent is treated as a background continuum defined only by
its dielectric constant. Two exceptions to this are the studies by
Goel et al.18,19 and Lamperski and Zydor,20 which compare c-
DFT with MC for a nonprimitive three component model
(3CM), in which the solvent and ions are all treated as distinct
molecular species differing in charge and size. However, all of
these comparisons with MC simulations treat the ions as hard
spheres and the charged surface as a hard wall.
Unlike those previous studies, the present paper compares c-

DFT with MD results for the 3CM. In further contrast with
prior work, 12−6 Lennard-Jones interactions among all species
are included, and the wall interaction is modeled by the one-
dimensional Lennard-Jones 10−4−3 potential, as these are
more realistic and more compatible with MD practice than hard
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interactions. In addition, the present comparisons are extended
to considerably greater charge densities than previously
explored, reaching into a range relevant to energy storage.
We view these increases in complexity and range of the EDL

model as a first step toward validation of c-DFT in a more
realistic setting. This step is in the direction of the more general
MD studies of EOF3−8 which also include the additional
complexity of polar solvents, atomistically structured walls, and
cross-flow. An added complication for EOF is the apparent
enhanced visocity within the EDL.8 In our earlier effort to
model EOF,21 we achieved favorable velocity-profile compar-
isons with MD simulation4 by assuming a uniform viscosity,
and even better results when applying the modified Chapman−
Enskog model for density-dependent viscosity.22 Comparison
with MD results is also hindered by the absence of knowledge
regarding a reference state or chemical potential that is typically
needed for comparison with c-DFT. In order to directly extract
that information, the reference state (adjoining reservoir or
bulk fluid in this case) must be explicitly modeled. Otherwise,
those properties must be inferred via other means, such as the
Widom insertion method for the chemical potential.23 In
addition, previous MD simulations of the EDL3−8,10,24−27 have
generally dealt with large ion concentrations and low surface
charge densities, hence narrow EDLs with a single dominant
“Stern layer” peak more nearly consistent with PB theory. In
the current work, MD simulations were performed for a large
range of ion concentrations and for surface charge densities
many times greater than is typical of EOF. In most cases, the
bulk region can be clearly distinguished, thereby revealing the
reference state needed for comparison with c-DFT.
For the results of this paper, agreement between c-DFT and

MD is deemed excellent, though it degrades somewhat with
increasing charge density. The following three sections describe
the details for PB, c-DFT simulations, and MD simulations.
This is followed by a discussion of the results and concluding
remarks.

■ PB THEORY

Here, we provide an overview of the classical PB theory. While
it is understood that modified PB theories exist and provide
improved model predictions,28 we choose to compare
specifically with the classical standard since it is still in
widespread use. Moreover, the classical result provides model
validation for a specific regime, which will be discussed in more
detail later in the paper.
In the PB formulation, ions near the wall form according to

the Boltzmann distribution. The first order approximation for
the electrolytes is expressed as
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n is the concentration of the ion species, the superscript o
denotes the bulk value, ϕ is the local value of the total electric
potential (relative to the bulk value), e is the elemental charge
value, kB is the Boltzmann constant, and T is the temperature.
The summation of the two densities is the volume density of
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The 1D Poisson equation29 is
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Multiplying both sides by 2(dϕ/dz) gives
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Integrating both sides from a point with zero potential (i.e., in
the bulk) to some point at a finite potential (i.e., in the double
layer, z > d) yields
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Following the application of the Neumann boundary condition
for the bulk, the result becomes
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where κ ≡ (2noe2/εkBT)
1/2 is the inverse Debye length. After a

separation of variables, a second integration from the wall to a
point in the double layer ultimately leads to
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where ϕw is the total electric potential evaluated at the wall−
fluid interface. Inserting eq 7 back into the ionic charge density
equation, eq 2, yields the charge density as a function of
position. Integrating the ionic charge density over all space
yields the applied surface charge density.

■ C-DFT SIMULATIONS
In c-DFT, the equilibrium density distributions, ρi(r), of
multiple molecular species are determined by minimizing the
grand potential energy, Ω, of the system,12−17

∫∑ρ ρ μΩ = −fr r r[{ }] ( ) ( ( ) ) d
i

i i i
(8)

Here, f i(r) is the Helmholtz free energy per molecule of the ith
species, μi is the corresponding chemical potential, and the
integral extends over the three-dimensional domain of interest.
The curly braces on ρ denote the set of unknown equilibrium
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density distributions. Here, we utilize a version of c-DFT
developed at the University of Minnesota by Davis and
colleagues.12−14 In particular, our EDL calculations will utilize
the 3CM in which the two ion species are represented as
centrally charged spheres and the solvent molecules are treated
as neutral spheres.14,18,20 Electrostatic interactions arising from
the solvent molecules are represented by the dielectric constant
of the solvent, presumed to be spatially uniform.
The free energy consists of contributions from ideal gas

behavior, the external potential field, v(r), excess hard sphere
repulsions, Lennard-Jones attractions,30 Coulombic forces, and
short-range electrostatic interactions evaluated using the Mean
Spherical Approximation (MSA) of Waisman and Lebo-
witz:31,32

ρ = + + + + +f f v f f f fr r( , { }) ( )
1
2

( )i i i i i i
ig hs LJ Coul MSA

(9)

The ideal gas component depends on the local species density,
temperature, de Broglie wavelength, Λi, and Boltzmann’s
constant:
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The external field, v(r), is the nonelectrical portion of the
potential field induced by the solid walls. In most of the
calculations presented here, v(r) is obtained by integration of a
Lennard-Jones potential over planar sheets of wall atoms. The
integration33 leads to the LJ 10−4−3 potential of the form:
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where d is the LJ diameter and z is the wall-normal position
measured from the wall. Note that the potential is a one-
dimensional potential and is therefore a function of z, and not
the general position, r. The potential is cut off outside of 3.5
molecular diameters and shifted by subtracting the value at the
cutoff.
Hard sphere exclusions of liquid molecules, modeled by f i

hs,
are included to avoid integration of self-interactions. The excess
free energy is based on the following formula derived from the
Carnahan−Starling equation of state:
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The normalized mean density, η, appearing here represents the
volume fraction occupied by molecules having a hard sphere
diameter dhs. The local mean density, ρ̅(r), used in calculating
these repulsions is a weighted average over the surrounding
fluid:
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The weight functions, ωk(s), are chosen in accordance with a
third-order scheme derived by Tarazona;34 a corrected version
is given by Vanderlick et al.12 The weighting functions are
prescribed as
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where s = |r − r′| is the relative atomic position. Here, we will
assume that all molecular species have the same diameter, dhs,
thus permitting the local summation of all species into the total
densities, ρ(r), used in computing ρ̅(r).
Attractive energies are defined by a density weighted integral

of a pair potential function, Uij(s), over the surrounding fluid,
separately summing the contributions from each species:
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Although the LJ 12−6 potential is used in nearly all c-DFT
modeling, authors differ in how they extract the attractive part.
We follow one common approach by splitting the potential at
its crossover point, s = d, and cutting it off at s = smax = 3.5d.
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Outside this interval, U = 0. To avoid a slight discontinuity in
Uij at s = smax, this truncated function is shifted by subtracting
Uij(smax).
Coulombic contributions to the free energy are computed as

the product of the molecular charge, qi = ezi, with the local
electric potential, ϕ:

ϕ=f qr r( ) ( )i i
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(17)

The electric potential field is obtained by solving Poisson’s
equation,29
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in which ε is the permittivity of the liquid, e is the elementary
charge, and zi is the number of charges per molecule.
The free energy associated with short-range electrostatic

interactions is modeled using MSA31,32
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Here, λ is the Debye length which we evaluate using local
values of the species densities in the manner suggested by
Gillespie et al.15 and Wang et al.,16 rather than using the
reference densities that refer to the bulk reservoir fluid, as was
done in most early implementations of MSA.13,14 The diameter
appearing here is taken as the exclusion diameter, dhs.
By taking the variation of Ω with respect to ρi(r), we obtain

the following expression for the chemical potential of each
species, applicable to all points, r:

ρ μ+ + + + + + =k T v f f f f fln i i i i i i i iB
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The new term, f i
hs2, arises from (Frećhet) functional differ-

entiation of the nonlinear hard sphere repulsion term:
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Numerical solutions to the preceding integral equations are
obtained on a discrete grid having a uniform spacing of d/30.
All of the integrals appearing in the c-DFT equations are
represented as weighted summations over the surrounding grid
points. The weight factors in these summations are calculated
by numerical quadrature prior to numerical solution, and these
weights remain fixed unless the grid is redefined. Moreover, in
the case of 1D c-DFT, integration over two of the three
dimensions can be performed at the onset to obtain weights
describing interactions between slabs of volume bounded by
parallel planes defined by their distance from the planar
electrode surfaces. Introduction of this discretization into eq 23
then yields an independent equation for each species density at
each grid point. This system of nonlinear algebraic equations is
then solved iteratively to obtain the equilibrium density field.
For a 1-D system with a channel width of w = 10d, iterative
solutions to the resulting system of coupled nonlinear
equations require about a minute of computing time on a
single 3 GHz Dual-Core Intel Xeon CPU processor to obtain
five digit accuracy after 4000 iterations. The numerical
quadratures and primitive iteration scheme are detailed in ref
34.

■ MD SIMULATIONS
MD simulations of a similar electrically charged nanochannel
were performed with the LAMMPS software package.35

Important to note is that the MD domain is sufficiently wide
in the wall-normal direction so that the bulk fluid can be
explicitly modeled to measure ion molarities, solvent density,
and the electric potential. The simulation domain consists of
the electrolyte fluid bounded in the z dimension by LJ 10−4−3
walls, as discussed previously, and in the transverse directions
with periodic boundary conditions. Transverse dimensions are
5 nm × 5 nm, and the longitudinal dimension varies depending

on the bulk ion concentration. Interatomic potentials were
modeled with the superposition of a typical LJ 12−6 potential
with Coulomb’s law, both with a 1.3 nm cutoff. The pairwise
potential is an abrupt cutoff, contrary to c-DFT, which is cut
and shifted. Fluid−wall interactions are treated as described in
the c-DFT section.
Equations of motion were integrated with the velocity-Verlet

algorithm36,37 and a timestep of 0.0005 ps. The electrolyte fluid
is comprised of positive, negative, and neutral LJ atoms, all with
the same interaction parameters. The atoms are assigned a mass
of 18.0154 g per mole. To account for the dielectric effects of a
polar solvent, the dielectric constant εr was set to 80 to
approximate water.3,5 In general, polar solvent molecules will
solvate ionic charges and prevent oppositely charged ions from
approaching too closely. This can be mimicked by reducing all
Coulombic interactions by the value of the dielectric constant.
Long range Coulombics are computed using the PPPM
algorithm38 with slab geometry.39

To facilitate equilibration, the initial system contains only
uncharged particles. The number of particles must be selected
such that the final steady state configuration produces the
correct bulk concentrations and densities. Note that this
procedure requires some iteration to target the desired values,
and it can be approximately informed by the steady state
configuration from the c-DFT calculations or PB theory. The
atom velocities are all initialized to zero since potential energy
variations will cause the system kinetic energy to increase
rapidly. This uncharged system is equilibrated to 300 K for
100 000 timesteps using the Nose−́Hoover40−42 thermostat.
Following the initial equilibration, fluid particles are randomly
selected and assigned positive or negative electric charges. The
selection process fills each approximate EDL region with
counterions and randomly assigns the rest of the ions to the
remainder of the domain according to a uniform distribution.
This produces a biased overall distribution aimed to expedite
equilibration. A background electric field is applied to simulate
equally and oppositely charged surfaces. The charged system is
then equilibrated for 500 000 more timesteps to 300 K. To
avoid any local minima in the energy landscape, the system is
annealed to 1000 K for 500 000 timesteps, followed by a
cooling step back to 300 K for 1 million timesteps.
Following equilibration, thermostats are turned off. The

system is allowed to evolve toward a steady state solution for 5
million timesteps. The first 1 million timesteps are treated as
transient, and the remaining timesteps are confirmed to be
statistically steady. Five permutations of this simulation are
performed for each molarity and surface charge combination.
The permutations differ in the initial configuration of atom
positions. To increase sampling in the larger domain for 10
mM, an additional five permutations are simulated, and each
production run is shortened by 1 million timesteps. Not all
molarity and surface charge combinations are tested due to
computational difficulty in achieving good statistics for low ion
counts and low surface charges.
Spatial dependent particle concentrations are extracted by

species from the domain via an atomistic-to-continuum (AtC)
interpolation method.43 The resolution of the 1-D continuum
mesh is approximately 0.1 Å. Density data are sampled every
0.25 ps. After removing the transient data, the remaining data
are time- and ensemble-averaged. Species concentrations,
scaled by the atomic charge, yield the spatially resolved free
charge density, ρfree. Integrating Poisson’s equation
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ε ε ρ∇· =E( )r0 free (25)

produces the z component of the electric field. Note that,
consistent with c-DFT, εr = 80 is assumed to be pervasive in
this integration, regardless of the presence or absence of
solvent. Furthermore, the electric field is offset by the applied
field, which is also augmented by the relative permittivity. The
electric potential can similarly be obtained by integrating the
electric field:

ϕ−∇ = E (26)

The bare wall potential, also known as the electric surface
potential, is determined by taking the electric potential at the
fluid−wall contact point in reference to the electric potential
evaluated in the bulk; see Figure 1. For this study, the contact

plane, not to be confused with the shear plane where the zeta
potential is measured, is defined to be one-half a molecular
diameter away from the LJ 10−4−3 origin, to be consistent
with the c-DFT calculation. Moving the measurement location
within the free space region will merely add a linear offset to the
electric potential (linear with respect to the applied surface
charge) since the amount of charge does not change. The ion
molarities are also measured by taking the average density of
the channel center.

■ RESULTS
Results are reported in terms of normalized position, z* = z/d,
channel width w* = w/d, density ρ* = ρd3, potential ϕ* = ϕe/
kBT, and surface charge σ* = σd2/e. Parameters used in the
EDL simulations are given in Table 1.
Bulk ion densities are varied from 1 mM to 1 M. The lower

end of this range is typical of microscale chemical laboratory
devices, while the upper end applies to electrochemical energy
storage devices and desalination processes. Within this range of
ion concentrations, the Debye thickness from PB theory λ
decreases from approximately 97 to 3 Å or, equivalently, λ/d
decreases from 30 to 1 with increasing concentration. Thus, to
avoid excessive EDL overlap, we utilized a channel width of w*
= 12.55 for bulk concentrations of 100 mM and 1 M, but
increased the width to w* = 100 for the 10 mM and 1 mM
runs. Note that these bulk ion concentrations refer to the state

that would exist in a zero-potential reservoir of infinite extent in
equilibrium with the charged channel. The same state would
also be found at the center of a charged channel having a width
much greater than the Debye thickness. For comparison
purposes, the bulk of the MD domains is defined as the center
∼12 Å and ∼45 Å for the w* = 12.55 and w* = 100 channels,
respectively, where the electric potential is observed to be
relatively flat.
Channel widths quoted here represent the distance between

the liquid/solid contact surfaces on opposite sides of the
channels, as indicated in Figure 1. Similarly, the bare wall
potentials reported here are measured at these same contact
planes. Zeta potentials, by contrast, refer to the potential at the
Stern plane: the center plane of the first layer of fluid molecules
at a distance d/2 from the contact plane.

Preliminary Model Validation. Prior to the comparisons
presented here, we had previously21 used our c-DFT to
replicate c-DFT results presented by Vanderlick et al.12 and
Tang et al.,14 as well as two of the MD simulations presented by
Magda et al.33

As a prelude to the upcoming comparisons of our MD and c-
DFT for the EDL, we performed an initial comparison of
density profiles for a fluid confined between uncharged planar
walls. The parameters are taken from an MC simulation by
Snook and van Megen44 for a channel width of 7.5 measured
between the center planes of the first layers of wall atoms in the
10−4−3 LJ walls; this is a width of 6.5 between fluid/solid
contact planes. The LJ energies for the fluid−fluid and fluid−
solid interactions are both taken as εLJ/kBT = 0.833 and the
chemical potential is μ/εLJ = −2.477, which corresponds to a
bulk fluid having a normalized density of ρ* = 0.5925. Since the
authors reported the number of fluid molecules in their MC
simulations, we used this to guide the number needed in our
MD.
Figure 2 compares Snook’s MC and our MD with our c-DFT

results for two different choices of the hard sphere diameter.
The c-DFT result for dhs = dLJ (dotted lines) has a spacing
between molecular layers slightly greater than that of the MD
and the MC simulations. This mismatch is corrected by the use
of dhs = 0.93dLJ in the c-DFT calculation indicated by the solid
line. This adjustment, similar in concept to the Barker−
Henderson diameter,45 helps to align the spacing while having
negligible influence on the magnitude of the density peaks.
Thus, we make this adjustment of spacing mainly to facilitate
the upcoming comparisons between c-DFT and MD for the
EDL.

Figure 1. Diagram of zeta potential (blue) and bare wall potential
(red), also known as the electric surface potential. Since finite atom
sizes are foreign to PB theory, it makes no distinction between the two.
The diagram also shows where the channel width, w*, is measured
from.

Table 1. Simulation Parameters for c-DFT and MD
Calculationsa

parameter c-DFT MD

atom−atom εLJ (eV) 0.006596 0.006596
atom−atom d (Å) 3.1507 3.1507
atom−atom inner cutoff (Å) 2.9302 N/A
atom−atom outer cutoff (Å) 11.0275 13.0
atom−wall εLJ (eV) 0.1351 0.1351
atom−wall d (Å) 3.1507 3.1507
atom−wall outer cutoff (Å) 11.0275 11.0275
relative permittivity εr 80 80
nominal temperature (K) 300 300
atomic mass (g/mol) N/A 18.0154

aThe word “atom” is used to represent either a solvent or solute
particle, as opposed to the LJ wall.
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Comparison of c-DFT and MD Simulation of EDL.
Figure 3 provides an overview comparison of computed surface

potential versus surface charge density among our MD, our c-
DFT, and classical PB modeling. This is a very important
metric as the inverse slope of this plot is the capacitance. Since
kBT/e ≈ 25 mV, the upper range of the potential slightly
exceeds 1 V, typical of double layer capacitors.
MD results (symbols) are shown for three charge densities

(0.44, 0.88, and 1.75) and for bulk concentrations of 10 mM,
100 mM, and 1 M. Additional charge densities (0.22, 0.66,
1.32) are included for 1 M. The agreement between MD and c-
DFT is judged as excellent for 1 M but degrades moderately at
the lower concentrations. MD results are not included for 1
mM due to the statistical difficulty in obtaining convergence of
the very low ion densities in the channel center.
The classical PB results shown in Figure 3 are obtained by

application of the Grahame equation,46 which is strictly
applicable only to a semi-infinite medium:

σ
ρ
π

ϕ* =
*

* −
P

z[cosh( ) 1]w
2 B

(27)

where ρB* = CBAd
3, CBA is the bulk ion concentration in ions/

Å3 (molarity × Avogadro’s number × 10−27), and P = e2/
4πεkBTd is the plasma constant. Thus, the very precise
agreement in electric surface potential between MD/c-DFT
with PB at low charge density is an indication that our channel
widths are sufficiently large to minimize the effects of EDL
overlap. Also, such a precise agreement at low charges might
not have been anticipated given that the layered density profiles
of c-DFT and MD differ greatly from their smooth PB
counterparts. Most importantly, it is seen that the PB
substantially deviates from MD/c-DFT at charge densities of
0.5 or greater. In an effort to find a fairer comparison to the PB,
we tried two alternatives. In the first of these attempts, we
treated the bare wall potential of the PB as though it were a zeta
potential and used the surface slope to extrapolate backward by
d/2 to the corresponding bare wall location (see Figure 1). This
produced a PB that rose much faster than the c-DFT/MD. As a
second alternative, we compared the bare wall potential of the
PB with the zeta potential of the c-DFT. This reduces the
disparity between c-DFT/MD and PB at large surface charges
since the zeta potential of the c-DFT/MD increases far more
slowly than the bare wall potential, but such a comparison still
involves substantial error.
Example concentration profiles for three charged cases are

shown in Figures 4a, 5a, and 6a. All three examples are targeted
to a 100 mM ion solution with varying surface charge loadings.
Corresponding MD and c-DFT solutions are overlaid to show
the agreement. Since populating the MD domain to a
corresponding c-DFT case is a complex inverse problem, the
MD models used as inputs integrated solvent and solute density

Figure 2. Snook MC (green circles) and present MD (red squares)
compared to c-DFT (solid and dashed lines) with different choices of
the hard sphere diameter, dhs, relative to LJ diameter, dLJ.

Figure 3. Capacitance comparison of three EDL models. MD is shown
with circle markers and error bars which denote the standard deviation
of the data set. c-DFT is shown with solid lines, and PB is shown with
dashed lines. Colors denote bulk ion molarities, as shown in the
legend.

Figure 4. MD/c-DFT EDL comparison for 0.44 normalized surface
charge. Electryolyte concentration is 93.239 mM (100 mM target).
Bulk solvent density, normalized by d3, is 0.71711 (0.7 target).
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profiles and surface charge density outputs from the c-DFT
simulations. Since agreement is good between the two models,
this method produces nearly analogous cases for comparison.
An additional c-DFT iteration to match the MD is also done in
some cases. The left-hand sides of Figures 4a−6a show the
concentration profiles on a linear scale, distinguished by atom
types. The right sides of the figures are the analogous plots
displayed on a logarithmic scale to showcase good agreement
even over five to six decades.
The peak heights and widths appear to differ slightly between

the two models, particularly near the wall. c-DFT tends to have
broader, shorter peaks, while the MD has narrower, tall peaks.
This is especially noticeable in the first two layers in Figure 6.
The particle density profiles are multiplied by the atom types’

respective valences to obtain a charge density profile, which is
shown in the top graph in Figures 4b, 5b, and 6b. The second
and third plots correspond to the density profile once- and
twice- integrated to obtain the z-component electric field and
electric potential, respectively. The results from the two models
are overlaid again in these plots, and the agreement is shown to
be quite good. Even despite the slight mismatch in peak values
observed in Figures 4a, 5a, and 6a, the integrals seem to
converge to similar solutions. This is a result of having an equal
amount of charge per layer, only differing in the mobility of the
atoms within those layers.

Sequential Layer Charging Phenomenology. Charging
of the EDL proceeds largely as a sequential layer-by-layer
displacement of solvent molecules by counterions, as illustrated
in Figure 7 with c-DFT results at 10 mM. Similar results were

observed in the MD, particularly at higher concentrations. As
seen in the inset density profiles for σ* = 1.0, all of the solvent
has been displaced from the first layer prior to the formation of
a second layer of counterions. With increasing surface charge
density, the counterion density peaks in the first and second
layers both continue to increase in height and narrow in width
until all of the solvent has been excluded from the second layer,
as seen in the inset for σ* = 2.1. The third stage of the process
continues in a similar fashion until all of the solvent has been
displaced from the third layer at σ* = 3.6.
Another interesting feature of this step-like layer filling

process is that each stage proceeds with a nearly constant
capacitance, as indicated by a constant slope in Figure 7. The

Figure 5. MD/c-DFT EDL comparison for 0.88 normalized surface
charge. Electryolyte concentration is 113.45 mM (100 mM target).
Bulk solvent density, normalized by d3, is 0.72227 (0.7 target).

Figure 6. MD/c-DFT EDL comparison for 1.75 normalized surface
charge. Electryolyte concentration is 107.59 mM (100 mM target).
Bulk solvent density, normalized by d3, is 0.74146 (0.7 target).

Figure 7. Layer filling phenomenology. Aside from initial nonlinear
behavior, the capacitance trend is a nearly piecewise linear function.
Inflection points correspond to solvent depletion from subsequent
near-wall layers, as depicted in the figure insets.
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transition from one stage to the next is smooth but most of the
charging occurs as a piecewise linear process with the slope
increasing (and the capacitance decreasing) with each
successive stage. This seems physically reasonable, as it
becomes more difficult to accumulate charge in layers more
remote from the surface. However, this interpretation does not
appear to apply in the initial charging of the first layer which
begins with a very steep slope (small capacitance) before
turning off onto a much flatter, nearly constant slope. The
initial nonlinear phase occurs because ionic charges are
relatively evenly distributed through the EDL for low surface
charges. As loading increases, peak formation becomes
energetically favorable, and most of the charge is found
distributed near the walls, as shown in Figure 8. As the peak

builds up (likewise for subsequent layers), the peak structure’s
contributions begin to dominate those of the tail. Aside from
the initial nonlinear phase, these features of the charging
behavior are expressly absent from theories not accounting for
finite size effects since the physics arise from layered density
profiles and solvent displacement processes entirely foreign to
PB.
MSA Treatments Leading to Charge Inversion. In MSA

formulations of c-DFT, the Mean Spherical Approximation of
Waisman and Lebowitz31,32 is used to solve the Ornstein−
Zernike equation relating the radial distribution functions and
direct correlation functions of ion species. The resulting pair
interactions can then be partitioned into a direct Coulombic
contribution, a hard sphere repulsion, and an electric residual
contribution with the latter given by our eqs 19−22.16
Historically, the Debye length appearing in eq 19 had been
evaluated using the ion concentrations of the bulk state existing
within the center of a very wide channel or within an external
reservoir, referred to here as the MSAB approach. This was
traditionally done, in part at least, to ensure electrical neutrality
of the reference state since the MSA theory is derived as a
perturbation about a neutral reference state. The expectation of
the perturbation approximation is that the final result is a small

correction to the reference. Given that large density variations
occur near the walls, the perturbation ansatz can not be
expected to work. More recent MSA implementations by
Gillespie et al.15 and Wang et al.16 have used a local,
nonuniform fluid as the reference state, as opposed to the
bulk fluid. Because local ion concentrations are not electrically
neutral, these authors defined an equivalent charge-neutral
reference state having the same ionic strength as the local state.
Thus, denoting reference densities with the subscript “ref,” a
pair of ion densities must satisfy the requirements that

ρ ρ ρ ρ+ = ++ − + −
ref ref (28)

ρ ρ ρ ρ+ = ++ + − − + + − −q q q q( ) ( ) ( ) ( )ref
2

ref
2 2 2

(29)

For the present univalent examples, the net result is that

ρ ρ ρ ρ= = ++ − + −( )ref ref
2

(30)

Wang et al.16 found this approach to be in good agreement with
MC simulations47 of a solvent primitive electrolyte. Here, we
test this approach, referred to as MSAL, against MD simulations
of the 3CM in which ion and solvent species are all of finite
size.
All of the preceding comparisons of c-DFT with MD use

local ion densities evaluated at individual grid points to
implement MSAL. We find that those comparisons with MD
are moderately degraded when the “local” Debye length is
computed in an alternative manner by averaging over a
surrounding sphere of molecular size, as suggested in previous
versions of MSAL.

31,32 But these differences are very minor
compared to deviations between MSAL and MSAB versions of
c-DFT. As seen in Figure 9a, the ion concentrations in the first
layer do not differ greatly in using these different versions of
MSA, but the MSAL produces a broader spreading of non-
neutral ion concentrations into the central region of the
channel. This leads to a substantial difference in the electric
potential distributions depicted in Figure 9b. The MSAL profile
has a much broader region of gradually changing slope,
resulting in a surface potential about 20% greater than MSAB.
Also included in Figure 9b is a c-DFT calculation that entirely
excludes the MSA electric residual terms while retaining the
Coulombic and hard sphere interactions, referred to as MSA0.
This leads to a surface potential that is about 20% above MSAL.
Given the excellent agreement of MSAL with MD in our earlier
results, we conclude that MSAB and MSA0 should be rejected in
favor of MSAL.
Differences between MSAL and MSAB are further illustrated

in Figure 10 which displays bare wall and zeta potentials. The
potentials for MSAB (solid lines) generally fall below the
corresponding results for MSAL (dotted lines). This can be
seen by comparing the MSAB and MSAL results for 1 mM,
which are both indicated in Figure 10 in green and by
comparing Figure 10 with Figure 3. Another interesting feature
of Figure 10 is that the zeta potential for MSAB becomes
negative for bulk concentrations of 1 M and for charges ranging
from 0.4 to 0.9. This is an indication of overscreening or charge
inversion which occurs when counterions adjacent to the
electrode are more than sufficient to screen the surface charge.
Although this phenomenon has been seen in some previous
MD simulations (with polar solvent),4,6 it does not occur in our
MD (with nonpolar solvent) or MSAL predictions for the
parameter ranges considered here. So it is suspected that the
charge inversion seen in Figure 10 may be an incorrect c-DFT

Figure 8. The distribution of charge in the EDL as surface charge
increases (according to PB − similar trends are expected for MD and
c-DFT since all three models are in good agreement in this regime).
The fractional amount of charge found nearest the wall increases as
surface charge increases. Prior to peak formation, the long tail of the
EDL impacts the electric surface potential greatly, which causes the
nonlinear charging trend.
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result that arises from the MSAB approximation. To better
understand this phenomenon, we are studying the effects of
polar solvents in an ongoing research.
Charge inversion attributed to MSAB is also illustrated in

Figure 11. Here, the solid symbols indicate the MC results of
Lamperski and Zydor20 for a 3CM similar to the present 3CM
except that the molecules are hard spheres and the electrode
surface is a hard wall; there are no LJ interactions. Also, the
bulk density is 0.573 rather than 0.7, and the problem is posed

on a semi-infinite domain. Our MSAL results for this
configuration are in reasonably good agreement with Lamp-
erski’s MC, whereas our MSAB results indicate charge inversion
and a resulting region of significant opposite potential near the
electrode. The charge inversion is reversed in regions farther
from the electrode where the coions outnumber the counter-
ions, as apparent in the inset of Figure 11.
Figure 12 compares the zeta and bare wall potentials

computed by Lamperski (symbols) with our MSAL and MSAB

results. It is seen here that the two versions of c-DFT tightly
bracket the MC results. So, from this comparison, there is no
reason to prefer one approach over the other. We note that
differences between our c-DFT MSAL and Lamperski’s MC
results, particularly those in the potential profiles of Figure 11,
may arise partly from differing treatments of electrostatic
interactions. The MC uses the method of charged planes to
estimate long-range forces, which is thought to be less
accurate24 than the corrected 3D Ewald summations used in
our MD and the Poisson solver used in our c-DFT.

■ CONCLUSION
MD and c-DFT models of electrolyte fluids contained within
nanochannels were studied and compared to classical PB

Figure 9. Comparison of results obtained with alternative
implementation of MSA. Local evaluation of Debye length in MSAL
produces broader distribution of counterions and higher surface
potentials than bulk evaluation in MSAB. MSAL is in best agreement
with MD results, as suggested by comparisons in Figures 3−6.

Figure 10. Capacitance comparison for MSAB (solid lines) vs MSAL
(dashed lines). The bare wall potentials are the upper curves, labeled
as ϕBW, and the zeta potentials are the lower curves, labeled as ζ.
Colors denote bulk ion molarities, as indicated in the plot. MSAB
predicts strong charge inversion and negative zeta potentials for 1 M,
in contrast to MSAL and MD.

Figure 11. MSAB and MSAL implementation schemes compared with
Lamperski MC electric potential and ion density profiles. MSAB
produces charge inversion in contrast to MSAL and MC.

Figure 12. Bare wall and zeta potential trends of MSAB and MSAL
implementation schemes compared with Lamperski’s MC.
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theory. To facilitate proper comparison, special care was taken
to model analogous parameters with both techniques. The
simulations performed in this study used the 3CM, in which
solvent and solute are represented by three distinct molecular
species. The fluid−fluid and fluid−solid interactions use LJ-type
potentials, in contrast to previous c-DFT-to-MC comparison
studies, which utilized hard-sphere and hard-wall repulsions. In
further contrast with previous studies, our simulations cover a
wide range of electrolyte concentrations and surface charge
densities. Our MD models are able to simulate concentrations
as low as 10 mM and still produce density profiles in agreement
with c-DFT over a five to six decade range. All of our
nanochannels are sufficiently wide to prevent overlapping
EDLs, even in the case of low ion concentrations (hence large
Debye lengths). A discernible bulk region with zero potential is
important for direct comparison between MD and c-DFT.
As a result, MD and c-DFT methods are in excellent

agreement for various qualitative and quantitative assessments,
particularly for large molarities. Metrics for assessment include
atomic density, charge density, electric field, and electric
potential profiles, as well as capacitance trends for various
loadings and concentrations. Specifically, density profiles agreed
particularly well on peak location and spacing, while differing
slightly on peak height and width. Comparisons are improved
when c-DFT uses a modified hard sphere radius of dhs = 0.93dLJ
and the MSAL implementation. MD calculations tended to have
taller, narrower peaks than the c-DFT; this is resolved by the
fact that there is an equivalent amount of charge in the layer.
Moreover, as electrolyte concentration decreases and surface

charge loading increases, deviation from PB becomes
increasingly apparent. These trends highlight the effect of
distinct ion packing layers, which is due to the finite sizes of
electrolyte and solute. Distinct layers result in significantly
reduced capacitances relative to the predictions from PB theory.
Further investigation shows a layer packing phenomenon in
which a new ion peak begins to form when solvent is
completely expelled from the previous fluid layer. The onset of
the new ion peak produces a kink in the electric field and
electric potential profiles, thereby reducing the capacitance of
the EDL. Since this behavior arises from finite size effects, it is
not captured in PB theory.
This work is a step toward modeling more complex systems.

As mentioned previously, we will be exploring complex EOF
models with polar solvents and atomistically structured walls
including surface roughness. We are exploring the plausibility of
modeling structured walls with higher dimensional c-DFT to
study surface effects such as packing structures. Additionally, by
modeling representative unit cells with 3D c-DFT and linking
them with a continuum-like boundary conditions, we can study
large-scale surface roughness.
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