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A B S T R A C T   

In recent years, artificial intelligence methods have been widely used in the study of pedestrian 
dynamics and crowd evacuation. Different neural network models have been proposed and tested 
using publicly available pedestrian datasets. These studies have shown that different neural 
network models present large performance differences for different crowd scenarios. To help 
future research select more appropriate models, this article presents a review of the application of 
neural network methods in pedestrian dynamics studies. The studies are classified into two cat-
egories: pedestrian trajectory prediction and pedestrian behavior prediction. Both categories are 
discussed in detail from a conceptual perspective, as well as from the viewpoints of methodology, 
measurement, and results. The review found that the mainstream method of pedestrian trajectory 
prediction is currently the LSTM-based method, which has adequate accuracy for short-term 
predictions. Furthermore, the deep neural network is the most popular method for pedestrian 
behavior prediction. This method can emulate the decision-making process in a complex envi-
ronment, and it has the potential to revolutionize the study of pedestrian dynamics. Overall, it is 
found that new methods and datasets are still required to systemize the study of pedestrian dy-
namics and eventually ensure its wide-scale application in industry.   

1. Introduction 

Pedestrian dynamics is one of the most important research directions in traffic systems, and there are many approaches to study this 
issue. A traditional approach is to observe the surveillance video that can count the flow rate and movement characteristics of 
pedestrian flow in the different urban areas. By conducting the controlled experiments, the crowd characteristics of specific pedestrian 
scenarios can be studied in depth [1–3]. In addition, many modelling methods have been proposed to reproduce the pedestrian 
movement, such as, social force model [4,5], cellular automaton model [6–8], and agent-based model [9]. For the emergency situ-
ations, few scholars have conducted case studies [10,11], evacuation simulation [12–14], and crowd risk assessment [15]. The pre-
vious studies focused on the patterns and mechanisms of crowd movement, exploring the causes of group behaviors, and attempted to 
reproduce the phenomena through numerical modelling. The insights into dynamic mechanisms of pedestrians can facilitate the design 
of building structures and facilities. Furthermore, it is important to make online predictions for crowd movement for the daily and 
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probable emergency situations, to ensure the safe and efficient pedestrian flow capability in urban areas. Artificial neural network 
method is a common prediction approach that can provide a fast response to the problems. In recent years, many pedestrian-related 
topics have emerged in the field of computer science, such as pedestrian detection and trajectory analysis, and an increasing number of 
scholars have started to conduct the research on pedestrian dynamics and safety. 

Neural network is a well-known machine learning algorithm. By learning a large number of labelled data samples of a specific 
problem, the neural network is trained and able to provide prompt timely answers to the problem. Previous studies have shown that 
neural networks can provide adequate predictive capabilities for non-linear systems. Compared to the traditional modelling methods 
for pedestrian prediction, the neural network approach requires an extremely short computation time, making it particularly suitable 
for applications in the fields of urban pedestrian flow management and edge computing. In addition, many online prediction methods 
for pedestrian problems have been proposed based on the neural network approach. Problems relevant to pedestrian behaviors are 
usually solved using deep neural networks (DNNs). DNNs are capable of solving the problems of pedestrian decision-making and safety 
assessment at a given moment [16–21]. Recurrent Neural Networks (RNNs) are suitable for solving problems over a continuous period 
of time. Based on the RNN concept, various improved LSTM approaches have been proposed and widely applied for pedestrian tra-
jectory prediction [22–25]. In addition, convolutional neural networks (CNNs) are capable of handling problems related to pedestrian 
images, such as face recognition [26], pedestrian detection [27–30], and crowd density estimation [31,32]. Camera et al. [33] 
summarized some pedestrian behavior analysis methods that can be used in artificial intelligence driving technologies and classified 
the methods according to whether pedestrian goals are considered and whether the pedestrian interactions are calculated. Based on the 
classification of the human trajectory prediction approaches, Rudenko et al. [34] showed that the neural network-based approaches 
can contribute to the discovery of statistical patterns inherent in pedestrian motion. Neural network methods can be highly efficient 
and can accurately predict pedestrian-related parameters; however, the successful implementation of such methods requires a 
comprehensive foundation, including an appropriate network architecture, large number of labelled samples, and sufficient training 
time. This article focuses on the review of pedestrian dynamics research and does not discuss the pedestrian image recognition 
techniques. 

The use of neural networks in pedestrian dynamics research is an integration of computer science with traffic and safety domains. 
Using this advantageous new algorithm is important for research in the field of pedestrian dynamics. First, it can help us to understand 
human behavior in urban environments. This understanding can then be used to improve transportation, emergency management, 
security, and urban planning. For example, by understanding how pedestrians react to different stimuli, better crowd management 
techniques can be designed and more effective evacuation plans can be developed. Second, further pedestrian dynamics prediction 
work can be used to prevent accidents and disasters. For example, we can use neural network method to predict the crowd flow and 
identify potential bottlenecks in pedestrian traffic, even more to simulate how crowds will react to emergencies, such as fires or 
explosions. 

Predicting pedestrian dynamics is a complex project because different scenarios have different characteristics that necessitate the 
use of different methods. It is important to understand the mechanism of employing neural networks and the types of pedestrian 
scenarios that can be addressed, from the previous studies. Firstly, it is important to understand the network configuration established 
in the previous studies. Since not every neural network method can effectively handle the pedestrian problem, the network archi-
tecture, activate functions, and datasets are crucial. An inappropriate neural network setup can lead to non-convergence of training 
data or poor accuracy of the prediction results, despite having provided adequate data for training. Secondly, the neural networks can 
generate only the potential associations for the given inputs and outputs. To summarize the previous considerations, this will be useful 
for the selection of appropriate input factors for the investigation of a new problem. Thirdly, benchmarks are extremely important for 
neural network research. Comparison between the models trained with the same datasets is an essential indicator for model evaluation. 
Therefore, researchers first need a comprehensive review, to be able to generate fast and accurate neural network models for the 
specific pedestrian problems. 

This review is organized as follows. In the following sections, the authors sequentially present the studies on pedestrian trajectory 
prediction and pedestrian behavior prediction. For each category, the authors provide a detailed comparison and discussion, both 
conceptually and from the perspectives of methodology, datasets, and results. Finally, a short summary presents the development and 
outlook of the neural network methods in the field of pedestrian dynamics research. 

2. Pedestrian trajectory prediction 

2.1. Research topics 

Pedestrian trajectory prediction has been a research hotspot and that has attracted considerable attention in the field of computer 
vision in the recent years. The application of pedestrian trajectory prediction is closely related to new technologies, such as auton-
omous driving and crowd recognition, and it contributes to the development of smart cities. With the popularity of urban video 
surveillance and the advancement of deep learning technology, an increasing number of new data-driven models have been proposed 
to predict the pedestrian trajectories and behaviors. These pedestrian trajectory prediction methods are more informative and intel-
ligent than those in the traditional pedestrian dynamics studies, and they will probably become a new trend in the development of 
pedestrian dynamics and evacuation research. 

The development of data-driven models requires large amounts of tagged data. By processing the pedestrian walking videos and 
tagging the coordination of each point on the movement path, the datasets are obtained and used as the model input. To compare the 
performance of different models, researchers have trained data-driven models with the same dataset sample and adopted a consistent 
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measurement to establish a baseline for results analysis. 

2.2. Methodology 

Traditional models (such as social force model) can perform the trajectory prediction without labelled data; whereas, they are 
generally less accurate than the data-driven approaches. Due to the time-sequential nature of the video data and the fact that 
pedestrian trajectory is highly correlated with the previous movement path, RNN-based models can be one of the best choices to tackle 
this problem. Based on the previous efforts and tests, it is found that the LSTM-based models demonstrate an adequate performance on 
this issue. 

Fig. 1 summarizes the classification of the existing pedestrian trajectory prediction models in terms of whether the impact of other 
pedestrians and the influence of scenes are considered. And Fig. 2 shows the classification of models in chronological order. The linear 
model is the simplest model, and the LSTM is the most basic data-driven model. Pedestrian interactions and physical influence are not 
considered in these two models, although it has a significant impact. Subsequent studies have focused on the influence of surrounding 
pedestrians on the motion trajectory. The most representative ones are the reapplication of the social force model and the proposal of 
the Social-LSTM model. Various other models are also proposed based on the concept of social-pooling from the Social-LSTM model. 
For example, the Group-LSTM improves the operation in social pooling to implement the trajectory prediction of different crowd 
groups. Recent studies pay special attention to the physical influences in the crowd scene or the interaction of distant pedestrians. The 
LSTM-based models are becoming more diverse, functionally refined, and are capable of handling highly complex pedestrian 
scenarios. 

In the following text, the authors will describe the trajectory prediction methods in detail, particularly, the LSTM and Social-LSTM 
model, based on which a number of new models have been developed. 

Modeled method: 

•IGP (Interacting Gaussian Processes) [35] 

This is a nonparametric statistical model based on the dependent output Gaussian processes, coupled through a nonlinear inter-
action. The information about the destination of a pedestrian is used in this model. 

•SF (Social Force) [4,22] 

Social force model is proposed by Helbing in 1995, the factors of grouping, collision, and attraction of individual pedestrians are 
considered, as well as social group affinity and predicted destinations have been modeled. As a classical pedestrian dynamics model, it 
has also been used as a trajectory prediction technique in some studies. 

•Linear [22,24] 

In this model, the pedestrian is assumed to move in a straight line; therefore, a straight line with the minimum mean squared error is 
calculated based on a regression of the pedestrian’s trajectory, where the Kalman filter is the commonly used method to track and 
predict the next state of the pedestrian. 

•LTA (Collision avoidance) 

Fig. 1. Classification diagram of models on the topic of trajectory prediction.  
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This is a simplified version of the social force model that utilizes only the collision avoidance energy and is commonly referred to as 
linear trajectory avoidance. 

Data-driven method: 

•LSTM (Long-Short Term Memory) [22,36] 

LSTM is a specialized RNN that is designed to solve the gradient vanishing and gradient explosion problems posed by long se-
quences. Compared with RNN, LSTM has two state vectors: cell state and hidden state. The cell state is a cumulative variable that 
changes gradually, while the hidden state is closely related to the current input and it can change at a faster rate. The architecture of the 
LSTM is shown in Fig. 3. 

The operation of a common LSTM unit is controlled by three gates, that is, a forget gate zf , an input gate zi, and an output gate zo. 
They can be calculated according to (1), where the symbol “+” represents the operation of concatenating two vectors, φ represents the 
activation function, W represents the weight, and b represents the bias. 

⎧
⎨

⎩

zi = φ
(
Wi( xt + ht− 1)+ bi)

zi = φ
(
Wi( xt + ht− 1)+ bi)

zf = φ
(
Wf ( xt + ht− 1)+ bf )

(1)  

Taking advantage of the conditioning effect of the gates, the LSTM computes the state variables and is able to output reasonable 
predictions, which are calculated according to (2), where, the symbols “⊕” and “⨀” represent the operation of addition and multi-
plication of the corresponding elements of the vector, respectively. 

⎧
⎪⎪⎨

⎪⎪⎩

z = tanh
(
W
(
xt + ht− 1)+ b

)

ct = zf⨀ct− 1 ⊕ zi⨀z

ht = zo⨀tanh(ct)

yt = φ(W′ht + b′)

(2) 

Fig. 2. Classification of models and time of first appearance.  

Fig. 3. Illustration of LSTM architecture; xt , yt , ct , and ht represent the input, output, cell state, and hidden state at time step t, respectively.  
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The problem of pedestrian trajectory prediction can be particularly regarded as training a long sequence. When the LSTM method is 
applied to trajectory prediction, it is assumed that each pedestrian is an independent LSTM. The coordinate points on each pedestrian 
trajectory comprise the input sequence xt, and the corresponding prediction trajectory is the output sequence yt . The social factors 
between the pedestrians are ignored in native LSTM; therefore, the pedestrian movement trajectories do not affect each other in the 
hidden layer. The predicted trajectory of a pedestrian is only related to the preceding movement path. The adequate performance of 
LSTM models in solving the problem of trajectory prediction provides a reliable foundation for Social-LSTM and its derivative methods. 

•Social-LSTM [22] 

Social-LSTM is an further development of the LSTM model. It overcomes the drawback of LSTM that cannot handle the interactions 
between pedestrians. Introducing the structure of social pool, where the hidden layer is shared, the LSTMs representing each 
pedestrian in a scene are connected in this architecture. Therefore, the influence of neighboring pedestrians on the movement tra-
jectories can be modeled. An overview of Social-LSTM is shown in Fig. 4. 

In the Social-LSTM method, the neighboring pedestrians are first placed into an N0 × N0 grid at every time step according to their 
relative coordinates. A hidden-state tensor, Hi

t, is used to assemble the hidden state values of all the surrounding pedestrians in the grid, 
which is expressed as (3). 

Hi
t(m, n, :)=

∑

jϵNi

lmn
[
xj

t − xi
t, y

j
t − yi

t

]
hj

t− 1 (3) 

Integrating Hi
t into the original LSTM model, the Social-LSTM model can be constructed. In this model, the hidden state, hi

t, plays an 
important role; further, it inherits the characteristics of the current pedestrian’s movement path. Furthermore, it couples with the 
coordinate information, forming the tensor Hi

t, thereby affecting the trajectory prediction results of LTSM, which can be described as 
(4). 

⎧
⎪⎪⎨

⎪⎪⎩

ei
t = φ

(
xi

t, yi
t;We

)

ai
t = φ

(
Hi

t ;We
)

hi
t = LSTM

(
hi

t− 1, e
i
t, ai

t;Wl
)

(4)   

•LSTM (Occupancy map pooling LSTM) [22] 

This is a reduced version of the Social-LSTM model that only pools the coordinates of the neighbors at every time instance and does 
not require any joint back-propagation across all trajectories during training. Therefore, this model would not be able to smoothly 
change paths to avoid future collisions.  

• MX-LSTM (Mixing LSTM) [23] 

MX-LSTM is an extension of Social-LSTM that takes into account the pedestrian head pose and visual field. By adding vislets (short 
sequences of head pose estimations), the view frustum of attention (VFOA) feature was integrated in this model. Pedestrians out of the 
VFOA were excluded from the social pool. By weakening the influence of the out-of-sight human on pedestrian movement, this model 
improved the pedestrian trajectory prediction performance.  

• Social Attention [37] 

Fig. 4. Overview of the Social-LSTM method [22].  
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The social attention model is a trajectory prediction model based on the concept of the Social-LSTM method, which captures the 
relative importance of each person when navigating in the crowd, regardless of their proximity. Compared with the Social-LSTM 
method, the social attention model considered the interaction of pedestrian from a far distance, based on their velocities and 
advance. Therefore, this model can result in more accurate predictions. 

•Social-GAN [38] 

Social-GAN is a machine learning method that combines the Social-LSTM and generates adversarial networks. In comparison to the 
Social-LSTM approach, this considers the effect of those distant pedestrians in its hidden layer. Furthermore, a simple variety loss is 
introduced in this model to encourage diversity among the predicted samples. 

•SS-LSTM (Social-Scene-LSTM) [25] 

SS-LSTM considers the impact of scene on the pedestrian trajectory prediction. It uses three different LSTMs to capture the person, 
social, and scene scale information. The person-scale LSTM encoder observes the pedestrian’s motion trajectory. The social-scale LSTM 
encoder processes the circular occupancy map, rather than the rectangular map in the Social-LSTM method. Further, the scene-scale 
LSTM encoder handles information based on the surrounding environments. Combining the output information of the three encoders 
and passing it through another layer of the LSTM encoder, the predicted pedestrian trajectory can be obtained. 

•Scene-LSTM [24] 

Scene-LSTM is another pedestrian trajectory prediction method that incorporates the scene information. By dividing the scene into 
multiple grid cells, the learning method is applied on each grid cell; therefore, it can predict the pedestrian trajectory based on the past 
movement of people in these grid cells [24]. proposed two types of Scene-LSTM method with the similar results, where, the 
Scene-LSTM-a uses the scene data from all the grid cells to predict the movement of people, and Scene-LSTM-n uses only the scene data 
from the non-linear grid cells. 

•Social-Grid LSTM [39] 

Social-Grid LSTM integrates the social pooling module and the two-dimensional Grid LSTM module. Furthermore, because of the 
use of the two-dimensional grid, the accuracy of the prediction is significantly improved, compared with the original Social-LSTM 
model. 

•CNN [40] 

The CNN method uses highly parallelizable convolutional layers to handle temporal dependencies. This model contains at least four 
hidden layers, and the convolutions can be easily parallelized. It can provide a better inference time performance and output the 
trajectory prediction results. 

•Group-LSTM [41] 

Group-LSTM method recognizes the similarity between the trajectories of groups pedestrians, whose interactions should not be 
processed in the social pool. By combining the coherent filtering algorithm with the LSTM networks, pedestrians are divided into 
several groups, and the impact of pedestrians in the same group is excluded from the social pool. 

•SoPhie [42] 

SoPhie is a GAN-based model that considers the pedestrian scene information. A visual attention model is used to process the static 
scene context, and an attentive model is adopted to cope with the movement trajectory of the pedestrians. Thereafter, a GAN module is 
used to learn the scene and trajectory data and output the probability distribution over each pedestrian’s future path. 

•SR-LSTM [43] 

SR-LSTM stands for states refinement model for LSTM that emphasizes that the agent should be aware of the updated movement 
features and motion of the surrounding pedestrians. This model performs the interaction behavior between the pedestrians by creating 
a message passing framework. Through multiple processing refinement, it is ensured that each pedestrian agent can get the updated 
surrounding information. 

•StarNet [44] 

StarNet uses a star topology to represent the connections and influence of the pedestrians in motion. It consists of a unique 
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centralized hub network and multiple host networks, and based on these, it can learn complicated interactions between the pedestrians 
and predict the future trajectories in an extremely short time. 

•Social Affinity LSTM [45] 

Social Affinity LSTM is proposed based on the idea of social-affinity map and LSTM method. By connecting the hidden states of the 
pedestrian and neighbors, a weight matrix corresponding to the bins of the social-affinity map, the trajectory and influence of each 
pedestrian can be predicted. 

•Social-BiGAT [46] 

Social-BiGAT is a graph-based generative adversarial network that generates trajectory predictions by modelling the social in-
teractions of the pedestrians in a scene. In this model, all the pedestrians within the scene can interact and the pedestrian behaviors are 
represented by constructing a reversible mapping between the output trajectories and the latent. The experimental results confirm that 
this model outperforms the previous models. 

•LSTM-based sequence-to-sequence trajectory prediction [47] 

LSTM-based sequence-to-sequence trajectory prediction method adopts the LSTM encoder-decoder architecture, which allows the 
generation of a sequence with arbitrary length from a given sequence. And the method is aim to solve the problem of error accu-
mulation over multiple time steps generated in traditional LSTM network. 

•Social-STGCNN [48] 

Social-STGCNN stands for the social spatio-temporal graph convolutional neural network model. It substitutes the need of ag-
gregation methods by modeling the interactions as a spatio-temporal graph, whose edges model the social interactions between the 
pedestrians. This model manipulates the spatio-temporal graph using a graph CNN and temporal CNN, and it outperforms the pre-
viously discussed methods in terms of prediction error, computation time, and number of parameters. 

•ST-LSTM [49] 

ST-LSTM is another LSTM-based algorithm based on the method of Spatio-Temporal Graph, and it is aimed at tackling the 
pedestrian trajectory prediction of cluttered scene. In this model, the spatio-temporal convolutional block is introduced to extract 
features from pedestrians that combines two temporal convolutional networks and one spatial convolutional network. This model 
makes full use of the pedestrian spatial features and is able to output similar predictions to a real-life situation. 

•DCLN [49] 

The Deep Convolutional LSTM Network (DCLN) model is able to represent the complex, multi-channel spatial features surrounding 
pedestrians. In contrast to the traditional LSTM-based methods that use 1D vector to represent the environmental information in the 
LSTM network, the DCLN adopts a multi-channel tensor to represent the environmental information such that more accurate trajectory 
prediction results can be obtained. 

•PTPGC [50] 

“ PTPGC is a model based on graph attention and convolutional long short-term memory. The feature of this model is that it 
considers pedestrian interactions in both encoding stage and trajectory prediction stage. Moreover, the distributions of the trajectories 
generated by this model are more converged compared to other methods. 

•SIT [51] 

Social Interpretable Tree (SIT) employs a coarse-to-fine optimization strategy to build the path tree based on the observed 
pedestrian trajectory data. Different from other methods, SIT embed the future pedestrian trajectories into a discrete structure space, 
and it has a better performance on long-term prediction work. 

•CAGN [52] 

Complementary attention gated network (CAGN) focus more on the peculiar pedestrian scenarios, and this method proposes a dual- 
path architecture including normal and inverse attention. Benefiting from its complementary attention mechanism on spatial and 
temporal dimension, the model can handle diversified pedestrian trajectory prediction task in more complex scenarios. 
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2.3. Datasets 

There are several publicly available pedestrian trajectory datasets: New York Grand Central (GC) [53], the ETH Dataset [54], UCY 
Dataset [55], CUHK Crowd Dataset [56], MIT Traffic Dataset [57], Town Center Dataset [58], and Stanford Drone Dataset (SDD) [59], 
shown as Fig. 5. These datasets contain a variety of crowd behaviors, such as bi-direction flows, path reversals, groups walking 
together, groups crossing each other, and pedestrian conversations. Among these, ETH and UCY are the two most widely used datasets. 

•ETH [54] 

The ETH dataset consist of two scenes (ETH and HOTEL). The ETH scene has a total of 1448 identified frames with 367 pedestrians 
as well as 61 crowd groups, and the HOTEL scene has a total of 1430 frames, with 420 pedestrians and 41 crowd groups recognized. 
The ETH dataset is available at https://icu.ee.ethz.ch/research/datsets.html. 

•UCY [55] 

The UCY dataset contains two scenes and three components (UNIV, ZARA01 and ZARA02). This dataset reflects the trajectory of the 
pedestrians in a campus or city street area, and the three video components recorded 434, 148, and 204 pedestrian tracks, respectively. 
The UCY dataset is available at https://graphics.cs.ucy.ac.cy/research/downloads/crowd-data. 

•CUHK Crowd 

CUHK Crowd dataset contains 474 videos from 215 crowded scenes, and it has been used in the papers [56,60]. The dataset is 
available at https://amandajshao.github.io/projects/CUHKcrowd_files/cuhk_crowd_dataset.htm. 

•MIT Traffic Dataset [57] 

The dataset includes a video and trajectories collected from the New York Grand Central Station, which is available at http:// 
mmlab.ie.cuhk.edu.hk/project/dynamicagent/ 

•Oxford Town Center Dataset [58] 

The Oxford Town Center dataset is a CCTV video of pedestrians in a downtown area. It has been used for face recognition system, 
social distancing algorithms and human sex classification. The dataset is apparently no longer being distributed. 

•Stanford Drone Dataset [61] 

The Stanford Drone Dataset is a large dataset, whose total size reaches about 69 GB. It contains various types of agents including 
pedestrians, bicyclists, skateboarders, cars, and buses. The dataset is available at https://cvgl.stanford.edu/projects/uav_data/ 

2.4. Measurements 

Average Displacement Error (ADE) and Final Displacement Error (FDE) are the measurements widely used to compare the dif-
ference between the predicted and ground truth trajectories. 

ADE is the mean square error, as introduced in Pellegirini et al. that indicates the error over all the estimated points of a predicted 
trajectory, and the ground truth path points over the period from tobs + 1 to tpred. The ADE is calculated as (5). 

Fig. 5. Video frame captures from ETH and UCY datasets.  
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ADE=

∑n

i=1

∑tpred

t=tobs+1

⃦
⃦
⃦Xpred

i,t − Xobs
i,t

⃦
⃦
⃦

n
(
tpred − (tobs + 1)

) (5) 

The FDE indicates the error of predicted destination and the true destination of the prediction, which can be calculated as (6). In 
other words, it is only concerned with the final discrepancy. 

FDE=

∑n

i=1

⃦
⃦
⃦Xpred

i,Tpred
− Xobs

i,Tpred

⃦
⃦
⃦

n
(6) 

Average non-linear displacement error is, in fact, the ADE at the non-linear region of a trajectory because multiple errors in the 
trajectory prediction occur in this region. The non-linear region can be identified by delineating the second derivative threshold. This 
method has also been used to measure the accuracy of the model in few studies. 

Table 1 
Quantitative results obtained based on the different methods for five dataset scenes.  

Method Reference ADE (m) FDE (m) 

ETH HOTEL UNIV ZARA1 ZARA2 AVG ETH HOTEL UNIV ZARA1 ZARA2 AVG 

Linear [22] 0.80 0.39 0.57 0.47 0.45 0.53 1.31 0.55 0.89 0.91 1.14 0.97 
[24] 0.17 0.21 0.23 0.36 0.15 0.22 0.24 0.25 0.03 0.32 0.09 0.19 
[46] 1.33 0.39 0.82 0.62 0.77 0.79 2.94 0.72 1.59 1.21 1.48 1.59 

SF [22] 0.41 0.25 0.48 0.40 0.40 0.39 0.59 0.37 0.78 0.60 0.68 0.60 
[23] – – 2.57 2.88 2.32 2.59 – – 4.62 5.55 4.35 4.84 

LTA [22] 0.54 0.38 0.51 0.37 0.40 0.44 0.77 0.64 0.95 0.66 0.72 0.74 
[23] – – 2.49 2.74 2.23 2.49 – – 4.66 5.55 4.35 4.85 

IGP [22] 0.20 0.24 0.61 0.39 0.41 0.37 0.43 0.37 1.82 0.39 0.42 0.69 
LSTM [22] 0.60 0.15 0.52 0.43 0.51 0.44 1.31 0.33 1.25 0.93 1.09 0.98 

[23] – – 0.67 0.90 1.09 0.89 – – 1.39 1.85 2.15 1.80 
[37] 0.59 0.35 0.25 0.38 0.40 0.39 5.28 4.42 1.55 3.57 6.39 3.84 
[24] 0.16 0.21 0.27 0.33 0.19 0.23 0.29 0.23 0.05 0.28 0.21 0.21 
[39] 0.13 0.16 0.15 0.28 0.37 0.25 0.22 0.28 0.65 0.23 0.51 0.38 
[46] 1.09 0.86 0.61 0.41 0.52 0.70 2.31 1.91 1.31 0.88 1.11 1.52 
[44] 0.70 0.55 0.36 0.25 0.31 0.43 1.45 1.17 0.77 0.53 0.65 0.91 
[45] 0.04 0.01 0.08 0.06 0.02 0.04 0.05 0.03 0.13 0.04 0.05 0.06 

Social-LSTM [22] 0.50 0.11 0.27 0.22 0.25 0.27 1.07 0.23 0.77 0.48 0.50 0.61 
[23] – – 0.62 0.68 0.63 0.64 – – 1.12 1.31 0.79 1.07 
[37] 0.46 0.42 0.21 0.41 0.36 0.37 4.55 3.57 0.65 3.39 4.45 3.32 
[24] 0.18 0.25 0.25 0.37 0.19 0.25 0.34 0.29 0.03 0.32 0.10 0.22 
[39] 0.06 0.11 0.34 0.20 0.24 0.19 0.13 0.24 0.34 0.37 0.55 0.33 
[44] 0.73 0.49 0.41 0.27 0.33 0.45 1.48 1.01 0.84 0.56 0.70 0.91 
[45] 0.03 0.01 0.01 0.01 0.01 0.02 0.03 0.02 0.06 0.02 0.02 0.03 
[49] 1.09 0.79 0.67 0.47 0.56 0.72 2.35 1.76 1.40 1.00 1.17 1.54 

O-LSTM [22] 0.49 0.09 0.35 0.22 0.28 0.28 1.06 0.20 0.90 0.46 0.58 0.64 
MX-LSTM [23] – – 0.49 0.59 0.35 0.48 – – 1.12 1.31 0.79 2.30 
Social Attention [37] 0.39 0.29 0.20 0.30 0.33 0.30 3.74 2.64 0.52 2.13 3.92 2.59 

[24] 0.44 0.44 0.19 0.47 0.56 0.42 0.50 0.55 0.10 0.62 0.71 0.50 
[44] 2.45 2.19 2.92 1.66 2.30 2.30 5.78 4.94 4.95 2.64 4.75 4.81 

Social-GAN [38] 0.81 0.72 0.60 0.34 0.42 0.58 1.52 1.61 1.26 0.69 0.84 1.18 
[44] 0.61 0.48 0.36 0.21 0.27 0.39 1.22 0.95 0.75 0.42 0.54 0.78 
[62] 0.75 0.48 0.36 0.21 0.27 0.39 1.22 0.95 0.75 0.42 0.54 0.78 

SS-LSTM [25] 0.10 0.07 0.08 0.05 0.05 0.07 0.24 0.12 0.13 0.08 0.08 0.09 
Scene-LSTM-a [24] 0.11 0.06 0.11 0.07 0.06 0.08 0.19 0.06 0.02 0.08 0.03 0.08 
Scene-LSTM-n [24] 0.10 0.06 0.09 0.07 0.05 0.07 0.18 0.07 0.02 0.07 0.02 0.07 
Social-GridLSTM [39] 0.06 0.06 0.27 0.16 0.19 0.15 0.11 0.09 0.52 0.29 0.33 0.27 
CNN [40] 0.59 1.04 0.57 0.43 0.34 0.59 1.17 2.07 1.21 0.90 0.75 1.22 
Group-LSTM [41] 0.28 0.28 0.56 0.23 0.34 0.34 1.12 0.89 1.48 0.91 1.49 1.18 
SoPhie [42] 0.70 0.76 0.54 0.30 0.38 0.54 1.43 1.67 1.24 0.63 0.78 1.15 
SR-LSTM [43] 0.63 0.37 0.51 0.41 0.32 0.45 1.25 0.74 1.10 0.90 0.70 0.94 
Social-BiGAT [46] 0.69 0.49 0.55 0.30 0.36 0.48 1.29 1.01 1.32 0.62 0.75 1.00 
StarNet [44] 0.31 0.46 0.21 0.25 0.26 0.30 0.54 0.91 0.40 0.47 0.53 0.57 
Social-Affinity LSTM [45] 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.05 0.02 0.01 0.03 
Social-STGCNN [48] 0.64 0.49 0.44 0.34 0.30 0.44 1.11 0.85 0.79 0.53 0.48 0.75 
ST-LSTM [49] 0.57 0.41 0.38 0.31 0.33 0.40 1.02 0.73 0.84 0.47 0.51 0.72 
DCLN [62] 0.07 0.03 0.06 0.02 0.02 0.05 0.12 0.04 0.08 0.04 0.03 0.06 
PTPGC [50] 0.62 0.25 0.40 0.29 0.27 0.37 1.01 0.33 0.70 0.49 0.47 0.60 
SIT [51] 0.39 0.14 0.27 0.19 0.16 0.23 0.62 0.22 0.47 0.33 0.29 0.38 
CAGN [52] 0.41 0.13 0.32 0.21 0.16 0.25 0.65 0.23 0.54 0.38 0.33 0.43  
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2.5. Discussion 

Alahi et al. [22] were the first to investigate the LSTM-based trajectory prediction model, and their study paved the way for other 
researchers. Since the Social-LSTM model has become the baseline that is generally compared with the other models, almost all of the 
studies have set a similar sample configuration based on it. Table 1 summarizes the experimental results on the two datasets (five 
scenes) in the existing literature. These studies predicted trajectory for 12 frames (4.8 s) using the observed trajectories of 8 frames 
(3.2 s). 

As shown in the table, the results may vary across studies, despite using the same approach and the same dataset. It is well-known 
that the training of neural network models is inherently random and produces diverse results. In addition, the authors believe there are 
two other reasons for this variation. First, although the datasets are identical, different researchers may have selected different data 
samples for model training, which could lead to some discrepancies in the experimental results. Second, few scholars have published 
their experimental codes and dataset, while others have not. In some cases, the researchers could replicate the model only according to 
the description in the previous literature that led to the differences. 

Due to the large variation of results provided by the different studies, it is difficult to make an explicit quantitative comparison. 
However, it can still be observed that the models, in general, consider that a particular scene has more influence over the accuracy in 
the trajectory prediction. Table 1 shows the methods used in different literature and their computational results. The model with the 
best performance for each dataset and average error is emboldened and underlined. Such a simple comparison is only informative, 
considering the differences between studies. It indicates that there is still a need to establish a comprehensive and standardized 
evaluation methodology to provide an accurate assessment of these prediction models. 

Fig. 6 shows the distribution of ADE and FDE results in the previous studies. In most cases, the final prediction error in the next 3.2 s 
is no more than 2 m, which may be beyond the acceptable range. Among them, the DCLN, Scene-LSTM, and SR-LSTM models exhibit an 
outstanding performance and the error can be controlled within 0.2 m. Except for a few case studies [37], it is also observed that the 
ratio of FDE and ADE is approximately 2.0 that is exactly the slope of the scatter plot. Moreover, the FDE is twice as large as ADE, 
indicating that the trajectory prediction errors of these methods can be linearly additive over time. From the figure, it can be observed 
that the methods in region III of Fig. 6 have better prediction accuracy, which indicates that calculating the interactions between all 
pedestrians can significantly improve the prediction. 

In addition, few studies on trajectory scene did not use the ETH and UCY datasets for training, owing to the difference on the 
research content; therefore, the effect of these models cannot be effectively compared. Yi et al. (2016) proposed a model, called 
Behavior-CNN. The factors of location map, location awareness property, semantic meanings of learned filters, and influence of 
receptive fields are incorporated in this model; therefore, the walking behavior of pedestrian in various environments can be learned 
and trained efficiently [63]. proposed a path prediction model using the object attributes and semantic environment. The model 
considers a variety of area types in the scene, including the areas such as, roads, trees, buildings, and travel lanes. In addition, the 
pedestrians are classified into normal and cycling pedestrians. Such processing enables the application of LSTM-based methods to 
complicated street scenes [64]. proposed a pedestrian trajectory prediction method called location-velocity attention model. In this 
model, the location and velocity information are considered as input data, and therefore, there is no need to provide additional context 
of surrounding pedestrians and scene information. Moreover [65], proposed a new graph neural network method that combines the 
recurrent neural network [66] and graph neural network [67]. The study indicates that the rationale behind the interactions between 
pedestrians is important in trajectory prediction. Although these models are difficult to be compared cross-sectionally with those of the 
existing studies, they provide unique approaches to the pedestrian-trajectory prediction in specific scenarios. 

Overall, current neural network models for pedestrian trajectory prediction can mainly achieve short-term trajectory prediction, 
roughly the pedestrian’s path in the next 10 s or less. And long-term crowd trajectory prediction is necessary for the safety management 
of crowd flow, and it can also contribute to the safety evacuation prediction. In the future, the development of pedestrian trajectory 
prediction models can be considered from several perspectives: First, consider that how to identify the characteristics of the sur-
rounding input information, so that the prediction results have a higher accuracy. Second, if the necessary and streamlined neural 
network structure is determined, so that the model has a good response speed. Third, the current model is limited in applications by the 

Fig. 6. Distribution of ADE and FDE of the different prediction models.  
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demand for computational resources, and the future model must be able to realize a longer spatial and temporal range for trajectory 
prediction, which can help pedestrian safety management in real life. 

3. Pedestrian behavior prediction 

3.1. Research topics 

There are many research topics related to human psychology and pedestrian behavior, such as target selection and walking- 
direction decision. In the previous studies, the pedestrian behavior prediction has generally been presented as a decision-making 
process according to the information on the individual needs and surrounding conditions of the pedestrians. The main factors 
affecting pedestrians’ decision making, including walking status, environmental conditions, and destination, are illustrated in Fig. 7. 

The prediction of pedestrian behavior was more focused on human decisions at a certain moment, while the historical information 
of pedestrians was given less importance. Unlike the pedestrian trajectory studies, behavior predictions were usually not time series- 
based, and the pedestrian status, the surrounding environmental conditions as well as the stimulus that affects pedestrians have been 
focused on. Due to the fact that time-series prediction is unnecessary, the deep neural network method would be an appropriate tool for 
solving problems. The deep neural network, also called the multilayer perceptron model (MLP), has been applied and performs 
satisfactorily in many pedestrian dynamics studies [68,69]. In the following sections, the MLP methods and the applications in 
pedestrian behavior prediction work will be introduced. 

3.2. Methodology 

The MLP is one of the most basic neural network models and its architecture is shown in Fig. 8. It is a type of fully connected neural 
network that contains an input layer, hidden layers, and an output layer. 

Each layer contains a number of neurons. The number of neurons of the input layer and output layer are directly related to the input 
parameters and expected output parameters for the particular investigation scenario. The number of neurons in the hidden layers, Nh, 
are usually considered to be between the value of Nin and Nout . In few studies, the Nh is set according to (7), 

Nh =
Nin + Nout

2
+

̅̅̅̅̅
Ns

√
, (7)  

where, Nin and Nout represent the number of neurons in the input and output layer respectively, and Ns represents the size of the 
training samples. Neurons of a layer are connected to the neurons of the next layer, and each connection carries weight information. 
The neurons of the former layer are treated as inputs, and the output is provided to the neurons of the next layer through activation 
functions. The relationship between the inputs x, outputs y, and activation functions φ can be described by (8). 

yi =φ

(
∑

j
Wjxj + bi

)

(8) 

By training the MLP using a large amount of sample data, the parameters of the weights (W) and bias (b) are obtained based on the 
back propagation method. Using the trained neural networks, it is possible to conduct an outcome prediction of the out pedestrian 
dynamics problems. 

Because the MLP model is simpler than the LSTM model, it is applicable to a wider range of pedestrian dynamics issues. However, 
the MLP model is not appropriate for time-series predictions. The MLP model is not structurally based on the RNN inside, and hence 
cannot store the previous prediction results. Therefore, MLP models are only capable of handling static problems in pedestrian 
dynamics. 

Fig. 7. Factors affecting pedestrian behaviors in the previous studies.  
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3.3. Discussions 

MLP has been applied to solve a variety of pedestrian behavior prediction scenarios, such as prediction of pedestrian velocity, exit 
choice of an area, and pedestrian step-length. Unlike trajectory prediction, the subjects of these studies are not the same, and therefore, 
the inputs, outputs, measurements, and datasets for these problems are different altogether. Table 2 summarizes few studies on 
pedestrian dynamics problems that have employed the MLP method that are comparative in methodology. To make a comprehensive 
comparison between these studies, the research topic, neural network configuration, dataset, and results are described. Specifically, 
the neural network configurations of previous studies are highlighted. The parameters that make up the input and output are listed, 
and the numbers within brackets indicate the use of multiple neurons. Based on the previous studies, the researchers have verified that 
the neural network configurations can produce satisfactory results corresponding to the respective research topics, and it is highly 
important to understand the methodological use of neural networks for the investigation of the other pedestrian problems. 

Pedestrian movement simulation, particularly, the walking direction and velocity preferences of the pedestrians in a particular 
environment have been investigated by many scholars. Although deep neural networks can hardly achieve the appropriate results in 
the time-series predictions, they have a better extendibility for different pedestrian scenarios and research requirements. Shao et al. 
[70] tried to combine CA model with neural networks. By mapping the parameters of the neighborhood grids as input neurons and 
mapping the pedestrian motion direction to several output neurons, a neural network was built and verified to feature an adequate 
accuracy. This work discusses the method of transforming a grid model into a neural network. Ma et al. [69] investigated the 
pedestrian movement on the urban streets. It is noted that the movement of pedestrians affect the other pedestrians; therefore, using 
the current motion parameters and information of the nearest neighbor pedestrians, the next movement is appropriately predicted. 
Song et al. [71] trained the neural network with the experimental data of four pedestrian scenarios. The proposed model can generate 
more realistic results than the social force model; however, it still does not converge with the real-life data; particularly for the 
competitive situations. Zhao et al. [72] proposed a composite neural network to study the unidirectional and bidirectional pedestrian 
flow. They used two sets of neural networks to predict the magnitude and direction of the pedestrian speed separately. This is an 
effective way to cope with the complex problems that may involve a large neural network and lead to inefficient training. Moreover, 
Goldhammer et al. [68] conducted a pedestrian trajectory prediction research using polynomial least squares approximation, in 
conjugation with the MLP method. The lateral and longitudinal movements of pedestrians was treated separately in this model, and 
adequate prediction results were obtained for the sample data of pedestrian waiting, starting, walking, and stopping. In addition to the 
pedestrian speed, the problems of path finding as well as risk assessment can also be performed by the neural network method. Sharma 
et al. [73] investigated goal finding by intelligent agents based on a neural network approach. Yuen et al. [74] studied the influence of 
environmental factors on human decision making in urban subway scenarios. The exit preferences of pedestrians were predicted based 
on the data of crowd density distribution and exit distance. Zhao et al. [21] proposed a feature extraction and mapping network model 
for crowd evacuation scenarios. By using the fuzzy neural network method, the level of crowd stampede in a specific scenario can 
finally be output. 

In general, the MLP method is more often applied to the macroscopic pedestrian research, particularly in prediction decision- 
making-related problems. Benefitting from the simple architecture, this method is user-friendly and has been widely used in many 
pedestrian scenarios. It can be used to prejudge human behaviors and quantify the risk level in some emergency evacuation situations. 
Many previous studies have shown that well-trained MLP models can produce satisfactory accuracy for the predicting results. How-
ever, there are some shortcomings to using MLP for pedestrian behavior prediction. First, the scale of the datasets used in previous 
studies is small, and only a minority of these datasets are publicly available. This makes it difficult to verify whether a neural network 
has been trained sufficiently. Second, the experimental results of previous studies are difficult to reproduce by other researchers. This is 
because the datasets used in these studies are often not available, and the experimental settings are not always well-documented. 
Additionally, there is no consensus yet on the type of pedestrian dynamics problems that can be investigated using MLP. This is 
because MLP is a general-purpose algorithm, and its performance can vary depending on the specific problem being solved. 

Fig. 8. Typical architecture of the multilayer perceptron (MLP) model.  
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Table 2 
Studies on pedestrian walking behaviors based on MLP.  

Shao et al. 
[70] 

Research topic Pedestrian simulation using CA model embedded by BP neural network 
Input layer (9) • Current relative position (1) 

• Neighbor grads (4) 
• Surrounding conditions (4) 

Hidden layer 1 hidden layer 
Output layer (3) Direction choice of a particular pedestrian (3) 
Dataset size 78 samples 
Results Accuracy is 94.8 % out of 78 samples and 91.3 % out of 23 new samples 

Yuen et al. 
[74] 

Research topic Passenger route choice prediction in a transportation station 
Input layer (9) • shortest distance between entrance and the three gate groups (3) 

• number of gates in each gate group (3) 
• percentage of wide gate in each gate group (3) 

Hidden layer 
(27) 

1 hidden layer (27) 

Output layer (3) probability of passengers choosing gate group (3) 
Dataset size 617 samples (70 % training, 30 % testing) 
Results Accuracy of their ensemble approach reached 86.17 %. 

Yuen et al. 
[17] 

Research topic Passengers making a route choice between two escalators in a transportation station 
Input layer (6) • walking velocity of passengers (1) 

• initial position of passengers (1) 
• initial density of two escalators (2) 
• final density of two escalators (2) 

Hidden layer 
(21) 

1 hidden layer (21) 

Output layer (1) passengers choosing escalator 1 or 2 (1) 
Dataset size 621 samples (50 % training, 25 % validation, 25 % testing) 
Results Prediction accuracy: 86 % 

Ma et al. 
[69] 

Research topic Pedestrian movement simulation 
Input layer (25) • relative distance to the nearest pedestrians (10) 

• relative velocity to the nearest pedestrians (10) 
• current position of subject pedestrian (3) 
• current velocity of subject pedestrian (2) 

Hidden layer 
(81) 

1 hidden layer (81) 

Output layer (2) pedestrian velocity of next time step (2) 
Dataset size 4496 samples (80 % training, 15 % validation, 5 % testing) 
Results The mean relative distance error was calculated to be 0.322. The lane-formation phenomenon can be reproduced by this 

approach. 
Song et al. 

[71] 
Research topic Pedestrian movement simulation 
Input layer (22) • pedestrian walking speed magnitude (1) 

• pedestrian velocity angle (1) 
• relative distance to the nearest 5 neighbors (10) 
• relative velocity to the nearest 5 neighbors (10) 

Hidden layer 
(110) 

2 hidden layers (both 110) 

Output layer (2) velocity of subject person at the next time step (2) 
Dataset size 61305 samples (90 % training, 10 % testing) 
Results The ANN approach showed considerably lower position fluctuations and provided an improved speed-density curve than the 

social force model. 
Ma et al.[75] Research topic Pedestrian walking behavior simulation (velocity and step length) 

Input layer (34) • current position: distance from destination, left boundary, and right boundary (3) 
• x-component and y-component of current velocity (2) 
• step length of current footstep (1) 
• relative position of nearest neighbor pedestrian (14) 
• relative velocity of nearest neighbor pedestrian (14) 

Hidden layer 
(80) 

1 hidden layer (80) 

Output layer (3) • x-component and y-component of velocity in next footstep (2) 
• step length of next footstep (1) 

Dataset size 3813 samples (80 % training, 15 % validation, 5 % testing) 
Results Mean of the learning performance reached 0.900, and it is considered that the DNN approach can appropriately predict the 

details of the local microscopic pedestrian walking behavior. 
Zhao et al. 

[72] 
Research topic Pedestrian walking behaviors in both unidirectional and bidirectional flow 
Input layer • relative distance between subject person and other pedestrians 

• pedestrian distribution of forward space (98) 
Hidden layer • 2 hidden layers for magnitude prediction 

• 2 hidden layers for direction prediction (50 + 25) 
Output layer • velocity magnitude of the subject pedestrian 

• velocity direction angle of the subject pedestrian (1) 
Dataset size (80 % training, 15 % validation, 5 % testing) 

(continued on next page) 
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Despite these shortcomings, MLP is an optimal method for behavior prediction and evacuation decision-making prejudge. How-
ever, more research is needed to systematize the study of MLP methods and make the prediction of pedestrian behavior by employing 
neural networks more prevalent. This includes developing larger and more publicly available datasets, standardizing experimental 
settings, and conducting more comparative studies of different MLP methods. 

4. Conclusions 

In this article, studies on the pedestrian and evacuation dynamics based on neural network methods are reviewed. With the 
exception of visual image processing, the main research topics discussed are pedestrian trajectory prediction and pedestrian behavior 
prediction. Neural networks can be trained on data from real-world pedestrian movements and be used to analyze pedestrian flow in 
real time. The pedestrian recording data can be used to train the neural network to predict how pedestrians will behave in different 
situations. Pedestrian flow predictions and simulations can be further used to improve crowd management techniques, evacuation 
plans, and urban planning. 

Pedestrian trajectory prediction is closely associated with computer vision, and many scholars from the field of computer science 
are engaged in this research. Among them, the LSTM-based method is the most widely used method that provides satisfactory pre-
dictions. However, current work can only produce accurate results within a few seconds. Such a time span does not yet meet the 
requirements for pedestrian evacuation analysis. Most of the studies on pedestrian behavior and evacuation prediction have been 
carried out by research groups who have been involved in pedestrian dynamics and public safety science for years. The main draw-
backs of these studies are the lack of sufficiently large datasets and the lack if inter-comparison of results between the other researches. 
There is a need to focus on few common concerns and publish more datasets, and to develop comparable approaches accordingly. As 
the computing power increases, with more mature techniques based on neural networks and the increasing involvement of scholars, 
the outcome of researching these topics will be accelerated, finally contributing to the widespread applications of urban crowd safety 
management and smart city development. 
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