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ABSTRACT

Background: Advancements in technology continue to transform the landscape of
medical education. The need for technology-enhanced distance learning has been further
accelerated by the coronavirus disease (COVID-19) pandemic. The relatively recent
emergence of virtual reality (VR), augmented reality (AR), and alternate reality has
expanded the possible applications of simulation-based education (SBE) outside of the tra-
ditional simulation laboratory, making SBE accessible asynchronously and in geographi-
cally diverse locations.

Objective: In this review, we will explore the evidence base for use of emerging technologies
in SBE as well as the strengths and limitations of each modality in a variety of settings.

Methods: PubMed was searched for peer-reviewed articles published between 1995
and 2021 that focused on VR in medical education. The search terms included medical
education, VR, simulation, AR, and alternate reality. We also searched reference lists
from selected articles to identify additional relevant studies.

Results: VR simulations have been used successfully in resuscitation, communication, and
bronchoscopy training. In contrast, AR has demonstrated utility in teaching anatomical
correlates with the use of diagnostic imaging, such as point-of-care ultrasound. Alternate
reality has been used as a tool for developing clinical reasoning skills, longitudinal patient
panel management, and crisis resource management via multiplayer platforms.

Conclusion: Although each of these modalities has a variety of educational applications
in health profession education, there are benefits and limitations to each that are
important to recognize prior to the design and implementation of educational content,
including differences in equipment requirements, cost, and scalability.
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Advancements in technology and the
arrival of the next generation of learners
are transforming the landscape of medical
education. In particular, given the
increased focus on patient safety and
tightened supervision standards, simulation
has emerged as an essential element of
clinical education. Widespread forced
adoption of distance learning in the setting
of the coronavirus disease (COVID-19)
pandemic accelerated a shift that was
already in progress—expanding simulation
experiences out of the traditional
“simulation laboratory” (e.g., a central
location with high-fidelity patient simula-
tors, procedural task trainers, and live
standardized patients encounters) and into
the virtual realm.

Emerging technologies, including virtual
reality (VR), augmented reality (AR), and
alternate reality present unique
approaches to teaching clinical skills to all
levels of learners using computer-
generated simulation. Computer-generated
simulation uses a human–computer inter-
face to create environments for partici-
pants to experience and interact with and
varies in terms of immersion, fidelity, and
interactivity (1). In VR, immersive, highly
visual inputs create realistic digital repre-
sentations of the real world. The user
interacts with the virtual world via head-
mounted displays (i.e., VR headsets),
motion sensors, controllers, keyboards,
and voice recognition software (2). In con-
trast, AR superimposes computer-
generated stimuli on real-world

environments or objects, such as
computer-generated anatomical structures
superimposed on a manikin (2). Alternate
reality platforms create a parallel world in
which users can interact with and influ-
ence a narrative through their decisions
(3). In alternate reality, participants inter-
act with virtual worlds using real-world
tools, such as interacting with patient data
in electronic health record simulations.
The degree of immersion into the virtual
world is what largely differentiates VR
from AR and alternate reality, although
the forms exist on an overlapping contin-
uum sometimes known as “mixed reality.”
A graphic representation of the various
modalities is provided in Figure 1.

In VR, variable auditory, visual, and
sensory inputs create partially or fully
immersive interactive experiences for
learners. The degree of immersion can
range from screen-based (previously
desktop-based, now available on various
devices) to head-mounted displays or
immersive VR rooms (4). Screen-based
VR can have a range of appearances,
including two-dimensional (standard)
video, 360-degree video, or completely
computer-generated three-dimensional
(3D) environments. In the most fully
immersive VR environments, 3D images
projected via headset or multiple projec-
tors and motion controllers to track
motion and provide haptic (sensory or tac-
tile) feedback allow users to interact with
the virtual world while simultaneously
blocking input from the real world (5).
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Virtual worlds typically incorporate ava-
tars, which are 3D graphic representations
of the user in the virtual environment,
whose movements and actions are con-
trolled by the user (5). For example, a
user could be asked to interact with and
manage a simulated computer-generated
patient with a particular diagnosis.
Through their avatar, the learner could
perform a history and physical exam,
order and review diagnostic tests, and
administer treatment in the virtual clinical
environment.

In contrast, AR refers to technology that
integrates computer-generated content
into real-world settings (6). Commonly,
this is done using glasses or projectors to

overlay images onto what the eye is seeing
naturally, but it could also include theoret-
ical expansion to smell, touch, or sound.
Perhaps the simplest application might be
using AR glasses to add animated content
or videos to a classic textbook (7), whereas
some of the more advanced current appli-
cations include 3D renderings of anatomy
and haptics while using a laparoscopic
simulator (8). This can be used to either
increase fidelity of a simulated environ-
ment or to allow educational content to
be simultaneously experienced in a man-
ner not possible in the real world.

Alternate reality is an emerging modality
that uses computer-generated parallel
worlds as a learning and practice
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Figure 1. Graphic representation of virtual reality, augmented reality, and alternate reality, including optimal
educational applications.
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environment. Using its broadest definition,
many of the fictive encounters (e.g., case-
based learning and standardized patients)
currently employed in medical training
qualify as low-technology alternate reality
(9). Virtual patient encounters in VR sim-
ulation could also be interpreted as alter-
nate reality; however, alternate reality
experiences typically have deeper, more-
networked fictional worlds and often use
gamification (10). The term most com-
monly refers to alternate reality games
(ARGs) and gamified, or game-informed,
training platforms. An ARG or game-
informed training platform includes sev-
eral essential elements: an underlying nar-
rative (story, events, and rules) that drives
the game, interaction or dialogue between
the users and the platform, and a chal-
lenge or set of challenges (11). Although
alternate reality experiences do not neces-
sarily require computers, applications in
healthcare education tend to be computer
based to maintain fidelity to real-world
activities. Examples in healthcare educa-
tion include electronic health
record–based simulations and virtual hos-
pital and online patient generator
games (12).

Mixed reality technology has been in
development since the 1960s and was first
explored for applications in medicine in
the 1990s (1). Following its reemergence
in the entertainment industry and
commercial availability in 2016, there has
been renewed interest in mixed reality
and its applications in medical education
(1, 13). Although many educators believe
“the future of medical education is no
longer blood and guts, its bits and bytes”
(14), there are inherent limitations to what
these novel technologies can accomplish.
Certain educational tasks will be better
suited to a VR environment, an AR
platform, or an ARG. The optimal choice

for technology will be based on specific
learning objectives and end-user needs.
The strengths and weaknesses of each
modality can be broken down into upfront
investment, whether the degree of fidelity
achieves the necessary level for learner
immersion or assessment, and whether the
technology lends itself to customization for
specific local learning objectives. Examples
of this comparison and optimal applica-
tions of each technology can be found in
Figure 2.

In this review, we will explore the
potential applications, evidence for the
use, and strengths and weaknesses of VR,
AR, and alternate reality in healthcare
profession education.

VIRTUAL REALITY

In contrast to traditional manikin-based
simulation, VR simulations can take place
asynchronously whenever and wherever is
most convenient for the learner (15). The
virtual world setting (e.g., bronchoscopy
suite, hospital room, or outpatient clinic)
can be easily varied to meet the
educational objectives (5), allowing for
more streamlined integration into
everyday education (15). Although initial
costs for content development and
equipment may be high, VR’s scalability
and flexibility can allow for overall long-
term cost savings and favorable cost-utility
compared with traditional simulation
modalities (15, 16).

Although VR-based education is relatively
new, the evidence base for its applications
across various educational domains is ever
growing. VR has provided highly rated
learning experiences and has been pre-
ferred in certain settings to standard
didactics because of its increased realism
and ability to provide data-rich analyses
by tracking every user’s input and interac-
tions (4). Compared with standard screen-
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based learning, fully immersive virtual
environments have demonstrated
significantly higher knowledge retention
(15, 17). VR also has utility in portraying
complex clinical scenarios in problem-
based learning formats, allowing for
flexibility in training across geographically
diverse locations (18, 19).

VR-based education has also been shown
to be a feasible and reliable means for
technical and nontechnical skills
assessment (20). To date, the efficacy of
VR in procedural training has been
demonstrated and more broadly adopted
in surgical specialties than in medicine
and nursing; however, there is increasing
evidence of VR’s utility in teaching a
broad range of nonsurgical procedures
(15, 21). Given improvements in
procedural skills as well as patient comfort
observed in a series of randomized trials,
VR-based endoscopy training is now
becoming the standard for beginning
endoscopic training in gastroenterol-
ogy (22). In addition, a small pilot study
among cardiology trainees demonstrated
improved performance in virtual transve-
nous pacer lead extraction compared with
conventional training alone (23).

Among pulmonary and critical care
trainees, VR-based bronchoscopy training
improves both skill acquisition and time
needed to complete the procedure (24). It
has also demonstrated improved bronchos-
copy training efficiency compared with the
traditional apprenticeship model (25).
VR-based bronchoscopy education affords
the learner tactile feedback and realistic
3D visualization, including that of the
bronchoscope in the airway (26). As
expected, the most significant improve-
ments in skill acquisition have been seen
with novice bronchoscopists (27). VR’s
efficacy has also been shown in the perfor-
mance of bronchoscopic-guided

intubations, including improved time to
intubation (28).

A variety of studies have demonstrated
VR’s utility in cardiopulmonary
resuscitation (CPR) and advanced cardiac
life support training using techniques
including avatar-based gamification and
interprofessional team training (5, 29–32).
Virtual interprofessional education (IPE)
sessions completed with computer-
generated virtual teammates have been
shown to be effective and scalable solu-
tions to imparting foundational IPE to
health profession students (33). Such simu-
lations have also been shown to be an
effective means for stress inoculation
among resuscitation team leaders, improv-
ing situational performance and reducing
anxiety (34). A pilot study also demon-
strated improved situational awareness
during virtual CPR training (35); however,
VR-based CPR training may be inferior
in conferring high-quality CPR skills
compared with traditional face-to-face
training (36).

In addition to IPE, VR can also be used
for doctor–patient communication training
through the use of virtual standardized
patients (VSPs). VSPs are avatar-based
representations of human standardized
patients with which the learner can inter-
act, often using natural language (2). VSPs
have been effectively utilized in continuing
medical education for practicing physi-
cians, nurses, and other allied health pro-
fessionals, as they can be effective tools in
teaching clinical skills and improving clini-
cal decision-making (even in the absence
of faculty facilitation) (37). The use of
VSPs has resulted in significantly greater
post-training improvement in motivational
interviewing compared with academic
study alone with successful transference of
skills to human standardized patients
interactions (38). The ability for trainees
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to participate in high-yield self-directed
learning modules may be important in
reducing the overall demands on faculty
time that high-quality interactive learning
demands. Enhanced communication train-
ing in the virtual world has been further
demonstrated in breaking bad news (39).
More recently, fully immersive VR simula-
tions have been used to build empathy
among faculty and health system leader-
ship and address the issues of systemic rac-
ism and inequity faced by many
patients (40).

Despite VR’s benefits, there are
limitations to the technology, including
reduced haptic fidelity compared with
manikin-based simulation (36). Although
users can perform critical actions using
hand-held controllers, the tactile sensation
associated with certain physical interven-
tions, such as placing a peripheral intrave-
nous catheter or providing chest
compressions, has not yet achieved ade-
quate fidelity in the virtual world. In addi-
tion, the fully immersive nature of VR can
provoke “cybersickness,” which has symp-
toms similar to motion sickness and is
more commonly seen in women (41).
Symptoms can include nausea, disorienta-
tion, postural instability, and headaches.
The issues associated with this condition
are complex, as the onset can be impacted
by the design of the virtual environment,
individual responses to stimuli, tasks per-
formed, and the type of technology used
(41). Technical issues with various VR
platforms are also reported and can be
viewed as a barrier to uptake (19).

AUGMENTED REALITY

The technology required to make AR
effective is still relatively new (42). With
that, however, it has rapidly been
implemented in areas relevant to critical
care, particularly procedural training and

diagnostic imaging. By beginning with a
genuine environment, such as a clinical
setting, AR enables immersion at high
fidelity, without requiring the creation of
the virtual scene from the ground up. The
focus can then be to have the synthetic
content integrate almost seamlessly into
the educational experience. This can be
used to increase the fidelity of a simulator,
such as by having the otherwise blank
ultrasound screen integrate the real-world
movement of the ultrasound transducer by
the trainee on a manikin or actor (43).

Similarly, adding a visual layer to a
simulation increases the fidelity of
procedural training for venous access or
surgical techniques (44, 45). Multiple studies
have used AR-assisted surgical techniques to
enhance surgical planning and navigation
(46–48). This allows the benefits of existing
simulation technology (physical touch and
investments in setting) to be incorporated
into advanced immersion technology. This
additional educational material can change
the learning experience, allowing a trainee
to “see” the radiographic and anatomic rela-
tionships overlaid on their own reflection in
a mirror as they move (49). More intriguing,
however, AR can change the experience of
learning a procedure to include prompts at
the time of use, such as by having warning
images, prompts for the next steps, or a
video of optimal techniques overlaying the
real world (50). In general, the limitations to
AR in this sphere include the significant
upfront costs of purchasing high-fidelity devi-
ces and generating the simulated content
that will be applied. Private companies are
developing packages for common applica-
tions such as point-of-care ultrasound, but
this is not currently a technology easily cus-
tomized for the specific learning or assess-
ment metric (49).

Procedural training no longer can rely
only on the availability of highly
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supervised clinical opportunities, and AR
has a broad array of applications wherein
it is superior to VR or simulation alone.
The ability to overlay anatomy otherwise
hidden, especially when combined with a
haptic feedback system, generates
confidence in procedures more quickly
than traditional simulation alone, as was
demonstrated in needle guidance for
spinal procedures (51). Although not yet
rigorously tested, the ability to turn a
checklist into a nonobtrusive nudge allows
for both improved education and
assessment while the procedure is
performed, specifically for central venous
catheterization (50). The future state,
however, is perhaps the most exciting,
wherein AR is used not just in the
educational arena but also as a part of
every procedure, allowing for the
integration of diagnostic imaging and
navigation systems into an intuitive
interface. The Food and Drug
Administration has approved the use of
AR in procedural guidance for spinal
surgery, with the potential for more
generalized procedural assistance (52).

For diagnostic imaging, especially point-
of-care ultrasound, the learner often must
choose between the fidelity of scanning a
healthy person and the experience of
visualizing pathology. With AR, however,
the experience of transducer manipulation
can be combined directly with
pathological images integrated into a
clinical scenario without losing fidelity.
Integration of AR into the educational
process of learning echocardiography, for
example, has been shown to effectively
allow novices to acquire high-quality
images (53) and to assist nurses in both
acquisition and image capture at a level
comparable with echosonographers (54).
As devices continue to improve, AR appli-
cations of teleguidance can allow distance

supervision and assessment without the
same degree of resource allocation
required currently (55, 56).

ALTERNATE REALITY

Alternate reality can be created at
significantly lower cost points than AR or
VR and does not necessarily require
hardware or equipment investments. It
creates a unique experience in which
participants use real-world tools and inter-
faces to discover and interact with a paral-
lel world, thus creating a fun and low-
stress environment for problem-solving
and learning (3). Game building (creating
the elements, structure, and logic for the
game) can require a wide range of exper-
tise and resources, depending on the com-
plexity of the parallel world and/or game
(11). One proposed advantage of ARGs is
that the use of existing platforms (e.g.,
electronic health record playground,
email, online biomedical library, etc.) can
reduce the overall resources and technical
skill required to build the world (9). Alter-
nate reality platforms can either run auto-
matically (requiring more complex
software) or can be monitored and man-
aged by a game runner who adapts the
narrative based on input from the users.
Although alternate reality experiences can
be individual, they are often employed for
group collaboration and/or use multiple
players or teams to create a friendly com-
petition environment. Alternate reality
platforms employ game features to build
and practice communication skills, data
gathering and interpretation, and
problem-solving. A limitation of alternate
reality is that learners typically interact
with data rather than patient representa-
tions; however, VR experiences can be
embedded into alternate reality environ-
ments to meet this need.
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Applications of alternate reality–based
experiences to medical education have
been growing in recent years; however,
rigorous research and evaluation of effi-
cacy remains in its infancy (57). There is,
however, a growing body of literature sup-
porting the use of gamification and game-
informed platforms, often referred to as
serious games, in medical education (12).
Gamification has been successfully used to
increase learner engagement (58), improve
performance (59), and reduce the overall
cost per hour of simulator use (60). The
use of game design elements such as lead-
erboards, badges, and points or more
complex elements such as evoked emo-
tions, narratives, and competition has
improved attention and engagement (61).
It has been well accepted among millen-
nial learners and has been successfully
used for team training in multiplayer
formats (62–65).

One proposed advantage of alternate
reality is the potential for deep user
engagement and subsequent enhancement
in learning outcomes, facilitated by the
challenge and fun engendered by
gamification. Alternate reality simulations
may be best suited for activities that are
more cognitive in nature, such as
practicing clinical reasoning skills (66),
longitudinal management of chronic
conditions (67), and/or patient panel
management (68). A study of surgical
trainees performing minimally invasive
surgery showed improved problem-solving
skills and ability to troubleshoot equip-
ment malfunction as compared with a
standard curriculum (65). Multiplayer
games have been used to simulate organi-
zational challenges in disaster prepared-
ness, including a virtual simulation of a
mass-casualty situation for emergency
physicians and nurses, which was shown

to improve confidence in managing inci-
dents and perceived as improving clinical
skill (29). Similar disaster training games
have been shown to be a comparable
alternative to drills using standardized
patients for emergency medicine learners
(69). Longitudinal and electronic health
record–based simulation games have been
employed to help students learn organiza-
tional and practical skills for outpatient
practice, including at the medical student
level (72). Isolating the cognitive and orga-
nizational aspects of the skill can create a
more focused deliberate practice
experience.

CONCLUSIONS

As computational capacity rapidly
advances and becomes more affordable,
the ability to integrate computer-generated
simulation into medical education increas-
ingly becomes the standard. Although the
technology continues to evolve, these
emerging approaches to simulation repre-
sent an opportunity for innovation in
health profession education that is repro-
ducible, scalable, and exportable.
Although there is an initially steep learn-
ing curve for users and content creators,
potential physical limitations such as
cybersickness, and time investment in cre-
ating virtual and mixed reality cases, there
is also potential opportunity for innova-
tion. The specific strategy of integration
into a curriculum, either in the creation of
fully immersive VR environments, AR ses-
sions with computer-generated compo-
nents, or the creation of alternative reality
games, should be tailored to specific edu-
cational objectives and learner needs. As
learning becomes increasingly socially dis-
tanced and on the schedule of the learner,
traditional simulation centers will need to
adapt mixed reality modalities into the
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overall learning toolset. The identification
of available resources, acceptable costs,
and previously developed components is
necessary for the educator to choose the

best methodology to meet their specific
goals.

Author disclosures are available with the
text of this article at www.atsjournals.org.
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