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ABSTRACT

The minimal, essential condition for individuals to interact is that they exchange information via at least one sensory channel. Once informational
coupling is established, it enables basic forms of coordinated behavior to spontaneously emerge from the interaction. Our previous study revealed
different coordination dynamics in dyads engaged in a joint finger-tapping task based on visual versus auditory coupling. This observation led us to
propose the ‘modality-dependent hypothesis’, which posits that coordination dynamics are influenced by the sensory modality mediating infor-
mational coupling. However, recognizing that different modalities have inherent differences in accessing spatiotemporal features of perceived
movement, we formulated the alternative ‘kinematic hypothesis’. This hypothesis posits that differences in dynamics would vanish given equivalent
kinematic information across modalities. The study involved forty (N = 40) participants, grouped into twenty (N = 20) dyads, who engaged in a
joint finger-tapping task. This task was conducted under varying conditions of visual and auditory coupling, with manipulations in the access to
kinematic information, categorized as discrete and continuous. Contrary to our initial predictions, the results strongly supported the ‘modality-
dependent hypothesis’. We observed that visual and auditory coupling consistently yielded distinct attractor dynamics, regardless of the access to
kinematic information. Furthermore, all conditions of auditory coupling resulted in higher levels of synchronization than their visual counterparts.
These findings suggest that the differences in interpersonal synchronization are predominantly influenced by the sensory modality, rather than the
continuity of kinematic information. Our study highlights the significance of sensorimotor interactions in interpersonal synchronization and ad-
dresses the potential of sonification strategies in supporting motor training and rehabilitation.

1. Introduction

In order to move and interact with their environments, humans have to process and integrate sensory inputs from different streams
of information [1]. When the source is another human, the information encoded in their movement has the potential to guide mutual
adaptation of behaviors and establish minimal forms of interaction [2]. It is self-evident that the processes of accessing and decoding
information from perceived rhythmic behaviors differ across sensory modalities. When we listen to someone walking, clapping or
drumming, we typically hear the footstep, the clap or the hit as discrete perceptual outcomes. In the auditory domain, this class of
movements tend to be characterized by naturally mute phases [3]. We are ‘blind’ to the moment-by-moment course of their execution
... until we observe how it evolves over time. Once visual contact is established, visual coupling provides individuals with continuous
access to kinematic and geometric properties of an action [4], defined in more general terms as its informational observables [5].

Information is foundational to feed the action-perception loops underlying dyadic interactions [6], from the most basic level of
spontaneous entrainment to more complex forms of planned joint action [7]. Within any biological system across different scales,
informational coupling is the minimal condition for individual components to behave as coordinated units. In the case of a dyadic
system constituted by two coupled individuals having independent nervous systems, coupling is necessarily based on perception via
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Fig. 1. Experimental design and hypotheses. A) Experimental design. The study was designed in a Modality (Visual, Auditory) x Kinematics (Contin-
uous, Discrete) factorial structure. The design resulted in the following experimental conditions. 1. Visually Coupled — Continuous: participants
tapped along with an auditory metronome, while looking at the partner’s hand tapping. The hand of the partner was fully visible, while the view of
their own hand was hidden by a component of the screen. 2. Visually Coupled - Discrete: participants tapped along with an auditory metronome,
while looking at the partner’s hand tapping. The hand of the partner was hidden by a sliding window, adjusted so that only the fingertip was visible
at the time of impact. The view of their own hand was hidden by a component of the screen. 3. Auditorily Coupled — Continuous: participants
tapped along with a flickering LED, while hearing the sonification of the partner’s tapping. The sonification consisted of a continuous tone,
modulated in frequency by the distance between the fingertip and the pad. A discrete ‘tick’ sound was triggered at the time of impact. The view of
their own hand was hidden by a component of the screen. 4. Auditorily Coupled — Discrete: participants tapped along with a flickering LED, while
hearing the sonification of the partner’s tapping. The sonification consisted of a discrete ‘tick” sound triggered at the time of impact. The view of
their own hand was hidden by a component of the screen. B) Kinematichypothesis. This figure illustrates the expected outcomes of the joint finger-
tapping task based on the ‘kinematic hypothesis’, wherein the coordination patterns are explained by the access to physical properties of motion
(Continuous/Discrete) rather than by the sensory modality (Visual/Auditory). C) Modality-dependenthypothesis. This figure illustrates the results
predicted by the complementary ‘modality-dependent’ hypothesis, in which coordination patterns are determined by the sensory modality (Visual/
Auditory) rather than the physical properties of motion (Continuous/Discrete).The & symbol on the vertical axis indicates an order parameter, or the
level of coupling in the system, whereas the t on the horizontal axis indicates time. The depicted curves are for illustration purposes; intermediate
scenarios may emerge from interaction effects across the factors.
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one or multiple sensory channels. Once this condition is met, it sets the stage for the emergence of a dyadic control structure, formed
over the informational structure of the system [4,5]. In other words, perception enables the coordination between two individuals, and
the dynamic configuration of emerging behavioral patterns depends on the specifics of the perceptual information available in the
interaction. Understanding how humans access such information, and how they guide their actions accordingly, is paramount for an
ecological perspective on action and perception [8].

In a previous study, we reported different attractor dynamics in dyads engaged in a joint finger-tapping task, depending on whether
participants could see (visual coupling) or hear (auditory coupling) the actions of their partner [9]. An attractor is the dynamical entity
underlying entrainment, a basic control structure [4] which organizes the system’s behavior in coordinated states. In this and other
works [9-11], the drifting metronomes paradigm for dyadic entrainment was used to drive the dyad through a space of coordinative
states and detect the presence of attractor points. This paradigm consisted of a joint-finger tapping task where each member of the dyad
was assigned a metronome and instructed to synchronize their finger taps with it. The two metronomes were set to start in phase, but a
minimal gap in their frequencies resulted in a linear de-phasing pattern: step after step, their relative phase increased from 0 to & and
subsequently decreased from = to 0 before the cycle repeated. Although the participants were instructed to ignore the partner while
maintaining synchronization with the assigned metronome, dyadic entrainment occurred spontaneously in both sensory modalities.
However, only in the case of visual coupling did we observe emergent coordination patterns consistently shaped by an attractor
landscape [12,13]. More precisely, over the space explored by the drifting metronomes, the in-phase point (0,2x) stabilized the
interaction in recurrent synchronized states, promoting a cooperation process in the dyadic system. The anti-phase point (n) facilitated
instead decoupled independent trajectories, promoting a competition process. Conversely, in the case of auditory coupling, the
cooperation process was dominant but spread over the whole attractor landscape, with no significant influence of clear attractor
points, and higher inter-dyad variability in terms of global entrainment.

Whilst our findings led us to conclude that attractor dynamics depend on the sensory modality mediating the coupling, we put
forward the idea that the differences would attenuate or disappear if we could induce cross-modal correspondence between streams of
information across visual and auditory couplings [1,14-16], therefore balancing the access to movement kinematics. The observation
that in everyday environments visual rhythms tend to be continuous and auditory rhythms tend to be discrete [17] biased the way we
implemented the sonification of participants’ finger-taps in our previous study, so that they were presented to the partner as discrete
sounds at the moment of impact [9]. Conversely, visual coupling was naturally continuous, and therefore not directly comparable to
the auditory counterpart in terms of stimulus property. This limitation made it impossible to disentangle the contribution of the
physical property of the stimulus (continuous/discrete) from the perceptual system accessing such information (visual/auditory). We
argue that these constitute two distinct dimensions of informational coupling, which require a balanced factorial design to be inde-
pendently manipulated (see Fig. 1).

While under ecological conditions the visual system exhibits preferential access to the observables of an action, continuously
available in the optical structures it generates [4], sonification can be used as a means to convey kinematic information in the auditory
domain [18-20]. Auditorily coupling can be therefore artificially augmented by expanding motion acoustics to the naturally mute
phases of movement [3]. For finger-tapping, this would imply filling the mute inter-tap intervals by mapping movement parameters
such as velocity, acceleration, or position, onto sonic variables such as pitch, amplitude, or spatial location. Auditory presentation of
continuous rhythmic cues has been shown to affect movement control in sensorimotor synchronization tasks, better guiding online
trajectory, enhancing control between endpoints, and improving consistency of motor timing. This same research suggests that
sensorimotor synchronization is subserved by different processes, depending on whether the synchronizer has to internally self-time
the intervals or can rely on extrinsic information [21]. When directly comparing coordination with auditory and visual environmental
rhythms, differences tend to vanish when they are presented as continuous [17].

Translating these principles to the interpersonal domain, we expected to replicate the coordination patterns observed under visual
coupling when continuous auditory access to the partner’s kinematics was provided. Conversely, in a condition of discrete visual
coupling, we anticipated that occluding the kinematic trajectory of the finger-tapping would result in a breakdown of the coordination
pattern, given that participants would lose the advantage characterizing the visual modality [4]. Our prediction is substantiated by the
main current theoretical accounts for interpersonal synchronization [22]. In a predictive coding framework, where attractor states
result from the minimization of the mismatch between internal models [23], sonification would increase the temporal resolution of the
model update by allowing regular and fine-grained sampling of the partner’s movement cycles. In a dynamical systems framework,
mapping kinematic information onto sound [24] would enable continuous coupling to drive the participants’ behavior, so that syn-
chronization can be achieved without explicitly computing the partner’s inter-tap intervals [25]. We refer to this scenario, wherein
attractor dynamics are explained by the access to the physical properties of motion, as the ‘kinematic hypothesis’.

Alternatively, we may observe a scenario wherein attractor dynamics are explained by sensory modality alone. Vision and audition
evolved phylogenetically and ontogenetically with their specifics strategies for sampling environmental rhythms, and developed
specific interface with motor timing system of the perceiver [26]. These being the two main perceptual systems mediating informa-
tional coupling, we may expect that they are optimized for subserving different aspects of dyadic interactions. In this case, these
differences would be reflected in different coordination dynamics across modalities, regardless of the continuous or discrete nature of
the information available to the perceiver. We refer to this alternative scenario as the ‘modality-dependent hypothesis’.

The aim of the present work is to answer the question of whether interpersonal synchronization relies on a supramodal processing
of kinematic information (‘kinematic hypothesis’) or whether it depends on processing specific to the sensory modality and its unique
interface with the motor system (‘modality-dependent hypothesis’). To differentiate between these two scenarios, we experimentally
disentangled the contribution of the specific perceptual system processing the information from the physical properties of the in-
formation itself. Fig. 1 provides a visual representation of the experimental design and the results we expected based the two
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hypotheses. Whilst these are presented as the main expected outcomes, the design leaves room for intermediate scenarios and in-
teractions between the two dimensions.

2. Results

Joint recurrence quantification analysis (JRQA) [27] was performed as described in Rosso et al. (2021b, 2023) [9,11] in order to
quantify the degree of temporal coordination between the partners throughout the joint finger-tapping task [28]. The resulting
recurrence score yielded a proxy measure of coupling strength between the partners, quantifying instances of coordinated behavior
[27]. By tracking its variations over the course of the drifting metronomes’ cycle, we were able to estimate the attractor landscape
underlying the interaction [12,13]: the higher the recurrence score, the stronger the attraction to jointly revisit a coordinative state at a
given value of the metronome’s relative phase. The recurrence score’s timeseries were used as response variable in our statistical
model and modeled using growth curve analysis [29] (see ‘Methods — Statistical model’). For each dyad, curves were calculated as the
average of 10 metronomes’ cycles from O to 2r in every experimental condition and modeled with 2nd order orthogonal polynomials of
Time. The 2-level factors, Modality (Visual, Auditory) and Kinematics (Continuous, Discrete), were modeled as fixed effects. Not
having uncoupled conditions in the experimental design, effects were assessed by directly contrasting coupled conditions across levels
of Modality and Kinematics. Auditory and Discrete were chosen as baseline levels for statistical comparisons, respectively.

Against our prediction, these findings provide robust evidence in favor of the ‘modality-dependent hypothesis’, decisively refuting the
‘kinematic hypothesis’. This is confirmed by the significant interactions between Modality and the linear (Estimate = —1049.894, SE =
339.775, p = 0.002) and quadratic (Estimate = 1230.757, SE = 470.396, p = 0.008) terms of Time. Taken together, the effects indicate
that visually coupled conditions resulted in the same asymmetrical parabolic modulation reported in Refs. [9,11]. The linear term of
the model captures the shift in the vertex of the parabola, whereas the quadratic term captures the depth of the modulation. This effect
was irrespective of levels of Kinematics. Furthermore, we reported a main effect of Modality (Estimate = —532.994, SE = 207.089, p =
0.010), indicating that auditory coupling resulted in higher recurrence overall, in spite of the absence of modulation over the attractor
landscape. This effect held irrespective of the levels of Kinematics. Crucially, the absence of any other effect indicates that discrete or
continuous access to the partner’s movements do not differentiate across the observed attractor dynamics, nor across global levels of
recurrence.

Fig. 2 clearly shows that the grand-average curves of the recurrence score tend to overlap within the same Modality, and are not
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Fig. 2. Attractor landscape. The timeseries depicted in the figure represent the evolution of the joint recurrence score as a function of the drifting
metronomes’ cycle across experimental conditions. The grand average was computed over the entire sample of dyads (N = 19), with each dyad’s
timeseries calculated as the average of 10 consecutive cycles. The vertical bars represent the standard error of the mean (SEM) for each phase bin.
For illustration and interpretation purposes, the black line in the plot shows the same analysis performed on the two metronomes’ timeseries,
providing the reference recurrence score expected by a deterministic decoupled system. A horizontal line lingering at the global minimum represents
the expected pattern for two partners perfectly synchronizing with their assigned metronome without influencing each other. The black line exhibits
a negligible artifact at the extremes, due to the omission of the first and the last onsets in the metronomes’ timeseries. This artifact does not affect
participants’ behavior. The blue timeseries represent visually coupled conditions (1 and 2), where each participant tapped while seeing their
partner’s hand in continuous and discrete motion, respectively. Both exhibit parabolic modulation as a function of the distance from the in-phase
pattern at the extremes of the metronomes’ cycle, reaching a global minimum after the anti-phase midpoint. The red timeseries represent auditorily
coupled conditions (3 and 4), where each participant tapped while hearing the continuous and discrete sonification of their partner’s finger motion,
respectively. Neither exhibited significant modulation as a function of the metronomes’ cycles, but both were, on average, significantly higher than
their visual counterparts.
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differentiated based on Kinematics. Whereas in both Auditory conditions they fluctuate around a higher mean level, in Visual con-
ditions they form a valley with global minimum after the anti-phase midpoint. Although visual inspection may suggest that the
modulation is less prominent in condition of visual occlusion, the 3-way interaction between Modality, Kinematics and either poly-
nomial terms does not reach statistical significance (linear: Estimate = 238.964, SE = 480.515, p = 0.619; quadratic: Estimate =
615.946, SE = 665.241, p = 0.354).

Table 1 presents the parameter estimates from the fixed effects model, their standard errors, and the associated p-values, with
reference to the recurrence score. In this analytical framework, parameter estimates offer a measure of effect size with straightforward
interpretation for linear and non-linear changes over time. By examining the interaction effect of Modality and Kinematics on the
polynomial terms of Time, we could quantify the specific impact of access to movement kinematics on the evolution of the recurrence
score across sensory modalities.

3. Discussion

In the present work, we investigated the influence of kinematic information on the dynamics of interpersonal synchronization,
when the information is processed in visual and auditory modalities. Our aim was to explain previous findings demonstrating that
attractor dynamics depend on the sensory modality mediating informational coupling [9]. We hypothesized that the differences
observed in our previous study could be explained by the preferential access of visual modality to continuous kinematic information
conveyed by the partner’s movement. Specifically, we predicted that differences in coordination patterns would cancel out, provided a
reliable cross-modal match in the information available across modalities. In order to test this hypothesis, we balanced the access to
kinematics across modalities by augmenting information in the auditory domain via sonification and reducing it in the visual domain
via occlusion. In doing so, we disentangled the contribution of the specific perceptual system processing information from the physical
properties of the information itself.

Contrary to our hypothesis, the results supported a genuine modality-dependency of attractor dynamics. Specifically, we found that
the attractor landscape remained invariant to the kinematic properties of the partner’s movement. As shown in Fig. 2, the same pattern
reported in conditions of visual coupling in Refs. [9,11] persisted even when occlusion impeded continuous access to kinematics.
Conversely, the continuous sonification of movement did not modulate the interaction over time, resulting in high recurrence scores
throughout the entire drifting metronomes’ cycle. In summary, visually mediated interactions tended to result in recurrent transitions
between cooperation and competition processes modulated by opposing attractors [28], whereas auditorily mediated interactions
tended to result in constant cooperation throughout the task. We initially predicted that continuous sonification would enable par-
ticipants to discern when their partner’s effector was sufficiently distant from in-phase locking, allowing them to exploit the anti-phase
region to decouple and pursue independent trajectories. Notably, this advantage was not exploited in the auditory modality.

We must admit, it could be argued that the adopted sonification strategy was simply not effective in conveying a continuous
representation of the fingertip position with respect to the target, and consequently encoding its kinematics over time. Whilst this is
certainly a possibility, our choice of frequency modulation (FM) was carefully considered and well-founded. From the perspective of
the listener, the connection with low-level physical features is essential to effectively decode movement features from sound [30]. FM
was preferred as sonification strategy over amplitude modulation (AM) because it was proven effective in influencing auditory-motor
coordination [17]. Whilst there seems to be no or very little difference across AM and FM in terms of stabilizing auditory-motor co-
ordination [21], FM resulted in better precision and rapidity when adopted in a 1-D guidance task [31], and was proven to effectively
mediate kinematic information to a perceiver when explicitly used to substitute visual information [24]. Finally, pitch induces the best
cross-modal correspondence with the visual dimensions of position and direction of movement along the vertical axis [1,32,33], which
was the critical spatial dimension in our finger-tapping task. The mapping between the distance from the pad and the pitch was
inverted, so that an ascending pitch was perceived as the fingertip approached the target. In continuously frequency modulated
sounds, the detection of peaks is systematically better as compared to the troughs [34-37], which makes an ascending modulation

Table 1
Joint recurrence score. Orthogonal polynomials model summary.
Predictors Recurrence score (N = 19)
Estimate SE p
(Intercept) 2387.152 168.387 0.000
Time —155.326 265.929 0.559
Time? 217.347 398.003 0.585
Modality —532.994* 207.089 0.010
Kinematics —75.791 207.089 0.714
Time:Modality —1049.894** 339.775 0.002
Time*Modality 1230.757** 470.396 0.008
Time:Kinematics —63.972 339.775 0.851
Time?Kinematics 138.860 470.396 0.767
Modality: Kinematics 257.607 292.868 0.379
Time: Modality: Kinematics 238.964 480.515 0.619
Time? Modality: Kinematics 615.946 665.241 0.354
*p < 0.05 *p < 0.01 *p < 0.001
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more encoding motion leading to a discrete event. This choice was supported by extensive piloting, and is in line with the natural
correspondence with Doppler effect, ecologically experienced as sound sources approach a target. We do not exclude that results might
have changed if a more effective modulation had been implemented. It should also be noted that, in alternative to filling in the mute
phases between the discrete taps, one could have opted for removing the ‘tick’ sound at the time of impact in the condition of
continuous auditorily coupling. While we are aware that sonifying the impact along with the FM could have triggered neural circuits
for discrete timing, we consider our choice to be the best auditory counterpart to the visual conditions, respectively adding and
removing continuous kinematics leading to the event of the impact.

Having elucidated the rationale behind our sonification strategy, it is evident that the domain of auditory coupling through
sonification offers a wide range of possibilities, whose potential impact on interpersonal coordination merits further inquiry. In
contrast, visual occlusion can only be implemented by physically obstructing the access to kinematics. In absence of obvious alter-
natives to our approach, we found it particularly surprising that visually occluding kinematics did not significantly disrupt the attractor
pattern, nor resulted in overall weaker coupling among partners as compared to the continuous condition. Previous research has
demonstrated that exposure to the motion of periodic stimuli significantly improves visuomotor synchronization by engaging error
correction mechanisms [38,39], and enriching the stimulus with a variable velocity profile further reduces variability [40,41] up to
matching the performance with auditory stimuli presented at moderate tempi [42]. The invariance between continuous and discrete
conditions led us to conclude that modality-specific differences may stem from the inherent characteristics of the two perceptual
systems and from their interactions with timing and motor mechanisms, particularly in presence of concomitant streams of
information.

Irrespective of the interpersonal domain, the primary source of divergence in synchronization performance is typically ascribed to
the distinct specializations of visual and auditory modalities, which are respectively associated with spatial and temporal processing
[26]. These two forms of processing have their neural bases in distinct native networks which include their preferred modality-biased
areas [43-45]. The specialization of each network becomes evident when the task imposes one form of processing (spatial or temporal)
in the non-preferred sensory modality (visual or auditory, respectively): in this kind of scenario, cross-modal recruitment can take
place to compensate the inefficiency of the non-native network [43]. This implies that in presence of multimodal interference during
temporal processing, task demands are greater for the visual system, leading the auditory network to take over the processing. This
functional asymmetry can explain why individual behaviors are temporally attracted more strongly by auditorily perceived actions,
irrespective of the attractor landscape.

The auditory dominance in timing is thought to stem from its stronger coupling to the motor system, which is evident in greater
activation in motor structures such as the SMA and premotor cortex [46], as well as increased activation in the putamen [47] inde-
pendent of stimulus motion [48]. Furthermore, auditory rhythms provide a selective benefit in pacing motor behavior when
compensating for basal ganglia impairment in Parkinson’s Disease [49,50]. It should be mentioned that in spite of the abundant
evidence supporting anatomo-functional connectivity as a solid ground for temporal specialization, the dynamics of neural oscillations
do not appear to be strictly modality-specific. While activity in the beta band has been traditionally linked to timing prediction in the
auditory domain [51-54], recent research has also associated beta activity with timing predictions within the visual system in response
to visual rhythms [26], as well as in cortico-kinematic coupling during real and imagined sensorimotor synchronization [55]. In a
dyadic setting, we observed modulation of beta power as a function of the partner’s movement cycles during both visual and auditory
couplings [10], extending the notion of supramodality for this neural dynamic to the interpersonal domain.

Turning our attention to the temporal competences of the visual system, it is notable that despite its spatial dominance [26], visual
cortex exhibits activation specific to interval timing [56], duration perception [57] and prediction of rhythmic onsets [58]. However,
these capabilities face increased computational demand due to the inherent complexity of spatial processing within visual scenes,
irrespective of stimulus continuity. Given this complexity, coupled with a weaker connection to the motor system, visual targets
become less likely to trigger error correction mechanisms and drive adaptive behavior [26]. Considering these differences, when visual
and auditory sequences presented out of phase directly compete in instructed synchronization, the auditory sequence takes precedence
over the visual one, rather than the other way around [59,60]. Such multimodal competition is directly reflected in our dyadic
paradigm, where whilst sounds produced by the partner entrain individual behaviors at all times, the weaker visual coupling loses
traction as the drifting metronomes drive partners away from the in-phase attractor. The conclusion we take is that the cooperation
process driving dyadic entrainment, when mediated by visual coupling, strongly relies on attractor dynamics to compensate for the
timing disadvantage in this modality.

How do our findings align with major theories of interpersonal synchronization [22]? Predictive accounts propose that rhythmic
behavior is driven by the continuous updating of internal predictive models of the other, facilitating coupled individuals to converge
towards a synchronized state, with the aim of minimizing energy via error correction [23]. Within this framework, our ‘kinematic
hypothesis’ anticipated that continuous and discrete access to informational observables from a partner’s movement would lead to
different updates of predictive models. With continuous access, the model can be updated continuously at the sampling rate of the
specific perceptual system, thereby providing a fine-grained representation of the movement cycle. In contrast, when the access is
discrete, the estimation of the next tap is based on prior knowledge of the tapping rate, resulting in irregular updates dependent on the
actual occurrence of the next event. Contrary to a Bayesian account premised on supramodal updating [61], our findings suggest that
spatial and temporal information are differentially weighted according to the sensory input channel. For example, the ‘ventriloquist
effect’” demonstrates the dominance of visual information in spatial processing [62-64], while the ‘flash-sound illusion’ highlights
auditory supremacy in processing temporal structure [65-68]. Continuous availability of informational observables might be more
heavily weighted when processed visually, as they convey information on the spatial positioning of the partner’s effector. The spatial
processing of continuous sonification might be minimal, therefore having a negligible impact on behavior.
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From a different perspective, within a dynamical systems framework [69-71], our ‘kinematic hypothesis’ predicted that continuous
information would override the action of internal time-keepers [72], driving behavior through simple sensorimotor interactions across
modalities. This form of emergent timing would allow participants to rely on the inherent properties of the partner’s movement and of
the feedback itself, without employing cognitive resources to compute intervals based on discrete events [25,73-76]. However, we
should note that the perception of oscillating objects (such as the partner’s hand) varies across sensory pathways. The spatial layout of
these objects is mapped onto the retina and preserved throughout the visual pathway [77,78], whereas the receptor layout in the inner
ear encodes the position of the target by combining localization and spectral cues [79,80]. These differences reasonably lead to varied
information transfer from perceptual to motor oscillators [71], suggesting that the effector is driven by unique dynamics depending on
the sensory input. Furthermore, the contribution of active sampling strategies unique to each sensory system cannot be neglected,
particularly eye-tracking behavior, which has been shown to strengthen visuomotor coordination and modulate the effects of kine-
matics [81,82]. One study even suggests that interpersonal motor contagion can be suppressed when controlling for active tracking
[83]. While we did not record eye movements in our study, it is unlikely that finger-tapping behavior elicited significant tracking due
to the small amplitude of movements. Nonetheless, caution is warranted when generalizing our findings to other behaviors, especially
those involving large-amplitude movements that may engage eye tracking to a larger extent. In such scenarios, recording eye
movements and considering their effects on visuomotor coordination becomes essential.

In conclusion, our findings imply that the intrinsic dynamics of sensory perception and their interaction with the motor system play
a pivotal role in interpersonal synchronization. The present study enriches the existing body of literature on interpersonal coordination
by emphasizing the nature and accessibility of kinematic information, comparing the specific contributions of visual and auditory
couplings. A thorough understanding of these facets is critical for designing and optimizing motor training and rehabilitation protocols
that involve interaction between an individual and a trainer or another partner. While sonification has proven its worth for bio-
feedback applications centered on the individual, both in sports [18,84-88] and rehabilitation [89-92], its potential as a mediator
and enhancer of dyadic coupling remains relatively unexplored. We urge further investigation into this area to broaden our under-
standing of the various dimensions of auditory coupling. Grasping its potential and limitations in supporting motor coordination is
essential for evaluating its validity, as well as for complementing visual input during dyadic interactions.

4. Methods

Participants. A total of 40 right-handed participants took part in the study, including 20 females and 20 males. The mean age was
31.2 years, with a standard deviation of 6.8 years. Participants were initially divided based on gender and subsequently randomly
paired into 20 dyads. Upon recruitment, all participants reported not being professional musicians and having no history of neuro-
logical, major medical, or psychiatric disorders. With the exception of one dyad, participants indicated they were not familiar with
their assigned partner.

Experimental Apparatus. Participants were seated across from each other at the same table, on chairs equipped with armrests. By
resting their elbows on the armrests, participants eliminated any potential tactile or proprioceptive coupling between them due to
table vibrations. Each participant was assigned a pad and instructed to tap on it using their right index finger in synchronization with a
metronome. Depending on the experimental condition, the metronome provided either an auditory cue or a flickering light. Two
wooden screens were placed perpendicularly on the table to manipulate visual coupling between the partners. The frontal plane was
equipped with adjustable sliding windows to regulate visual access to the partner’s hand movements based on height and position of
the participant. Each participant had to wear a glove with an infrared reflective marker on the finger-tip, used to track the finger’s
position during the task. A Qualisys Motion Capture system, consisting of 8 Miqus M3 cameras, 1 Miqus RGB camera and the ‘Qualisys
Track Manager 2020’ software was used to track the position of the hand and tapping pads. A Focusrite RedNet 2 Dante Audio Interface
was used to deliver independent audio channels to each participant through in-ear plugs, with Ableton Live 10 serving as the main
interface for stimuli presentation, sonification of finger-taps, and real-time routing. The same MIDI tracks controlled the metronomes
across conditions by triggering either an audio sample or a flickering LED. A Teensy 3.2 microcontroller functioned as a serial/MIDI
hub in the setup, detecting tapping onsets with <1 ms resolution based on analog input from strain gauge pressure sensors installed
within the pads. Every time a metronome onset was presented to a participant, a MIDI message was sent to the Teensy device to log the
metronome’s timeseries and control the voltage of the LEDs when necessary. Participants were monitored from a control desk placed
behind a curtain using the Miqus RGB camera to ensure compliance with instructions.

Experimental design. The study was designed in a Modality (Visual, Auditory) x Kinematics (Continuous, Discrete) 2 x 2 factorial
structure, as represented in Fig. 1. In all conditions, participants were always exposed to the partner’s movements in one modality
while they were paced by a metronome in the other modality. They were instructed to neglect the partner and focus on following their
own metronome at all times. The design resulted in the following experimental conditions. 1. Visually Coupled — Continuous: partici-
pants tapped along with an auditory metronome, while looking at the partner’s hand tapping. The hand of the partner was fully visible,
while the view of their own hand was hidden by a component of the screen. 2. Visually Coupled — Discrete: participants tapped along
with an auditory metronome, while looking at the partner’s hand tapping. The hand of the partner was hidden by a sliding window,
adjusted so that only the fingertip was visible at the time of impact. The view of their own hand was hidden by the other component of
the screen. 3. Auditorily Coupled — Continuous: participants tapped along with a flickering LED, while hearing the sonification of the
partner’s tapping. The sonification consisted of a continuous tone, modulated in frequency by the distance between the fingertip and
the pad. A discrete ‘tick” sound was triggered at the time of impact. The view of their own hand was hidden by a component of the
screen. 4. Auditorily Coupled — Discrete: participants tapped along with a flickering LED, while hearing the sonification of the partner’s
tapping. The sonification consisted of a discrete ‘tick’ sound triggered at the time of impact. The view of their own hand was hidden by



M. Rosso et al. Heliyon 10 (2024) e33831

a component of the screen.

Experimental procedure. Before participants arrived in the lab, the experimenters calibrated the motion capture system. Upon
arrival in the lab, participants read all information related to the study and signed the informed consent form. Demographic data were
collected with a questionnaire, and the Edinburgh inventory [93] was administered to assess participants’ right-handedness. The
Interpersonal Reactivity Index (IRI) [94] was administered as a self-report measure of empathy and its subscales. Participants’
preferred spontaneous tempo was calculated through 30 s of self-paced finger-tapping on a dedicated smartphone app (www.
beatsperminuteonline.com). After wearing the glove for tracking the finger’s position, participants wore the earbuds. Volume levels
were adjusted for each participant before the experiment, and pink noise was regulated to suppress any environmental sound. After
instructing the participants on how to perform finger-taps in synchronization with the metronome, they underwent a 30-s familiar-
ization session. Subsequently, participants were asked to place their finger on the pad and then hold it at the highest point of their
comfortable range of motion, while the experimenter recorded the positions on the software to normalize the motion range for
continuous sonification. In visually coupled conditions, the lights of the room were lit at the minimum level and two diffused
directional lights were oriented parallel to the table, to prevent the lights coming from the ceiling to cast the shadow of the moving
hand on the pad. In condition of visual occlusion, the eight of the sliding windows on the wooden screen was adjusted based on the
height and position of the participants, so that only the fingertip of the partner was visible at the moment of impact with the pad. The
importance of maintaining the position and the style of tapping was stressed in the instructions. All dyads confirmed during debriefing
that the manipulation was successful. In either sensory modality (ticking auditory metronome or flickering visual metronome), each
participant was cued with a different tempo (1.67 Hz and 1.64 Hz), such that the relative phase between the metronomes began at 0°,
increasing regularly in 5.6° increments [9]. A full cycle took 39 s to complete, with 10 consecutive cycles performed in each exper-
imental condition. Participants were clearly instructed to ignore their partner at all times, and tap along with their assigned metro-
nome. During breaks between experimental conditions, participants provided subjective self-reports on various aspects of the task by
expressing agreement on a scale from 1 (“Completely disagree™) to 7 (“Completely agree”) using a custom-made battery of 12 Likert
items. Data collected from the questionnaires are not presented in this paper.

Motion capture and sonification. The real-time sonification of the finger-tapping motion was implemented as follows. Five
reflective markers for infrared light were attached to the pad of each participant in different configurations, such that 2 rigid bodies
were identified in the motion capture recording. One extra marker was placed in the center of the pads for the creation of rigid bodies,
defined as virtual marker, and physically removed to define the origin of the XYZ space. The directions of the axes were relative to the
participants’ bodies (X pointing outwards, Y pointing to the front, Z pointing to the upside). This way, two XY planes were defined,
each lying on the surface of the respective pad. Each participant performed the experiment wearing a glove equipped with a marker on
the back of the middle phalanx of the index finger. During finger-tapping, we sonified the Euclidean distance of the marker from the XY
plane of the assigned pad. This parameter was mapped onto the frequency of a sinusoidal waveform using the software Ableton Live,
resulting in a continuous frequency modulation (FM) of the audio signal. Specifically, a downward movement towards the pad
increased the pitch, while an upward movement away from the pad decreased it. The modulation ranged from the note C4 (261 Hz) to
the note C5 (523 Hz), with the pitch range normalized based on each participant’s range of motion during the calibration phase. This
sonification was implemented exclusively in Condition 3 (Auditory Coupling, Continuous) to bridge the temporal gaps between
tapping onsets. The moment of impact was sonified by triggering the audio sample of a discrete metronome sound within Ableton Live
for both Condition 3 (Auditory Coupling, Continuous) and Condition 4 (Auditory Coupling, Discrete).

4.1. Data analysis

For the most part, the pipeline hereby described is a translation of the methods described in Refs. [9,10], applied to the current
experimental design. The content of this paragraph is adapted from the original work with the authors’ consent. However, the values
for the embedding dimension and delay differ from the original study as they were optimized for the current dataset.

Pre-processing. Throughout the duration of 10 consecutive metronome cycles, each dyad’s partners were expected to produce 650
and 640 tapping onsets, respectively, over a total period of 390 s. Onsets occurring less than 350 ms from the previous one were
considered false positives and subsequently removed, as participants could occasionally press the pad for an extended duration or
inadvertently rest their hand on it. From the entire sample, 89 false positives were eliminated, accounting for 0.086 % of all data
points. The refined timeseries were then interpolated using a sine function at a 1 kHz sampling rate, yielding an estimate of the os-
cillators’ positions within the cycle at a temporal resolution of 1 ms. The tap prior to the first metronome onset and the final tap
following the last metronome onset were incorporated into the interpolation. Subsequently, data points outside the metronomes’
timeseries boundaries were discarded. This procedure ensured equally sized timeseries without data loss, a prerequisite for the
implementation of joint recurrence quantification analysis (JRQA; see the following paragraph). The interpolation choice is
conceptually supported by the modeling of coupled oscillator systems in the context of finger-tapping studies [9,10,71,95]. Lastly,
timeseries were down-sampled by a factor of 4 to render the computation of recurrence plots (RPs) more manageable. As demonstrated
in our previous report, JRQA results are not sensitive to the choice of down-sampling factor. Dyad #15 was excluded from the analysis,
because the Edinburgh Inventory revealed that one participant was effectively left-handed. Furthermore, the pad of one participant did
not work for the whole duration of Condition #1, resulting in the loss of all data collected in that condition.

Phase-space reconstruction. Following Takens’ embedding theorem [96], we reconstructed the phase space of individual
finger-tapping behaviors. This involved utilizing time-delayed copies of the input timeseries uy, while implementing an embedding
dimension m and a time delay .
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where x— (t) represents the vector of reconstructed states within the phase-space at time t. Optimal parameters for the time-delayed
embedding were calculated for each participant, for the duration of each individual metronome cycle across all experimental con-
ditions. The resulting average value of the parameters was applied to all individual timeseries. The reason is that to compare recur-
rence rates across conditions at a group level, the embedding procedure must remain consistent among participants (e.g., see Refs. [9,
971, for examples of parameter selections in a factorial design). Firstly, we chose the delay 7 as the first local minimum of the mutual
information index [98] in relation to the delay. This method minimized the timeseries self-similarity, extracting almost orthogonal
components and preventing the attractor from folding onto itself [99]. The mean delay value was determined to be 7 = 7. Next, we
identified the number of embedding dimensions using the false nearest neighbor method [100]. Specifically, we incrementally
unfolded the timeseries into higher dimensions until data points no longer overlapped spuriously, identifying an optimal mean
embedding of m = 2. Lastly, in line with existing literature, the maximum threshold for considering two adjacent points as recurrent
was set at 10 % of the maximum phase-space diameter [27].

Joint recurrence plots (JRPs). A recurrence plot, denoted as R;j, is a square array employed to represent and quantify the
recurrence of states within a system’s phase space [101]. For each point in the phase space trajectory:

—

x;(i=1,..,N;N=n-(m—-1)1) (2)

the proximity to another trajectory point, x— j, was assessed based on a neighborhood threshold. Individual recurrence plots are
computed using the following equation:

Rij(e)=0(e — [pxi — ;) ®
Here, ¢ represents the neighborhood threshold, || - || is the Euclidean norm (indicating the distance between two vectors), and @ is the
Heaviside step function. Each phase-space yields a square matrix with 1s where the distance || - || is less than the threshold ¢, and Os for

other elements.

A joint recurrence plot (JRP) was computed for each dyad by overlapping individual RPs pairwise, retaining 1s only where both
plots exhibited recurrence. Each JRP was essentially the Hadamard product of the first and second participants’ recurrence plots. The
CRP Toolbox for Matlab® was used to compute JRPs [102]. By aggregating the JRPs of the 10 trials (i.e., metronome cycles) for each
experimental condition, a 2-D matrix was obtained, with each entry representing the recurrence count in the corresponding cycle
region across all trials. A 1-D vector recurrence score was derived by summing the row counts for each matrix column. This vector
signifies a density measure of coupled behavior instances throughout the metronomes’ cycle. The recurrence score scale relies on the
JRP size, which, in turn, depends on the embedding procedure. This necessitates setting consistent parameters across the entire sample.
To enhance the signal-to-noise ratio and prevent oversampling, the resulting timeseries were reduced to 64 bins by averaging
recurrence scores for equally sized, consecutive time periods. The interval size was determined by the slower metronome’s increments,
which provided a regular subdivision inherent to the experimental trials.

All processing steps were conducted in Matlab®. Our approach was chosen over the moving window-based JRQA version to avoid
low-pass filtering effects on the timeseries, which could impede result interpretation. Specifically, a moving window can introduce
phase distortion in the timeseries based on window size, making it unreliable for detecting attractor points across the landscape.

Statistical models. The recurrence score served as the response variable in a mixed-effects model, which included Coupling and
Perspective as factors and Time as a continuous predictor, expressed through the indexes of the metronome steps (from 1 to 64). Due to
the non-linear time course observed in coupled conditions, we employed the method of orthogonal polynomials [9,11,29,103],
incorporating linear and quadratic functions of Time into our model. Dyads and interactions between Dyads and the factors were
modeled as random effects on all polynomial terms to accommodate individual variability in synchronization abilities and individual
susceptibility to coupling across experimental manipulations. The random effects structure was adopted to minimize false alarm rates
without significant power loss [104]. Guided by our prior study and the examination of empirical curves from the current dataset, we
confined the polynomial model to the 2nd order as the most parsimonious solution. Within this analytical framework, the intercept is
considered a ‘zero-order’ polynomial, as it displays zero changes in any direction. Significant changes in direction signify modulation
by the task’s temporal structure, enabling us to quantify the influence of attractor points as the dyad diverged from the horizontal
trajectory while transitioning over the expected critical regions.

The full model’s formula is as follows:

Recurrence ~ (Time + Time®) + Modality  Kinematics + (Time + Time® | Dyad) + (Time + Time® | Dyad : Modality : Kinematics)
Statistical analyses were carried out in R (version 4.0.3). The Ime4 package [105] was used for model fitting.
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