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Music plays an essential role in human life and can act as an expression

to evoke human emotions. The diversity of music makes the listener’s

experience of music appear diverse. Di�erent music can induce various

emotions, and the same theme can also generate other feelings related

to the listener’s current psychological state. Music emotion recognition

(MER) has recently attracted widespread attention in academics and industry.

With the development of brain science, MER has been widely used in

di�erent fields, e.g., recommendation systems, automatic music composing,

psychotherapy, and music visualization. Especially with the rapid development

of artificial intelligence, deep learning-based music emotion recognition

is gradually becoming mainstream. Besides, electroencephalography (EEG)

enables external devices to sense neurophysiological signals in the brain

without surgery. This non-invasive brain-computer signal has been used to

explore emotions. This paper surveys EEG music emotional analysis, involving

the analysis process focused on the music emotion analysis method, e.g.,

data processing, emotion model, and feature extraction. Then, challenging

problems and development trends of EEG-based music emotion recognition

is proposed. Finally, the whole paper is summarized.

KEYWORDS
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1. Introduction

Music is a product created by musicians in the brain and mapped to reality through

playing and is also a meaningful way to express emotions and generate emotional

resonance. Music is a sound symbol representing people’s thoughts and has specific

acoustic and structural characteristics. The structure and features of music, such as

pitch, tonality, rhythm, and volume, play an essential role in emotional expression.

For example, fast rhythms (dense rhythms) typically indicate high arousal levels,

while slow rhythms (sparse rhythms) indicate low arousal emotions. Music has many

elements, including loudness, pitch, beat, tempo, rhythm, melody, harmony, texture,
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style, timbre, dynamics, structure, and more. Generally

speaking, music has three essential characteristics: loudness,

pitch, and timbre (Lin et al., 2010). Music is a type of sound

caused by objects vibrating the air regularly. It enters the brain

through the human ear and acts on the cranial nerves. Besides,

music is one of the ways of expressing emotions, which can

evoke strong emotional responses from listeners with good

cross-cultural, consistent consistency. Listening to music is an

easy and effective way to change your mood or reduce stress.

Neuroscientific research has found that the melody and rhythm

of music directly affect the human ear, and the listener can

perceive the emotion expressed by music in the subconscious

state. Studies have shown that music can induce various

emotions in humans, including sadness, nostalgia, tension,

happiness, relaxation, calmness, and joy. Listening to music

causes emotional mechanisms that are very complex, which

often involves a series of related interdisciplinary knowledge

such as psychology, physiology, and neuroscience. It isn’t easy to

find an intuitive quantitative method to analyze. When musical

stimulation acts on a person’s auditory system, the brain will

temporarily increase the activity of specific nerve cells, thereby

affecting the expression of people’s emotions. Music signals and

EEG are closely related in the root (Lin et al., 2006). The EEG

often used to verify the influence of music on human brain

activity. Studying the relationship between EEG signals and

music can help discover how music activates corresponding

neurons in the brain. And it can also affect the expression of

human emotions. Therefore, studying the correlation between

music and EEG signals is of great significance.

Human emotion is a complex phenomenon closely related

to human mental state and emotion, including psychological,

physiological, and social aspects (Cacioppo et al., 2021).

Emotions can be described as changes in the form of the human

brain in response to specific events. Emotions play a crucial

role in numerous daily experiences of human beings and exert

significant influence on their life, such as cognition, perception,

and rational decision-making. Given the correlation between

the two, emotion has been studied in psychology, philosophy,

and neurobiology, which is consistent with the basis of emotion

neuroscience (Panksepp, 2004). Although emotions are essential

to human communication and interaction, until now, there has

been no transparent, automated system for emotion recognition

in human society. With the continuous development of artificial

intelligence, the demand for emotional intelligence in the

human-machine interface is increasingly amplified (Picard,

2003). Based on this, developing and implementing a new

automatic emotional recognition algorithm becomes crucial. In

this way, it is possible to improve and humanize the interaction

between humans and machines. Many studies (Cloitre et al.,

2019; Dickerson et al., 2020) have focused on detecting emotions

by analyzing physical responses to emotional conditions. To

this end, many studies have assessed the effects of emotion on

different physiological variables, with particular efforts being

made to evaluate EEG recordings (Alarcao and Fonseca, 2017).

In recent decades, EEG-based emotion recognition research

has gained popularity in many disciplines. However, available

scientific data on emotional states and their structure are

still limited. Researchers have verified that certain music can

change neural activity and stimulate people’s potential. Activity

in the EEG correlates strongly with music-induced emotions.

Vuilleumier and Trost (2015) shows that emotion recognition

in music is a relatively rapid process.

Nordström and Laukka (2019) found that music-evoked

emotions share some characteristics with basic emotions

that map to valences observed in other emotional contexts

(Vuilleumier and Trost, 2015). These findings suggest that

emotional responses are multidimensional. Using functional

magnetic resonance imaging (fMRI), Bodner and Shaw

compared the changes in electrical signals in the brain as

participants listened to Mozart’s music and other music (Bodner

et al., 2001). The results showed that in addition to the expected

temporal lobe activation, the subjects listening to Mozart

also activated the brain’s frontal lobe, with significant α-wave

changes. This phenomenon may be because Mozart’s music

is highly organized, and the regular repetition of melody is

similar to the rhythmic cycle of brain electricity, which affects

the human body. In addition, most previous studies on emotion

recognition are based on body movement, posture, voice,

and expression. However, tone and facial expressions can be

deliberately hidden, so the corresponding credit is inaccurate.

In contrast, EEG captures the electrical signals produced by

neurons, and humans cannot control physiological signals on

purpose, so EEG-based emotion recognition is more reliable.

Brain functional network studies include magnetic

resonance imaging (MRI), functional magnetic resonance

imaging (fMRI), and functional near-infrared spectroscopy

(fNIRS). MRI is a very complex imaging examination. MRI

provides in a particular brain, such as a tumor patient’s. MRI

shows only a still image of the brain, which is an anatomical

image, with no actual brain activdes a map of the brain at

a given moment. This structural information can be used

to determine the size of a person’s brain or whether there

are abnormalitity. To get images of brain activity, fMRI is

needed. FMRI can observe the specific brain activity clearly

under test in the form of pictures, which has incomparable

advantages. However, fMRI equipment will produce huge

background noise when working, which seriously affects the

effect of music appreciation. Meanwhile, fMRI has low time

resolution, and the brain imaging obtained by fMRI is the

average of brain activity within a few seconds. However, the

brain responds effectively to stimuli within 30 ms, and the

temporal resolution of fMRI makes it impossible to accurately

analyze brain activity. fNIRS is the near-infrared spectroscopy

(NIRS) used in functional neuroimaging. In application, the

brain’s response can be detected according to the behavior of

neurons. It is a neuroimaging technique that uses spectroscopy
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to measure the level of brain activity. Functional near-infrared

spectroscopy (FNIR) is a non-invasive functional brain imaging

technique developed in recent years. But all of these methods

are more expensive than EEG, require more training, and,

most importantly, are less portable. And in the experiment,

sometimes as long as you wear headphones, you can detect the

quality of the data, so EEG is more widely used in the test.

The connection between music and the brain is

interconnected. People with hearing impairments can’t perceive

pitch and rhythm correctly, but their brains are unaffected.

Different music can trigger different emotions, and the same

music can trigger other emotions, which has a lot to do with the

current state of mind of the audience. In recent years, with the

development of brain science, music, mood, and the correlation

with EEG research have gradually become cutting-edge research

in this area. With the help of EEG, research content can

use machine learning algorithms to capture and study brain

activity signals to predict emotional recognition patterns and

translate them into commands. The development trend of EEG

recognition of music arousing emotion is proposed. Based

on this, this paper makes some conclusions about the brain

mapping of music-induced emotion.

The main contributions of this paper are as follows:

• We give a detailed introduction to the music-based

emotion recognition method and analyze the emotion

analysis of EEG signals in detail.

• We introduced EEG-based music emotion recognition

methods in detail, including data collection and processing,

feature extraction, etc

• We discuss current challenges and future research

directions for EEG-based music emotion.

The rest of the paper mainly includes some preliminary

knowledge of music emotion recognition is introduced in

Section 2. Then Section 3 reviews and summarizes the

framework of EEG-based music emotion recognition. Section

4 discusses the current challenges and future work. Finally, we

conclude this paper in Section 5.

2. Preliminary knowledge

With the rapid development of information science, various

digital technologies are flourishing. Audio digitization has

become an intermediate force in the digital trend. Audio

is the result of digitizing and preserving sound, and music

is an essential part of the audio. In recent years, digital

music has attracted many scholars to research it. Compared

with traditional music, digital music reflects its advantages in

production, storage, dissemination, and retrieval, e.g., digital

signal processing can reduce the cost of music storage and the

application. At the same time, the popularization of the Internet

has promoted the spread of digital music. With the development

of audio retrieval technology, text content is unable to meet

users’ needs. In this context, digital audio content has become

a hot spot of digital audio technology.

However, music’s essential feature is based on emotion,

and more music studies point out that emotion is a necessary

criterion for people in music retrieval. The core of emotion-

based music retrieval is music emotion recognition, which is

the essential research direction of digital music. Music emotion

recognition research covers musicology, psychology, music

acoustics, audio signal processing, natural language processing,

machine learning, and other fields.More than 100 related studies

have shown that different listeners are generally consistent

in judging the emotions expressed by music. Therefore, it is

possible to perform emotion recognition with high accuracy.

Music emotion recognition began in the 1960s and has

been around for decades. At the beginning of artificial

intelligence, some people proposed the relationship between

music content and emotion. Since then, universities and

research institutes have conducted related research. In recent

years, with the development of artificial intelligence, music

emotion recognition research has progressed rapidly and has

been successfully applied in various fields, e.g., music emotion

retrieval, music art performance, intelligent space design, etc.

Music emotion recognition technology is the research field

of music visualization. It has laid the foundation with broad

research prospects and essential application value.

In recent years, music emotion recognition has progressed

rapidly and become one of the important research directions

in digital music. In the current music emotion research, there

are many problems need to be resolved, such as the scarcity of

music emotion data sets, the difficulty of emotion quantification,

and the limited accuracy of emotion recognition, with the

test. This section will introduce the research status of music

emotion recognition.

2.1. Music emotion recognition

Music emotion recognition is an interdisciplinary work

that requires deep analysis and understanding of music, which

not only involves signal processing and artificial intelligence

but also needs to understand many fields such as auditory

perception, psychology, and music theory. People’s judgment

of music emotion is subjective, and different experiences or

ideas will influence the determination of music emotion. The

characteristics of music, e.g., timbre, rhythm, and lyrics, also

affect people’s perception and judgment of musical emotion.

Music expresses emotion with essential elements such as pitch,

length, strength, and timbre, and how quantifying music’s

emotional characteristics is the key to solving the music emotion

recognition problem.
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Xia et al. (2012) used a continuous emotion mental model

and a regression prediction model to generate robot dance

movements based on constructing emotional changes andmusic

beat sequences. Schmidt et al. (2010) chose a continuous

emotion model to link the dynamic content of music with the

acoustic feature model. Then the established regression model

can study the emotional changes in music over time. Bresin

and Friberg (2011) invited 20 music experts to express emotions

such as happiness, sadness, fear, and calm by the numerical

combination of 7 characteristic quantities in the device and

obtained the relationship between usual quantities and musical

emotions. Yang et al. (2006) used a continuous emotion mental

model with regression modeling to predict the emotional value

of music. Then, two fuzzy classifiers were used to measure

the emotional intensity to identify the emotional content of

the music. Sarkar and Saha (2015) using convolutional neural

networks to identify music models and compared them with

commonly classifiers, e.g., BP neural networks.

In recent years, music emotion recognition has received

extensive attention. With the combination of deep learning

methods, emotion recognition has been dramatically improved.

However, music emotion recognition is a long-term task that

still needs continuous innovation and improvement. As the in-

depth application in various fields, music emotion recognition

has created incomparable value, promoting the development

of other areas. Music emotion recognition can accurately carry

out personalized music recommendations. Adjusting the music

according to the emotional needs of individuals can well solve

the problem of individual differences and make music retrieval

methods more diversified. With the further application of

musical emotion recognition in the medical field, psychological

therapy with music has become an effective treatment method

in recent years. At the same time, music emotion recognition

also plays an essential role in dealing with brain nerve problems.

Therefore, the research on musical emotion recognition is of

great significance to the in-depth development of various fields.

Music emotion recognition can accurately carry out

personalized music recommendations. Adjusting the music

according to the emotional needs of individuals can well solve

the problem of individual differences and make music retrieval

methods more diversified. With the further application of

musical emotion recognition in the medical field, psychological

therapy with music has become an effective treatment method

in recent years. At the same time, music emotion recognition

also plays an essential role in dealing with brain nerve problems.

Therefore, the research on musical emotion recognition is of

great significance to the in-depth development of various fields.

2.2. The processing of MER

The existingMER algorithms are almost based on supervised

learning. Therefore, establishing a learning library is necessary,

FIGURE 1

MER framework.

i.e., music and related data, which is shown in Figure 1. Then,

the music features are extracted by an emotional model, which

forms feature vectors using dimensional reduction. This way,

the music emotion recognition model is calculated by training

the feature vectors and emotion labels. Finally, the performance

feature is extracted from the unknown music, i.e., emotional

test, and the classification result can be conducted by the trained

recognition model.

2.3. MER models

The analysis and identification of music emotion require

using a music emotion model. The music emotion model

can effectively solve the problem that emotion is difficult to

quantify. The basis for analyzing and identifying music emotion

is selecting a suitable model according to the characteristics. The

music sentiment analysis model can generally be divided into

three parts, namely the music feature model, music emotion

model, and cognitive classification model. Among them, the

music emotion model is the basis for the final classification, and

its selection is essential. Classical music emotion models include

Hevner model (Hevner, 1936), Thayer model (Thayer, 1990),

TWC model (Tellegen et al., 1999), and PAD model (Russell,

1980).

In computer music emotion analysis, the Hevner model

is a commonly used psychological model of music emotion.

As in Figure 2A, Hevner first proposed it in 1936. Hevner

categorizes emotional adjectives into eight categories: solemn,

sad, dreamy, quiet, graceful, happy, excited, and powerful.

Each type of adjective is further subdivided into several more

detailed and extensive emotional adjectives, totaling 67 words.

The model combines musicology and psychology, is richer in

selecting emotional keywords, and has a good effect on the

emotional identification of musical works. Based on the Hevner

model, Farnsworth (1954) found that several Hevner adjective

clusters were not accurate enough to describe emotions and then
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FIGURE 2

The common MER model. (A) Hevner model. (B) TWC model. (C) PAD model.

effectively updated the model using 50 Hevner adjectives. The

internal consistency was higher than in the original model, and

the category distinction was better. In 2003, Schubert (2003)

updated the Hevner model emotional adjective table, and the

final list contained 46 words, which were divided into nine

groups in the emotional space.

Thayer (1990) believes that the two underlying dimensions

of emotion are two independent dimensions of arousal: energy

awakening and tension awakening. Thayer’s emotional model

is two-dimensional, with pressure as the abscissa and energy

as the ordinate. According to the power from calm to vitality

and the force from happiness to anxiety, the plane is divided

into four extreme areas, i.e., vitality, anxiety, contentment, and

depression. The Thayer model is proposed from the perspective

of psychology. It is described by dimensional thinking and

can establish a good relationship with acoustic characteristics.

Therefore, it is suitable for emotional recognition of audio

music such as MP3 and WAV. However, it is still necessary

to map to discrete emotion representations in the specific

emotion recognition process. As shown in Figure 2B, Tellegen

et al. (1999) revised and supplemented the Thayer model

and proposed a TWC model, which used 38 adjectives to

describe emotions, and added a set of coordinate systems based

on the original two-dimensional coordinates. The horizontal

and vertical coordinates are Happy and involved. The TWC

model not only retains the Thayer model’s natural and

smooth emotional transition but also dramatically enriches the

descriptions of musical emotions.

The PAD (Russell, 1980) three-dimensional effective

model is a dimensional measurement model first proposed

by Mehrabian and Russell and is widely used in psychology,

marketing, and product satisfaction research, which is

shown in Figure 2C. The model divides emotions into three

dimensions: pleasure, activation, and dominance, where P

represents pleasure, representing the positive and negative

characteristics of an individual’s emotional state, A means

the degree of activation, representing the level of individual

neurophysiological activation, and D represents dominance,

representing the individual Control over the situation and

others. PAD model regards the degree of emotion as a

spatial angle coordinate system and divides feeling into three

dimensions, pleasure, activation, and dominance. Among them,

pleasure represents the trend of an individual’s emotional state,

activation degree represents the neurophysiological activation

level of the individual, and dominance refers to the degree

of domination of the individual relative to the situation and

others. The model describes subtle emotional intensity through

different coordinate points. Compared with traditional emotion

description methods, the characteristics and advantages of

the PAD model are that it can distinguish emotional states

such as anger and fear. The PAD model can describe a state

of emotional intensity according to specific spatial coordinates

and define emotional words continuously and subtly. The

Thayer model has only two dimensions and lacks the richness

of emotions, while the Hevner emotional ring model classifies

and describes emotions in too much detail. Except for the

8-dimensional emotional ring, each category is subdivided into

several sub-categories. This classification is too fine-tuned, and

complex semantic models are unnecessary for simple music

with a single emotion.

In addition to the emotion model listed in Figure 2, some

studies utilize probability distributions (Yang and Chen, 2011),

rankings (Fan et al., 2017), and antonym pairs (Liu et al.,

2019) to express musical emotion. Probability distributions

represent the emotion of a song as a probability distribution

in the emotion space, which can alleviate the problem of

emotional subjectivity. Ranking and recommending music

works according to emotional intensity can reduce the
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cognitive burden caused by continuous dynamic polarity and

the inaccuracy caused by emotional subjectivity. Antonym

pairs can make sentiment labels more objective. Figure 2

mainly introduces several classical music emotion models. The

discrete model and multidimensional model are extensions of

these methods.

2.3.1. Discrete model

In the discrete emotionmodel research, experts, and scholars

assume that all types of emotions can be described by a specific

subset of primary emotional states. For example, Ekman’s team

believes there are only six basic emotions (Ekman et al., 1987),

including anger, disgust, fear, happiness, sadness, and surprise.

The number of basic emotions is fixed and limited, and there

is no appropriate way to reflect the complexity and variability

of emotions. In the research process, scholars found that the

discrete emotion model is used to quantify the emotion type and

intensity. However, it has to face many limitations when solving

practical application problems. For example, Gelbrich (2010)

found that negative emotions of anger were associated with

intentions to complain and negative word of mouth, whereas

frustration and helplessness were not.

2.3.2. Multidimensional model

Another emotion model (Verma and Tiwary, 2017; Shu

et al., 2018) provides a more effective way to quantify the

types and intensity of emotions (Russell, 1980). The dimensional

approach is based on the principle that human emotions can be

represented as any point in two or three consecutive dimensions.

One of the most prominent models is Russell’s arousal valence

emotion model. In this bipolar model, valence is represented

by a positive or negative horizontal axis representing emotion.

The vertical axis represents arousal, which describes the level of

emotional activation. In this study, we used the arousal valence

emotion model, which has been proven effective and reliable for

identifying emotions during music listening, to convey human

emotions (Salzman and Fusi, 2010).

2.4. Emotion feature

Music emotion classification is one of the tasks in the field of

audio signal processing. The research work initially analyzed the

emotional trend of audio from the perspective of audio signals,

and solved the problem of music emotion classification by

using common features such as timbre, dynamics and rhythm.

Most of the methods used were some classic machine learning

methods, which greatly improved the classification accuracy and

efficiency. At present, there are two main methods for feature

extraction. One is to train traditional machine learning (ML)

models to predict emotions by extracting and using manual

features. The other is doing it together through deep learning

(DL) models.

• Machine learning features MER methods based on

traditional machine learning can be divided into three

categories, namely song-level classification MER, song-

level dimension MER and dimension MEVD.

• Song-level classification MER Most song level MER

classifications are based on mathematical-statistical

models, of which K-nearest neighbors (KNN) and Support

Vector Machine (SVM) are more common. In addition,

decision tree (DT), random forest (RF), and Naive Bayes

(NB) are also used for MER classification. MARSYAS

(Li and Ogihara, 2003) extracted timbre, rhythm, and

pitch features and input them into SVM for classification.

However, the different emotion categories varied greatly.

Yang et al. (2008a) evaluated various feature and fusion

methods to improve classification accuracy through the

late fusion of subtask merging. Liu et al. (2015) proposed

Multi-emotional Similarity Preserving Embedding (ME-

SPE), which combines ME-SPE with Calibration Label

Ranking (CLR) to identify the emotion of music.

• Song-level dimension MER Commonly used MER

regression algorithms include support vector regression

(SVR), linear regression (LR), multiple linear regression

(MLR), Gaussian process regression (GPR), and acoustic

affective Gaussian (AEG). Yang et al. (2008b) take MER as

a regression problem, extracting 114 audio features from

existing toolkits and entering them into SVR. Malheiro

et al. (2016) proposes three novel features of lyrics: slang

presence, structural analysis, and semantic features. Wang

et al. (2012) proposed a new generation model named

Acoustic Emotional Gaussian (AEG) to identify emotional

music, which shows higher accuracy than SVR and MLR

models. Chen et al. (2017) discussed how to adjust AEG

model to a personalized MER model with minimum user

load. Chen et al. (2014a) explored the personalized MER

using LR-based models. Fukayama and Goto (2016) input

new acoustic signal into account using GPR. Soleymani

et al. (2014) try static and dynamic methods by ML and DL

methods.

• DimensionMEVD The idea of musical mood tracking was

first proposed in Lu et al. (2005). Lu et al. (2005) divides the

whole song into several independent segments and assigns

an emotional label to each segment. The regression method

can also be applied to MEVD but lacks time information.

Schmidt et al. (2010) shows superior results in regression

tasks of the spectral contrast features using multiple audio

features. Xianyu et al. (2016) proposed DS-SVR method

using two independent SVR models. One identifies mood

changes between different songs, the other detects mood

changes within a song, and then merges the results of the

two SVRS into the final result.
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2.5. Emotion evoking methods

In a broad sense, some stimuli can be classified as related

to the organism’s survival, while others are related to its

growth. In this case, “emotional” stimuli are one such category,

which creates a perception of understanding the situation

and expresses the desired behavioral response accordingly.

For example, galvanic skin response (GSR) evokes emotions

by observing changes in electrical properties and autonomic

nervous system activity (Das et al., 2016). In the current

research on emotion recognition, various methods of emotion

arousal (Widmann et al., 2018) have been developed. When

we choose the proper arousal, it improves the accuracy of the

data. Therefore, how to choose suitable and effective media

to induce emotion experiments becomes the critical point of

emotion recognition. By analyzing the source of emotional

arousalmaterials, emotional arousal methods are usually divided

into internal stimuli and external stimuli (Etkin et al., 2015;

Alarcao and Fonseca, 2017). In the process of studying music to

arouse emotions, experts and scholars also have their different

views. Becker claimed that “music-induced emotional responses

are not spontaneous” (Becker, 2001) and on the other hand,

contrary to him, Peretz believed that “emotions are spontaneous

and difficult to conceal” (Peretz, 2001). Noy’s opinion is that “the

emotions evoked by music are different from those generated

in daily life and interpersonal communication” (Hunter and

Schellenberg, 2010), and Peretz believes that “there is no theory

that postulates this specificity of musical emotions” (Peretz,

2001).

2.6. Emotional information acquisition

In the experiments, it is not difficult to find that the

results obtained by using multimedia emotional labels cannot

be generalized to more interactive situations or everyday

environments. To address this real-world problem, new

research that uses interactive emotional stimuli to ensure

the generality of Brain Computer Interfaces (BCI) results

would be welcome (Pallavicini et al., 2018). Many experiments

elicit emotions in different environments but don’t use

electroencephalography devices to record changes. Instead,

other physiological indicators such as heart rate, electrical

skin changes, and respiratory rate are collected. Conceptually,

these paradigms could be helpful if replicated for EEG signal

acquisition (Iacoviello et al., 2015).

Computer technology and emotion recognition algorithms

are usually used when developing a human-computer emotional

interaction system. Spontaneous physiological signals can be

detected from a physiological perspective, allowing us to

objectively and effectively analyze emotional states (Healey and

Picard, 2005; Kreibig, 2010). When we want to know the activity

of the cardiac autonomic nervous system corresponding to

different emotional states, we can use the ECG to complete

it (Agrafioti et al., 2011). Respiratory signals (RSP) can

reveal a lot of information about emotions. For example,

the frequency or depth of breathing is closely related to

emotional changes (Zhang et al., 2017). However, during the

experiment, the spontaneous physiological signals in the case

will encounter problems such as no quantification standard

and low classification accuracy when quantifying emotions

(Fairclough, 2009; Nie et al., 2011). In processing automatic

signals, EEG signals can provide a direct and comprehensive

method for emotion recognition (Mauss and Robinson, 2009;

Waugh et al., 2015).

2.7. EEG

EEG is a process of monitoring and recording information

about the electrical activity of the human brain by generating

spontaneous, rhythmic impulses from neurons in the brain.

In neuroscience and psychology, EEG signals can describe

the emotional state of the brain and human behavior, which

can pick up subtle fluctuations in a person’s emotional state.

However, EEG signals are too weak to be recorded and are easily

interfered by other physiological factors. In addition, to make

the EEG signal non-linear, the original EEG signal needs to

be preprocessed.

EEG has been widely used in clinical practice, and its

characteristics can be summarized as follows:

• The EEG signal is feeble, with an amplitude around

microvolts. Collecting EEG signals is easy to be interfered

with by other signals. Therefore, the original EEG signal

can be used for subsequent research after filtering, noise

reduction, and further processing.

• The advantages of EEG signals are that they can directly

reflect brain activity and change quickly. People’s thinking,

emotional changes, and other physiological factors can

cause changes in EEG. An electroencephalogram differs

from a typical electrocardiogram, a non-stationary and

non-linear time series.

2.8. EEG datasets

With the rapid development of emotion recognition, a

series of standardized emotion trigger databases have been

established with corresponding emotion labels provided by

psychologists. However, current research using music-based

methods of emotional arousal is still limited without generally

accepted standards. The researchers developed a number of

mood databases on EEG. The benefit of open databases is that

more standard methods can be used to verify the performance

of emotional classification when different algorithms or
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TABLE 1 A summary of datasets.

Datasets Conceptualization Number of songs Data type Genres

MediaEval Dimensional 744 MP3 Rock, Pop, Soul, Blues

CAL500 Categorical 500 MP3 -

CAL500exp Categorical 3,223 MP3 -

AMG 1608 Dimensional 1,608 MAV Rock, Metal, Country, Jazz

DEAM Dimensional 1,802 MP3 Rock, Pop, Electronic

Soundtracks Both 360 MP3 Rap, R&B, Electronic

Emotify Categorical 400 MP3 Rock, Classical, Pop, Electronic

DEAP Dimensional 40 CSV -

classification models are used in experiments. Due to music

copyright restrictions, some MER researchers use self-built and

unpublished data sets. Table 1 lists some common data sets that

are commonly used.

• MediaEval1 The data set contains randomly extracted 45-

s musical snippets of complete songs. The 45 s excerpt

(clip) is also annotated for the full length clip using

a 9 point arousal and potency level. A set of features

extracted by openSMILE are also available for data. The

dataset initially had 1,000 creative general License songs

annotated continuously (dynamically) on the wake and

potency dimensions. We found some redundant songs and

fixed some problems, which reduced the number of songs

to 744.

• CAL5002 is a data set designed to evaluate music

information retrieval systems. It consists of 502 songs from

western pop music. Audio is represented as a time series of

the first 13 Meir frequency cepstrum coefficients (and their

first and second derivatives), extracted by sliding a 12 ms

semi-overlapping short time window across the waveform

of each song. Each song is annotated by at least 3 people and

contains 135 music-related concepts covering six semantic

categories.

• CAL500exp3 is a rich version of the CAL500 Music

Information Retrieval dataset. CAL500exp is designed to

facilitate automatic tagging of music on smaller time scales.

The dataset consisted of the same songs, divided into 3,223

acoustically homogenous segments ranging in length from

3 to 16 s. Tags are annotated at the segment level rather than

the track level. Notes are obtained from annotators with a

strong musical background.

1 http://www.multimediaeval.org/mediaeval2015/

emotioninmusic2015/

2 https://paperswithcode.com/dataset/cal500

3 https://paperswithcode.com/dataset/cal500exp

• AMG 16084 It’s a data set for emotional analysis of

music. It contains frame-level acoustic features extracted

from 1,608 30-s music clips and corresponding valency

awakening (VA) notes provided by 665 subjects. The

dataset consists of two parts: Campus subset. It is a subset

of 240 songs annotated by 22 subjects fromNational Taiwan

University and Academia Sinica. AmazonMechanical Turk

(AMT) subset. This subset contained 643 subjects using

annotations for all 1,608 songs provided by the AMT each

song received a total of 15 emotional annotations from each

subject in this subset.

• DEAM5 The DEAM dataset consists of 1,802 fragments

and complete songs annotated consecutively (per second)

and for the entire song with valence and wake values. This

dataset is a collection of data sets for the “Emotions in

Music” task from the 2013–2015 MediaEval benchmark

campaign, in addition to the original tags. The purpose

of the emotional annotation collection is to detect the

emotions expressed by music and musician composition

content.

• Soundtracks6 The dataset provides complete audio files,

documents, and behavioral ratings for the sharing of

stimulatingmaterial for academic research. Audio files have

been compressed into MP3 files using medium quality

compression.

• Emotify7 The dataset contains extracts (1 min long) from

400 songs in 4 genres (rock, classical, pop, electronic).

Notes were collected using the GEMS Scale (Geneva

Emotional Music Scale). Each participant could choose up

to three items from the scale (the strong emotions he felt

while listening to the song).

• DEAP8 The most commonly used database for EEG

emotion recognition is DEAP. The database was created

4 http://amg1608.blogspot.com/

5 https://cvml.unige.ch/databases/DEAM/

6 https://osf.io/p6vkg/

7 http://www2.projects.science.uu.nl/memotion/emotifydata/

8 http://www.eecs.qmul.ac.uk/mmv/datasets/deap/
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by a consortium of four universities in the UK, the

Netherlands and Sweden. The researchers collected

physiological signals from 32 participants as they watched

a 1-min music video and recorded the participants’ SAM

scale before and after the experiment (Koelstra et al., 2011).

SAM scale was used to collect self-assessment of emotion

in valence, arousal, dominance, and liking dimensions.

3. EEG-based music emotion
recognition

With the emergence of advanced analytical tools, including

mathematical models and brain-machine interface apparatus,

the connectivity patterns between music and mood have

attracted ever-lasting attention in the last decades. EEG

plays a pivotal role in exploring the human body. EEG-

based music emotion recognition combines the methods

commonly used in processing EEG data and application in

music emotion recognition. Other detection methods often

describe the mental and physical changes of the human body

by detecting the physiological response of the human body.

An electrocardiogram (ECG) records changes in the heart’s

electrical activity during each cardiac cycle. Electromyogram

(EMG) uses sensing electrodes to capture electrical signals

from muscle impulses beneath the skin. Galvanic skin response

(GSR) describes the mental state of the human body through

the secretion of sweat glands. Electrooculography (EOG)

records the electrical potential between the cornea and the

retina of human eyes. Other detections such as speech, facial

expression, heart rate, and respiratory rate are commonly

used to profile emotional states. Of all the methods, EEG

is the most used approach to physiological signals. EEG

works by placing probe electrodes on a particular scalp and

monitors the most complex response center of the human body

indirectly, the brain. The most complex signals can be obtained,

meaning that EEG signals contain valuable information. EEG-

based music-induced emotion recognition is a method of

great essence.

3.1. Data collection

Many factors have to be taken into consideration when

acquiring MER data. This section presents an overview of

common restrictions and unwritten rules followed by a mass of

investigators. First of all, most subjects were between 20 and 30

years of age, and the ratio of men to women remained balanced.

The subjects were also required to be free of brain diseases

and mental illness. In music-related emotion studies, it is also

necessary to exclude whether the subjects have received any

professional training in music. Moreover, liking or familiarity

with the music must also be considered in particular research

tasks (Hadjidimitriou and Hadjileontiadis, 2012; Thammasan

et al., 2017b; Naser and Saha, 2021). In addition, subjects were

usually required to rest before data acquisition. Data acquisition

is generally carried out in a dark and quiet environment,

excluding interference from the external environment. A certain

amount of participants, mainly from 9 to 27 in total, was usually

allowed in a study. In another aspect, The choice of music

was relatively personalized and varied considerably in different

studies. An endeavor (Sangnark et al., 2021) have been made

toward the perceptual distinctions from listening to two music

types: music without lyrics (Melody) and music with lyrics

(Song), which denoted that music of different forms could bring

different emotional information within. Increasing numbers of

researchers have been willing to using standard music databases

for study as MER continues to develop, which eliminates

the subjective operation of music selection and reduces the

inconsistency of outcomes of different studies. Moreover, Some

databases contain EEG data from subjects, which saves the

experimenters from having to collect EEG data.

There are two main annotation methods for music emotion

label annotation. The first one is Expert-based annotation. A

given piece of music has been emotionally labeled, and the

people’s feelings are unique and subjective. The same song can

bring different feelings to different people, which triggers the

appearance of another criterion called Subject-based annotation.

Subjects were asked to rate the degree of musical valence,

arousal, and dominance. Target music selected from a set of

music candidates shares a standard emotional label across all

subjects, and the difference between different songs is significant

enough simultaneously.

In different studies, the classification criteria of emotions

vary according to the various tasks that researchers are interested

in or the difficulty of the tasks. The most adopted is the two-

dimensional emotion model. Self-evaluation reports, such as

the Self-Assessment Manikin (SAM), are commonly used for

evaluating a person’s mental state in bipolar dimensions. The

subjects were required to rate valence and arousal on a scale of 1

to 9. The higher the score, the stronger it is. There are usually

four types: HVHA, HVLA, LVHA, and LVLA, namely happy,

angry, relaxed, and sad. Some studies divide a single dimension

into three categories: a score below three is considered low,

and a score over six is considered high. In classification tasks,

accuracy and F-score are generally used as model indicators.

Unlike classification tasks, Sam Score can also be predicted

by regression and other methods, while Root Mean Square

Error (RMSE) is used as an indicator to evaluate the quality of

the model.

3.2. Data preprocessing

EEG signal feature extraction has always been the key to

music emotion recognition. Data preprocessing can transform
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TABLE 2 A summary of EEG data.

Frequency

band

Frequency

range (Hz)

Describe

α 8–13 Appear in a relaxed state

β 14–30 Appear in a state of tension

δ 1–3 Appear in a state of extreme exertion

γ 31–50 Appear in a state of concentration

θ 4–7 Occurs in people with mental illness

complex EEG signals into data structures that are easier

to understand and use. Different experiments used different

pretreatment processes, which would affect the subsequent

results. In general, according to the purpose of the pretreatment,

the processing process can be divided into noise filtering and

signal feature extraction.

Raw EEGs typically incorporate noise generated by eye

movements, facial muscle movements, heart rate, and breathing.

ICA (Independent Component Analysis) and Blind Source

Separation commonly remove the above noise before processing

EEG data. Another option is to filter out EEG bands of no

interest. In the past few decades, EEGs have generally been

classified into the following bands with different frequencies,

i.e., δ (1–3 Hz), θ (4–7 Hz), α (8–13 Hz), β (14–30 Hz), and

γ (31–50 Hz), as shown in Table 2. δ band is related to Deep

sleep. β and γ bands are related to Relaxed. In many studies,

δ and γ bands are usually excluded to reduce EMG and power

line artifacts. EEG sequence is a typical time-varying signal,

and a range of signal analysis techniques is proven to extract

information from that effectively. The signal feature extraction

method varies in different studies. Based on the above partial

noise filtering methods, signal feature extraction can be divided

into three parts: time, frequency, and time-frequency domain.

• Time domain Independent Component Analysis attempts

to decompose a multivariate signal into independent

non-Gaussian signals by maximizing the statistical

independence of the estimated components. As mentioned

above, it is applied to lessen the noise caused mainly by eye

movement. Fractal dimensions, a widely used measure of

complexity and irregularity, characterize a broad spectrum

of objects, especially human physiology. The Higuchi

algorithm is a selectable approach to calculating the FD

value of EEG data and could give an outcome close to

the theoretical value. Fluctuation Analysis is a universal

analytic method of various fields for time-varying signals.

Time series can generally decompose into trend,

periodic, and random terms. Fluctuation analysis is a

method used to judge whether the noise items in the

time series have positive or negative self-correlation and

whether the self-correlation is a long-range correlation.

The detrended Fluctuation analysis is an improvement to

the detrended analysis. The purpose is to eliminate the

influence of the trend item on the detrended analysis.

The entropy of the signal is a dimensionless indicator

used to characterize the complexity of the signal sequence.

The larger the entropy value, the greater the signal

complexity. It is a big family containing approximate

entropy, sample entropy, multiscale entropy, etc. Sample

entropy is widely used in EEG signal processing because

the calculation of sample entropy does not depend on data

length and has a better consistency.

• Frequency domain The Frequency Domain refers to the

analytic space in which mathematical functions or signals

are conveyed in terms of frequency. Fourier transform and

its variant, such as the short-time Fourier transform, are the

most common paradigms to convert the time function into

a set of sine waves representing different frequencies. Power

spectral density has been adopted based on a fast Fourier

transform with a window to obtain EEG signal frequency

information.

• Time-Frequency domain Wavelet transform is a feature

extraction algorithm combining the time and frequency

domains. The wavelet decomposes the signal into different

approximation and detail levels according to a specific

frequency range while preserving the time information of

the signal. The discrete wavelet transforms the signal into

coarse approximations and details associated with low-pass

and high-pass filters.

Empirical Mode Decomposition decomposes the signal

according to the time scale characteristics of the data itself.

It does not need to set any basis function in advance,

which is different from the Fourier decompositionmethods

based on a priori harmonic and wavelet basis functions.

The EMDmethod can theoretically be applied to any signal

decomposition, so it has obvious advantages in processing

the non-stationary and non-linear signals with a high

signal-to-noise ratio.

3.3. Model collection

Sequentially, feature extraction is closely followed by model

training. In this review, various relevant algorithms have been

collected according to the taxonomy of machine learning. In

most cases, MER is a label-available task. Commonly used

classical classifiers or regressors, including General Linear

Regression(GLR), Support Vector Machine(SVM), and Random

Forest(RF), had yielded precise accuracy. SVM was the most

used tool among all traditional algorithms and achieved

remarkable prediction performance in different studies (Sourina

et al., 2012; Thammasan et al., 2016c; Bo et al., 2019).

Radial basis function (RBF) kernel-based SVM can non-

linearly map features onto a higher dimension space. It has
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been widely approved that kernel-based SVM has ensured better

representation for samples and robustness. Thus, kernel-based

SVM has been popular in MER (Thammasan et al., 2017a;

Avramidis et al., 2021; Luo et al., 2022). Other machine learning

methods like random forest (Pisipati and Nandy, 2021) and

KNN (Bhatti et al., 2016) were also developed for MER. Fatemeh

introduced a novel approach named Fuzzy Parallel Cascades

outperformed the CNN-LSTMmodel.

Recently, with the trending usage of neural networks, deep

learning-based algorithms, e.g., Multi-Layer Perception (MLP),

Long Short-Term Memory (LSTM), have been referred to as

better substitutes for traditional machine learning methods.

In Rahman et al. (2020), MLP selected handcraft features as

input. Convolution Neuron Network (CNN) is well-suited to

processing image data with the bias of transitional invariance.

Thus, the power spectrogram generated by the EEG frequency

signal was adopted reasonably (Er et al., 2021; Liu et al., 2022).

LSTM was born for time series data since it can keep track

of arbitrary long-term dependencies in the input sequences.

Luo et al. (2022) utilizes LSTM for sequence generation in

his work. Additionally, deep learning algorithms overcome

a troublesome and controversial problem, namely feature

extraction, which liberates researchers from handcrafted feature

selection to a certain extent. Panayu (Keelawat et al., 2019) used

almost raw EEG signal as input into a 5-layer CNN without

feature extraction and revealed supremacy compared to SVM.

Sheykhivand et al. (2020) uses a fusion network of CNN and

LSTM had been developed. Deep Belief Networks (Thammasan

et al., 2016a) and Stacked Sparse Auto-Encoder (Li and Zheng,

2021) invented another path to solving MER.

3.4. EEG emotion recognition method

EEG is a physiological detection method mainly used to

reflect brain activity. It has rich information on mental activity

and is widely used by doctors and scientists to study brain

function and diagnose neurological diseases. However, EEG

signals generate a huge amount of data that can be difficult

to analyze by observation during a study. Therefore, how to

efficiently extract the required information from EEG signals has

become the most urgent problem to be solved.

3.4.1. EGG feature selection

High-dimensional EEG features may contain a large number

of unnecessary features. In order to improve the classification

performance, it is necessary to filter out the EEG features

related to emotion before modeling the emotion classifier.

Feature selection can be simply divided into supervised and

unsupervised feature selection according to whether label

information is used or not.

3.4.2. Supervised feature selection

In supervised learning, Linear Discriminant Analysis (LDA)

is a dimensionality reduction method for feature selection.

The main idea of LDA is to find the appropriate projection

direction according to the discriminative information of the

class (Koelstra et al., 2011). The projection direction can

be determined when the minimum within-class variance

and the maximum within-class variance are simultaneously

achieved. On the other hand, Maximum Relevance Minimum

Redundancy (mRMR) is also an algorithm commonly used by

supervised learning to obtain EEG features. It uses MI algorithm

to select EEG features that can satisfy bothmaximum correlation

and minimum redundancy (Atkinson and Campos, 2016).

3.4.3. Unsupervised feature selection

Principal Component Analysis (PCA) is a commonly used

method for unsupervised feature selection. By projecting the

samples into a low-dimensional space, a series of linearly

independent principal components are obtained. Principal

component analysis preserves as much data information as

possible by minimizing reconstruction errors during feature

selection. K Nearest Neighbor (KNN) is also a non-parametric

statistical method for classification and regression. Its core

strategy is to identify k samples closest to the unknown sample

point, and determine the classification information of the

unknown samples from the majority of k samples (Hwang

and Wen, 1998; Zhang et al., 2006). The selection of k value

generally depends on the data used. Increasing k value in the

classification task can suppress the interference of noise, but it

will also blur the boundary between categories. Its advantages

are easy to implement, small sample size and low computational

complexity. It is relatively simple to implement and robust to

noisy training data.

3.4.4. EEG signal preprocessing and analysis

Since the architecture of the EEG headset is not exactly

the same, and the cost of the equipment is also different, it is

necessary to set different EEG equipment during the experiment.

The main difference between these devices is the duration of

time when the brainwave signals are collected, and the type

of electrodes is also a factor (Chen et al., 2014b; Casson,

2019). Due to the sensitivity of the electrodes, the experiment

required participants to remain still as they began collecting

brainwave signals.

Over the past few years, there has been a lot of interest

in using EEG signals to observe mood changes. In order

to efficiently use EEG signals for emotion identification, the

following steps are performed:

• Participants had to be tested for musical stimulation.
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• The participants’ brain voltage changes were observed and

recorded throughout the experiment.

• Remove noise, shadow, and other interference items.

• The experimental results were analyzed and the eigenvalues

were extracted.

• Training data, analyzing, and interpreting raw signals.

EEG signals have better temporal resolution than spatial

resolution. In the process of music arousing emotion, the time

change of electroencephalogram can be observed, including its

amplitude and the change with time. In the process of EEG signal

acquisition, due to the influence of environment and equipment,

many noises are usually introduced, such as power frequency

noise, ECG, EOG, and EMG caused by physiological signals

of human body. In order to obtain relatively pure EEG data,

it is necessary to preprocess the original EEG signal. Power

frequency noise is mainly caused by the power supply of the

device itself, and its frequency is 50 Hz. In the experimental

process, the usual way is to use a 50Hz notch filter to work at 50

Hz frequency to remove the power frequency noise. In addition,

the ECG is generated by the rhythmic operation of the heart, and

the amplitude is large. However, the heart is far away from the

electrode position, and the ECG signal is greatly weakened when

it reaches the scalp. Therefore, this part is often ignored when we

preprocess EEG signals.

The most widely used EEG analysis methods include four

categories: time domain, frequency domain, time frequency

domain, and non-linear method (Babloyantz et al., 1985; Phneah

and Nisar, 2017).

(1) There are two main methods of time-domain EEG

analysis: linear prediction and component analysis. Linear

prediction is a linear combination of past output values with

current and past input values. Component analysis is the

mapping of datasets to feature sets for unsupervised learning.

(2) Spectrum analysis is to obtain frequency domain

information in the EEG waveform through statistics and Fourier

transform. Among them, power spectrum analysis is the most

commonly used method.

3.5. Results and analysis

Works in MER were extremely hard to compare with

each other owing to the processes of data acquisition and

feature elicitation. In this part, we present the contribution

of relevant research and shed light on the distinction

between closely related jobs. Most studies focus on the

improvement of prediction. Some others pay additional

attention to feature selection for saving computational

complexity or seek profound mechanisms inside. Tables 3,

4 present an overview of the scope and contributions of

relevant works.

To summarize the works mentioned above, this article

divides them into four categories regarding their focus

and contributions.

3.5.1. Performance comparison

Many works have listed a series of algorithms. Therefore,

differences can be quickly concluded by their achievements

in prediction results. Diverse versions of SVMs have been

investigated in Lin et al. (2009). In Bhatti et al. (2016), MLP

had been proven to outperform KNN and SVM in MER. A

comparison to random forest and multilayer perceptron shows

slight superiority of hyper pipes (Zainab and Majid, 2021). In

addition, model selection is time-dependent. In the early years

of MER, shallow machine learning methods, e.g., SVM, kernel

SVM, KNN, and RF, were widely adopted. As time went by,

algorithms went more profound and more complex, like CNN

(Salama et al., 2018; Keelawat et al., 2019; Er et al., 2021), LSTM

(Sheykhivand et al., 2020), and SSAE (Li and Zheng, 2021), and

promising performances have been witnessed.

3.5.2. Features selection preference

Generally, linear features like Mean, Standard Deviation

are considered insufficient for precise prediction. Therefore,

non-linear hand-crafted features showed up in the traditional

machine learning methods. Several taxonomies of feature

elicitation patterns have been broadly endorsed. Most works set

a high value on FD in the time domain. The entropy of many

forms of EEG signal was also available in predicting emotion.

Undoubtedly, PSD is the most used method in the frequency

domain andWavelet Transform is pivotal in the time-frequency

domain. However, earthshaking change have taken place as deep

learning based algorithms began to flourish in MER, which

diminished the importance of feature selection largely.

3.5.3. Accessory e�ective factors

Manyworks also took liking or familiarity into consideration

because whether a person enjoys or gets familiar with a specific

song would have an impact on the correctness of prediction to a

great extent. Such investigation has been carried out by Naser

(Naser and Saha, 2021), who found that testing in low-liking

music could perform better than high-like. In Thammasan et al.

(2017b), the same phenomenon can be observed. Familiarity

effects in MER have been proven to impair the capacity of

the model to predict. Both observations indicate that liking or

familiarity would impact emotion recognition.

3.5.4. Multi-modal fusion

Despite a series of efforts have been exerted in algorithm

melioration, another promising path had been opened up for
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TABLE 3 Details of music emotion recognition algorithms based traditional method.

Method Dataset Features Classifier/

regressor

Performance

Avramidis et al.

(2021)

DEAP PSD, HFD, MFD, MADFA RBF-SVM Accuracy of 67% in Binary classification of

arousal.

Hasanzadeh et al.

(2021)

15 recruited listened to 7 songs Spectrograms from Morlet wavelet

transform

Fuzzy Parallel Cascades 2 types regression of Valence with RMSE

0.089.

Thammasan et al.

(2016c)

15 recruited listened to 16 songs

selected from MIDI

HFD SVM 3% performance increase over the

non-filtered.

Zainab and Majid

(2021)

27 recruited listened to bilingual

audio music of five genres

PSD, HFD, Hjorth Parameters. A

series of linear measures of time

domain

Hyper Pipes Accuracy of 83.95% in quaternary

classification..

Thammasan et al.

(2016b)

12 recruited listened to 16 songs

selected from MIDI

FD for EEG and handcraft feature

for music

SVM MCC of 84.17 and 90.25% in binary

classification of arousal and valence,

respectively.

Naser and Saha

(2021)

DEAP Wavelet transform, functional

connectivity, graph-theory based

features

RBF-SVM Accuracy of arousal, valence, and dominance

were 22.50, 14.87, and 19.44% above the

empirical chance-level, respectively.

Thammasan et al.

(2017b)

DEAP PSD, HFD Kernel SVM, MLP,

Decision Tree

An average of 5% classification improvement

of Unfamiliar set above familiar set in three

methods.

Shahabi and

Moghimi (2016)

19 recruited listened to six classical

music excerpts

Connectivity matrices SVM Joyful vs. neutral, joyful vs. melancholic and

familiar vs. unfamiliar trials reach accuracy of

93.7, 80.43, and 83.04%, respectively.

Lin et al. (2009) 26 recruited PSD One-against-one scheme

SVM

Accuracy of 92.57% in quaternary

classification.

Bhatti et al. (2016) 30 recruited listened to 4 genres of

music

Latency to Amplitude Ratio, PSD,

Wavelet transform

MLP, KNN, SVM Accuracy of 78.11% (MLP) in quaternary

classification.

better performance, that is multi-modal fusion. Multi-modal is

a trend in future works owing to the shortness of EEG signals,

which is too complex to understand for a machine, speaking of

only a few data available for training in a very single experiment.

Data from other pathways are welcome for affective recognition

that would improve performance. Like Nattapong (Thammasan

et al., 2016b) did in his work, he fused features from both EEG

and music and reached higher performance.

3.5.5. Applications

Music emotional recognition is an interdisciplinary field

that spans medical psychology and computer science. Human’s

affection could be precisely detected by machine. By this way,

it’s certified that the inner alteration in mood could be effected

by the external music. The quantified emotional score could be

viewed as a criterion in music therapy. A bulk of jobs (Shahabi

and Moghimi, 2016; Thammasan et al., 2017b) centered on

the brain communication by analyzing connectivity among

disparate EEG channels when exposed to music stimulation,

which attempted to uncover the function of areas of brain.

Interestingly, A reverse research have been conducted that

generated emotion-related music by feeding neuron network

with EEG signal (Li and Zheng, 2021).

4. Discussion and future work

Music emotion recognition is an interdisciplinary subject

with a wide range of applications. Many researchers have

carried on the in-depth discussion on it and have made some

achievements. However, music emotion recognition is still in

the process of development and should be further explored.

The subjectivity of music emotion has a significant influence

on the expression of emotion. In analyzing music emotion,

studying its characteristics is a basic premise for emotional

calculation. It is not trivial for researchers to obtain objective and

accurate emotional expression and establish effective and high-

quality teaching resources because of the subjective nature of

the expression and emotion inspired by music. Recently, music

emotion recognition-based EEG is an emerging topic in affective

computing and social signal processing, gaining more attention.
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TABLE 4 Details of music emotion recognition algorithms based deep learning method.

Method Dataset Features Classifier/

regressor

Performance

Keelawat et al.

(2019)

12 recruited listened to 16 songs

selected from MIDI

Segmented EEG CNN Accuracy of 78.36 and 83.67% in binary

classification of arousal and valence,

respectively.

Er et al. (2021) Nine recruited listened to 16 audio

tracks

Power spectrogram Pretrained VGG16 Accuracy of 73.28% in quaternary

classification.

Thammasan et al.

(2016a)

15 recruited listened to 16 songs

selected from MIDI

HFD, PSD, Discrete Wavelet

Transform

Deep Belief Networks Accuracy of 81.98% in binary classification of

arousal and valence.

Rahman et al.

(2020)

24 recruited listened to Twelve

songs

DFA, Approximate Entropy, Fuzzy

Entropy, Shannon’s Entropy,

Permutation Entropy, Hjorth

Parameters, Hurst Exponent

Neuron Network 3 emotion scales (Depressing vs. Exciting and

Sad vs. Happy and Irritating vs. Soothing).

Liu et al. (2022) 15 recruited listened to 13 music

excerpts

Power spectrogram Xception Accuracy of 76.84% in HVHA vs. LVLA

Luo et al. (2022) DEAP PSD RBF-SVM, LSTM A SAM score of 6.17(high) and 4.76(low) in

continuous valance scale, that is close to 6.98

and 4.36 evaluated in music database.

Hsu et al. (2018) IADS Segmented EEG Neuron Network MSE of 1.865 in 2D continuous SAM score.

Sheykhivand et al.

(2020)

16 recruited listened to ten music

excerpts

Segmented EEG CNN, LSTM Accuracy of 76.84% in HVHA vs. LVLA.

Li and Zheng

(2021)

21 recruited listened to 15 music

excerpts

Segmented EEG Stacked Sparse

Auto-Encoder

Accuracy of 59.5% and 66.8% in binary

classification of arousal and valence,

respectively.

Salama et al. (2018) DEAP Segmented EEG 3D CNN Accuracy of 88.49% and 87.44% in binary

classification of arousal and valence,

respectively.

Development in this field is to meet the demand of People’s Daily

lives, such as in human-computer interaction, the machine can

communicate and understand humans.

In the future, multimodal-signals-based MER can be

studied. For example, music emotion analysis based on

physiological and EEG signals can obtain more comprehensive

and practical information by analyzing the correlation between

EEG signals and physiological signals. At the same time,

signal conversion based on music sentiment analysis is also a

promising research direction. The mutual conversion between

EEG signals and physiological signals is realized through music

emotion analysis.

5. Conclusion

Music plays an essential role in People’s Daily life. It is

necessary to relax their emotions and regulate their physical and

mental health. It can affect people’s emotions, intelligence, and

psychology. As the research progressed, the researchers began to

explore what happens to the body during listening to music and

the association between different music and induced emotions.

EEG is one of the physiological signals of the human body,

which contains rich physiological and disease information and

is widely used in clinical practice.
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