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Abstract

Background: Persistence of long-term COVID-19 pandemic is putting high pressure on healthcare services worldwide for
several years. This article aims to establish models to predict infection levels and mortality of COVID-19 patients in China.

Methods: Machine learning models and deep learning models have been built based on the clinical features of COVID-19
patients. The best models are selected by area under the receiver operating characteristic curve (AUC) scores to construct
two homogeneous ensemble models for predicting infection levels and mortality, respectively. The first-hand clinical data of
760 patients are collected from Zhongnan Hospital of Wuhan University between 3 January and 8 March 2020. We preprocess
data with cleaning, imputation, and normalization.

Results: Our models obtain AUC = 0.7059 and Recall (Weighted avg) = 0.7248 in predicting infection level, while AUC=0.8436 and
Recall (Weighted avg) = 0.8486 in predicting mortality ratio. This study also identifies two sets of essential clinical features. One is
C-reactive protein (CRP) or high sensitivity C-reactive protein (hs-CRP) and the other is chest tightness, age, and pleural effusion.

Conclusions: Two homogeneous ensemble models are proposed to predict infection levels and mortality of COVID-19 patients
in China. New findings of clinical features for benefiting the machine learning models are reported. The evaluation of an
actual dataset collected from January 3 to March 8, 2020 demonstrates the effectiveness of the models by comparing
them with state-of-the-art models in prediction.
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Introduction
Outbreaks of the COVID-19 have been impacting the lives
of people severely. COVID-19 was the first discovered in
December 2019 and has since rapidly spread to over 200
countries.1 As of 20 March 2022, over 468 million con-
firmed cases and over 6 million deaths have been reported
globally.2 Infection prevention and control recommenda-
tions from the World Health Organization (WHO) stress
that early detection, effective triage, and isolation of poten-
tially infectious patients are essential to prevent unneces-
sary exposures to COVID-19.3

There are a number of existing studies for predicting
mortality of COVID-19, which have been proven to be
helpful for treatment, medication, screening, prediction,
and forecasting the COVID-19 pandemic and reduce
human intervention in medical practice.4 However, most
of them are based on binary classification which includes
deceased and survival and lack of more detailed classifica-
tion. Thus, there is still room for methodology improvement
in prediction. Yan et al.5 developed a machine learning
model based on eXtreme Gradient Boosting (XGBoost),
and discovered three features (lactate dehydrogenase
(LDH), hs-CRP, and lymphocytes) to predict mortality of
COVID-19 patients. The neural network designed by
Liang et al.6 required 10 features to identify at risk of
severe illness. Yadaw et al.7 used several machine learning
models to identify three additional features (age, minimum
oxygen saturation over the course of their medical encoun-
ter, and type of patient encounter) to predict the mortality.
Their studies revealed that using machine learning and
deep learning models to analyze the status of COVID-19
patients was promising in practice. However, their studies
were merely binary classification and some of them
required many features in the prediction or features were
difficult to access. As people gradually form a consensus
that COVID-19 was likely to coexist with humans for a
long time, and there are still many cases breaking out in
various places, predicting infection levels and mortality
based on fewer and easier accessible features is essential.

To achieve this goal, this study leverages the clinical
data of 760 COVID-19 patients collected from Zhongnan
Hospital of Wuhan University, China, to predict infection
levels and mortality of the patients. Compared with previ-
ous studies that mostly focused on binary classification
(predicting categories either deceased or survival), this
study develops two prediction models to predict infection
levels additionally, which provides more detailed categories
than previous studies. Second, this study investigates the
validity of single machine learning models and neural net-
works in prediction, as well as constructs two homogeneous
ensemble models by selecting models with the highest area
under the receiver operating characteristic curve (AUC)
scores. Based on the dataset, our homogeneous ensemble
models obtain the best AUC scores (Infection levels:

AUC= 0.7059, Mortality: AUC= 0.8436) compared with
state-of-the-art methods (Infection levels: 0.60–0.7009,
Mortality: AUC= 0.52–0.83). Third, this study identifies
the most significant clinical features as new findings for
the two prediction tasks. The models may be helpful for
preserving healthcare capacity for successfully combating
COVID-19.1

In summary, the contributions of this article lie in the fol-
lowing three aspects:

1. Two new homogeneous ensemble models are proposed
to predict infection levels and mortality of COVID-19
patients.

2. Two sets of clinical features that are essential to the
automatic predictions are newly discovered and
assessed.

3. The evaluation of 760 COVID-19 patients demonstrates
that the performance of our models outperforms state-
of-the-art models, revealing their effectiveness.

Methods

Overview

To derive the target models from the given development
dataset, this study set up a data preprocessing, model selec-
tion, development, and evaluation pipeline, as shown in
Figure 1. After obtaining the data, we preprocessed data
with cleaning, imputation, and normalization, and split
the data into a training dataset and a test dataset randomly
to develop and evaluate machine learning models and
neural networks. The model with best performance under
the evaluation criteria were selected for ensemble. The
ensemble models and the previous models were then
trained and evaluated together to confirm the validity of
the homogeneous ensemble models and identify features
when the homogeneous ensemble models exceeded other
baseline models. We outline the pipeline stages in detail
in the following paragraphs.

Data were from a top hospital in three-A level in China.
The data preprocessing used mice imputation or KNN
imputation and normalization. After preprocessing, we
first divided the data in a 70:30 ratio into a training
dataset (n= 508) and a test dataset (n= 218) randomly.
We put the data into six different models (machine learning
models and neural networks) for training. After that, this
study selected the best models to construct homogeneous
ensemble models. Then we used the development dataset
again to train homogeneous ensemble models to verify
whether our homogeneous ensemble models were the best
Finally, we confirmed the efficacy of the proposed models
and identified two sets of features with maximum weights
of the homogeneous ensemble models when their AUCs
exceeded other baseline models.
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Datasets

The clinical data were collected from the Zhongnan Hospital
of Wuhan University, which is one of top-grade hospitals.
The collection was based on ID card, lung CT scans, past
medical history, blood pressure monitor, coagulation tests,
ultrasonic examination, blood test, and the measurement of
body temperature of patients. The inclusion criteria were
(1) data collected from 3 January to 8 March 2020, (2) clin-
ically confirmed COVID-19 patients according to Diagnosis
and Treatment Protocol for COVID-19 (Trial Version 7), (3)
infection levels were mild, moderate, severe, and critical. The
definition of the four levels was shown in the online
Appendix, and (4) the viral genome sequencing of

respiratory tract or blood samples was highly homologous
with known novel coronavirus. The exclusion criteria were
(1) merely considered as a suspected COVID-19 patient clin-
ically and (2) incomplete clinical data.

Infection levels of the patients were classified as mild,
moderate, severe, and critical. The proposed models used
the features of 726 confirmed COVID-19 patients, of
whom 698 (96%) were in survival, 28 (4%) in deceased,
and 46 (6%) in grade 1 (mild), 520 (72%) in grade 2(mod-
erate), 101 (14%) in grade 3(severe), and 59 (8%) in grade
4(critical) (Table 1). The data were split into two groups
randomly, 70% of which were used as training and 30%
as test

Figure 1. Workflow for data preprocessing and model development for predicting COVID-19 infection levels and mortality.
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Data preprocessing

The dataset consisted of 760 patients, including 726 con-
firmed cases and 34 suspected COVID-19 patients. In the
preprocessing stage, we removed some redundant/irrelevant
features and unconfirmed cases. In order to obtain a more
accurate relationship between various clinical features of
the patients and outcomes, 34 suspected COVID-19 patients
were excluded from this study and only 726 confirmed
patients were used. In addition, the aim of this study was
to investigate the relationship between clinical features and
infection levels or mortality, so irrelevant features of the
aim were deleted, such as patients’ hospitalization number,
occupation, ethnicity, prescription drugs, and antibody tests.

Since missing values were inevitable in clinical data, this
study divided features into binary features and continuous fea-
tures to impute rationally.We used different imputations for the
two groups of features respectively. Binary features used
K-Nearest Neighbor (KNN) imputation and continuous fea-
tures used MICE imputation.8

The KNN imputation used a weighted average of the values
of the neighbors. The weights were computed as equation (1):

weightk,x = e(−dist(k,x)) (1)

dist(k, x) =
���������������
∑D
d=1

(kd − xd)
2

√√√√ (2)

dist(k, x) was the Euclidean distance between the case with
unknown sample (x) and the neighbor k, and it computed
only over the columns that two vectors had in common.
Their distance was infinite if two vectors had no features in
common. D was the dimension of samples, kd was the
value of dth dimension of the neighbor k, xd was the values
of dth dimension of the x. Based on the weights and value
of its k similar cases, we used the values of these cases to
fill in unknowns.9 k was set to 5 empirically in this study.

The MICE imputation was an imputation that modeled
each feature with missing values as a function of other fea-
tures. In each step, a feature column was designated as
output y and the other feature columns were treated as
inputs X. A function was fit on (X, y) for known y. Then,
the function was used to predict the missing values of y.
It repeated for max iteration imputation rounds. The
results of the final imputation round were returned.10 This
study used the default estimator which was Bayesian Ridge.

To enable data with different mean and variance could be
compared in the same numerical range, we normalized all fea-
tures. The continuous features usually needed a normalization.
In order to normalize the features more reasonably, this study
further divided the continuous features into extreme values
with large deviations from the mean but rational and extreme
value with small deviations from the mean. The features
whose extreme values with small deviations from the mean
used min-max normalization is computed as equation (3).

xnorm = x− xmin
xmax − xmin

(3)

x was the value of a feature, xmin was the minimum of this
feature, xmax was the maximum of this feature, xnorm was the
value after min-max normalization. This study normalized
height, weight, temperature and respiratory rate, and so on,
whose extreme values were not far from the mean values.

The features whose extreme values with large deviations
from the mean would inevitably be normalized to a very
small region if the linear normalization method was used.
Therefore, this study used a nonlinear normalization
called Arctan normalization as shown in equation (4).

xnorm = arctan (x) × 2
π

(4)

where x is the value of a feature and xnorm is the value after
the Arctan normalization. This study normalized leukocyte,
lymphocytes, platelets (PLT), and other blood test indica-
tors, whose extreme values were far from the mean value
often reflect the fact rather than outliers.

Model evaluation

The performances of models were evaluated by assessing
accuracy score, precision score, recall score, and
F1=score of classifications. To better evaluate models
with unbalanced data category, macro averaged score, and
weighted average score were utilized. The metrics were
defined from equations (5) to (10). In addition, AUC
score was also used for in the performance comparison.

Accuracy(y, ŷ) = 1
N

∑N
i=1

(yi = ŷi) (5)

Precisioni = TPi

TPi + FPi
(6)

Table 1. The statistics of different conditions of the COVID-19 patients.

Mortality Infection levels

Class Deceased Alive Mild (1) Moderate (2) Severe (3) Critical (4)

Count 28 (4%) 698 (96%) 46 (6%) 520 (72%) 101 (14%) 59 (8%)
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Recalli = TPi

TPi + FNi
(7)

F1i = 2 × Precisioni × Recalli
Precisioni + Recalli

(8)

Macro Averagei = 1
C

∑C
i=1

scorei (9)

Weighted Averagei = 1
N

∑C
i=1

Ni × scorei (10)

i ∈ C represented the class, N was the number of all
samples, C was the number of all classes, Ni was the
number of samples, TPi, TNi, FPi and FNi stand for true
positive, true negative, false positive, and false negative
rates for class i, respectively.

Model development

In the model development stage, supervised learning was
used to train candidate machine learning models and deep
learning models based on preprocessed data. This study

Figure 2. The architecture of ensemble model with soft voting.

Figure 3. The comparison of hard voting and soft voting. The result of hard voting is negative since more than half of base learners return
negative results. However, the result of the soft voting is positive because the average of all base learners is greater than 0.5. Therefore, the
soft voting could balance the weakness of those base learners that could not classify sample correctly.

Wang et al. 5



developed two models, one was a multi-classification
model for predicting infection levels, and the other was a
binary classification model for predicting deceased or sur-
vival. This study selected XGBoost, logistic regression,
random forest, decision tree, support vector machine and
the neural network with two hidden layers and one output
layer as candidate models.

We used AUC to evaluate the models to select as the
base learners to construct ensemble models. The model
with the highest AUC score was selected to construct
homogeneous ensemble models and the top three models
were selected to construct heterogeneous ensemble models.

Based on these above models, this study selected sets of
features with the best performances to predict infection
levels and mortality of the patients. All the features of the
patients, including demographic and clinical features,
were input into the models to obtain every features’

importance in model prediction and the order of features.
To limit the complexity of the models, this study set the
upper limit of the number of selected features as 35.
According to the sorted features, the top i (1 ≤ i ≤ n) fea-
tures were selected as the input features of the training
dataset in turn for performance evaluation.

The proposed model used a soft voting to merge the
three same kind of machine learning models. First, all the
base models were trained and assigned with the probabil-
ities of all classes individually. In the voting stage, the
final predictions were the average of performance of each
base learner of all classes. The label with the greatest
average value was selected as target label, as shown in
Figure 2.11 In contrast to hard voting, the soft voting had
better performance and could solve the weakness of indi-
vidual models since it considered the overall average of
probabilities.12 When certain base learners didn’t classify

Table 2. Univariate analysis of the manually selected features on infection levels outcome.

Feature Mild (n= 62) Moderate (n= 530) Severe (n= 106) Critical (n= 62)

Ages, years 37.89± 16.89 51.82± 15.39 59.84± 15.50 64.94± 14.23

Gender Male 21 (33.87%) 231 (43.58%) 53 (50.00%) 43 (69.35%)

Female 41 (66.13%) 299 (56.42%) 53 (50.00%) 19 (30.65%)

Bilateral lesions 31 (50.00%) 409 (77.17%) 88 (83.02%) 57 (91.94%)

Chest tightness 5 (8.06%) 95 (17.92%) 37 (34.91%) 31 (50.00%)

COPD 2 (3.23%) 10 (1.89%) 3 (2.83%) 3 (4.84%)

CRP 9.00± 22.57 18.20± 41.53 48.04± 62.02 102.12± 82.83

hs-CRP 8.08± 21.95 13.56± 31.86 30.69± 41.42 66.86± 58.76

Hypertension 3 (4.84%) 104 (19.62%) 41 (38.68%) 33 (53.23%)

LDH 175.81± 48.92 195.56± 92.21 276.57± 161.86 420.40± 222.75

Leukocytes 7.53± 3.43 5.58± 2.48 6.56± 3.95 8.70± 5.24

Lymphocytes 1.64± 0.64 1.46± 1.01 1.11± 0.59 0.98± 0.96

Monocytes 0.49± 0.18 0.50± 0.29 0.54± 0.26 0.55± 0.43

Oxygen saturation 98.02± 1.26 97.77± 1.35 95.30± 5.74 91.38± 12.10

Pleural effusion 0 (0.00%) 8 (1.51%) 10 (9.43%) 12 (19.35%)

Prothrombin time 11.29± 1.14 12.01± 2.08 13.03± 1.67 13.79± 2.29

Respiratory rate 19.42± 1.25 19.63± 1.52 20.73± 2.82 23.06± 5.39

Temperature 36.75± 0.44 36.75± 0.63 36.90± 0.69 37.06± 0.95
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samples correctly, the final result was balanced together
with other base learners with high confidence, as shown
in Figure 3. Moreover, the ensemble model also provided
different parameter spaces and the key objective was to
reduce bias and variance.

Results
In this section, this study conducted a univariate analysis of
commonly used features about COVID-19 patients to
investigate the relationship between these features and out-
comes. Moreover, this study compared the performance of
the homogeneous ensemble model with other models using
the metrics AUC and Recall (Weighted avg). The classifica-
tion performance of the proposed homogeneous ensemble
models were presented with the metrics accuracy, recall,
and F1-score. In addition, the performances of the features

selection manually and automatically were compared. The
manual selection was based on two defined equations and
the automatic selection was based on models. The whole
process was implemented using Python including various
standard libraries and self-developed programs.

Univariate analysis
To investigate the relationship between features and infection
levels outcome, we selected some commonly used features
about COVID-19 patients from previous studies. We calcu-
lated the mean and SDs with odds ratio and p-value of con-
tinuous features, as well as the proportion of binary features
(Table 2). Data were mean±SD or n/N (%), where N is the
total number of patients. Meanwhile, the same work was
carried out on mortality outcome. Odds ratio and p-value
were calculated by Fisher’s exact test (Table 3).

Table 3. Univariate analysis of the manually selected features on mortality outcome.

Feature Total (n= 760) Deceased (n= 31) Alive (n= 729) Odds ratio p-value

Ages, years 52.87± 16.59 67.06± 15.06 52.27± 16.39 0.122 0.00002

Gender Male 348 (45.79%) 21 (67.74%) 327 (44.86%)

Female 412 (54.21%) 10 (32.26%) 402 (55.14%)

Bilateral lesions 585 (76.97%) 28 (90.32%) 557 (76.41%) 0 0.00494

Chest tightness 168 (22.11%) 21 (67.74%) 147 (20.16%) 0.121 <1e-5

COPD 18 (2.37%) 3 (9.68%) 15 (2.06%) 0.19 0.03076

CRP 29.03± 54.65 131.31± 108.06 24.25± 45.67 0.11 <1e-5

hs-CRP 20.32± 39.00 90.21± 74.43 17.37± 33.88 0.163 0.00014

Hypertension 181 (23.82%) 18 (58.06%) 163 (22.36%) 0.193 0.00002

LDH 224.94± 135.86 473.55± 221.01 213.03± 118.20 0.091 <1e-5

Leukocytes 6.13± 3.25 9.54± 6.29 5.98± 2.97 0.179 0.00002

Lymphocytes 1.39± 0.95 1.10± 1.17 1.40± 0.94 2.295 0.04254

Monocytes 0.51± 0.29 0.49± 0.31 0.51± 0.29 1.338 0.57804

Oxygen saturation 96.91± 4.64 91.03± 12.90 97.16± 3.76 2.952 0.00698

Pleural effusion 30 (3.95%) 13 (41.94%) 17 (2.33%) 0.029 <1e-5

Prothrombin time 12.24± 2.09 14.10± 2.87 12.15± 2.00 0.247 0.0007

Respiratory rate 20.05± 2.48 22.20± 5.06 19.96± 2.28 0.179 0.00001

Temperature 36.80± 0.66 36.95± 0.92 36.79± 0.65 0.656 0.26778
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Figure 4. The mean value of continuous features (upper and middle) and the proportion of binary features (lower) on infection levels
outcome.

8 DIGITAL HEALTH



According to the result on infection levels, the average
age of patients with severe (59.71± 15.46) and critical
(64.31± 14.14) was 60 years old and above, the mean

value of respiratory rate, CRP/hs-CRP, prothrombin time,
and LDH became higher as infection levels increased.
Lymphocytes and oxygen saturation were the opposite.

Figure 5. The mean value of continuous features (upper and middle) and the proportion of binary features (lower) on mortality outcome.

Wang et al. 9



Infection levels of patients were more severe, the more
patients suffered from chest tightness, hypertension, bilat-
eral lesions, and pleural effusion. Besides, the higher infec-
tion levels did not mean more patients suffered from
chronic obstructive pulmonary disease (COPD), high leu-
kocytes, high monocytes and high temperature.

In the case of mortality outcome, univariate analyses of
patient features in the dataset showed that those who died
were significantly older, with a mean age of 67.68 years
(SD 14.26), compared with 52.63 years (SD 16.23) of
those alive. The value of leukocytes (5.83± 2.82) (p <
1e-5), monocytes (0.50± 0.29) (p= 0.70158), hs-CRP
(17.44± 34.01) (p< 1e-5), CRP (24.58± 46.4) (p< 1e-5),
prothrombin time (12.19± 2.02) (p= 0.00088), LDH
(214.10± 119.94) (p< 1e-5), respiratory rate (19.95±
2.31) (p< 1e-5) were lower in survival. Lymphocytes

(1.40± 0.95) (p= 0.01909), and oxygen saturation (97.23
± 3.51) (p= 0.00432) were higher in survival. The deceased
also had chest tightness (68%) and bilateral lesions (89%).
More than half of people had hypertension (57%), 11%
and 39%, respectively, had COPD and pleural effusion,
where only 2% of survivors had both of them. There was
almost no difference in their admission temperature.

This study chose the mean value of continuous features and
the proportion of binary features to compare the different infec-
tion levels (Figure 4). In addition, we did the same work to
compare the difference between deceased and alive (Figure 5).

Manual selection
To further investigate the effect of features on predicting
infection levels and mortality, this study defined diversity1,
diversity2 to measure the degrees of differences in features,
respectively, and ordered the features by these diversity as
equations (11) and (12).

diversity1 =
1
4

∑4
i=1

(xi − x)2 (11)

diversity2 =
|xdeceased − xalive|

x
(12)

x1 is the proportion value or the mean value of the fea-
tures from whose infection levels were mild, while x2,
x3, and x4 correspond to moderate, severe and critical cat-
egories, respectively. x is the mean value of x1, x2, x3, and
x4. xdeceased is the proportion value or the mean value of
the features from who were deceased, while xalive is
from who were alive. x is the mean value of xdeceased
and xalive. This study calculated and ordered the diversity1
(Table 4) and the diversity2 (Table 5) of all features.

According to the results, this study selected the features,
in turn, to add to the development of models and to observe
the performances of the models (Figure 6). Data points of
the upper figure showed the average AUC score for each
machine learning model, neural network, and ensemble
model based on diversity1. Data points of the lower figure
showed the average AUC score for each machine learning
model, neural network and ensemble model based on
diversity2.

Automatic selection
This study attempted to develop two homogeneous ensem-
ble models using a smaller number of features and perform-
ing better than candidate models (XGBoost, logistic
regression, random forest, decision tree, support vector
machine, and the neural network). Besides, this study
intended to select two sets of features automatically for
reducing human intervention. To achieve these goals, this
study first implemented all models to train repeated 10

Table 4. The order of all features based on diversity1.

Feature Diversity1 Feature Diversity1

Pleural effusion 0.94884 Lymphocytes 0.34286

CRP 0.82846 Age 0.22443

hs-CRP 0.82821 Prothrombin time 0.14094

COPD 0.81233 Bilateral lesions 0.13193

Chest tightness 0.70027 Respiratory rate 0.10538

Hypertension 0.60133 Oxygen saturation 0.06901

LDH 0.52770 Monocytes 0.01961

Leukocyte 0.40205 Temperature 0.00460

Table 5. The order of all features based on diversity2.

Feature Diversity2 Feature Diversity2

Pleural effusion 1.80533 Lymphocytes 0.41379

CRP 1.41431 Age 0.25280

hs-CRP 1.41358 Prothrombin time 0.15163

COPD 1.36792 Bilateral lesions 0.14125

Chest tightness 1.07755 Respiratory rate 0.11124

Hypertension 0.85986 Oxygen saturation 0.07148

LDH 0.71683 Monocytes 0.01980

Leukocyte 0.50321 Temperature 0.00461
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times and averaged the results of them. This study showed
that Random Forest had the best performance when predict-
ing infection levels, thus the model was selected as the base
learner to construct a homogeneous ensemble model to
predict infection levels. This study used three base learners
with different parameters to build soft voting models. Their
parameter called n_estimators was different (RF1 (n_esti-
mators= 100), RF2 (n_estimators= 200), RF3 (n_estima-
tors= 300)). Compared to predicting mortality, logistic
regression had the best performance and it was used as
base learner to construct the homogeneous ensemble
model to predict mortality. Their penalty methods,
penalty factors and solvers were different (LR1 (penalty=

l1, C= 0.1, solver= liblinear), LR2 (penalty= l2, C= 0.1,
solver= newton-cg), and LR3 (penalty= l1, C= 0.15,
solver= liblinear)) (Figure 7).

The selected features of the models were different each
time. To identify the clinical features most predictive, this
study collected the features chosen the most times of two
homogeneous ensemble models respectively. In order to
reduce the complexity, this study selected the best
number of features when the performance of the homoge-
neous ensemble model just exceeded other models. The
results showed that in the case of two and three features,
the homogeneous ensemble models this study proposed
exceeded other baseline models in predicting infection

Figure 6. The area under the receiver operating characteristic curve (AUC) average scores of all models for each subset of number of
manually selected features in predicting infection levels (upper) and predicting mortality (lower).

Wang et al. 11



levels and mortality, respectively. The two sets of selected
features were: CRP and hs-CRP for predicting infection
levels, while chest tightness, age, and pleural effusion for
predicting mortality. After normalizing the important
scores of these features in model training, this study
obtained the weights of these features (chest tightness
(0.60), age (0.21), pleural effusion (0.19), CRP (0.62),
and hs-CRP (0.38)) (Figure 8).

After the above features were selected, these features
were used in the homogeneous ensemble models to obtain
the classification performances of homogeneous ensemble
models in predicting infection levels (Table 6) and mortal-
ity (Table 7). The confusion matrixes of the proposed model

were also shown (Figure 9). The results showed that when
predicting infection levels, the model had a high perform-
ance at identifying moderate patients but was slightly
weak in other categories. In the case of predicting mortality,
the precision of predicting survival was 100% and the recall
of predicting deceased was also 100%. The weighted
average of results showed that the performances reached
80-100% and the AUC score surpassed other baseline
models clearly.

We compared the performances of all models using the
features selected by the homogeneous ensemble model.
The results of predicting infection levels showed that the
homogeneous ensemble model was better than other

Figure 7. The area under the receiver operating characteristic curve (AUC) average scores of all models for each subset of number of
features selected by models in predicting infection levels (upper) and predicting mortality (lower).

12 DIGITAL HEALTH



models (Figure 10(upper)). The AUC and Recall (Weighted
avg) of the proposed model were the highest among all
models when using the selected features. In addition, the
AUC score of the proposed model was higher than the
highest score when using the selected features (AUC=
70.59). The results of predicting mortality ratio showed
that the homogeneous ensemble model had higher AUC
and Recall (Weighted avg) scores compared with that of
other models. (Figure 10(lower)). The AUC score of the
homogeneous model was higher than the best performance
(AUC= 84.36) using the three features.

To confirm selecting features automatically by the
homogeneous ensemble models was better than selecting

features manually, this study compared the AUC scores
and Recall (Weighted avg) between automatically and
manually. The results showed that using the features
selected automatically was better than the best scores of
manual selections under the two evaluation criteria in two
prediction tasks (Figure 11).

Discussion

Principle findings

The significance of this study was multifold. First, this
study predicted infection levels (multi-classification) and
mortality (binary classification) based on the clinical data
of patients collected from Zhongnan Hospital of Wuhan
University at the same time. Two homogeneous ensemble

Figure 8. The features were selected by the homogeneous ensemble models. The weights of the features of predicting infection levels (left)
and predicting mortality (right).

Table 6. Classification performances of the homogeneous ensemble
model in predicting infection levels.

Precision Recall F1-score #Samples

Mild 0.33 0.14 0.20 14

Moderate 0.77 0.94 0.85 156

Severe 0.40 0.13 0.20 30

Critical 0.46 0.33 0.39 18

Accuracy 0.72 0.72 0.72 218

Macro avg 0.49 0.39 0.41 218

Weighted avg 0.67 0.72 0.68 218

Table 7. Classification performances of the homogeneous ensemble
model in predicting mortality.

Precision Recall F1-score #Samples

Survival 1.00 0.84 0.91 210

Deceased 0.20 1.00 0.33 8

Accuracy 0.85 0.85 0.85 218

Macro avg 0.60 0.92 0.62 218

Weighted avg 0.97 0.85 0.89 218
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models were proposed in this study and they had better per-
formance than state-of-the-art baseline models. Second,
factors that contributed most to the mortality of
COVID-19 were not always readily apparent, rendering
care and management of these patients difficult in settings
of finite healthcare resources.7 The models this study pro-
posed could be provided as quantitative tools to predict
infection levels and the risk of death. Third, this study
obtained the essential features of predicting infection
levels and mortality. The models we proposed selected
CRP and hs-CRP which is available in routine blood tests
when predicting infection levels and selected chest tight-
ness, age, and pleural effusion when predicting mortality.
All of them were easily obtained in the hospital. By collect-
ing these features of patients and input into the homoge-
neous ensemble models proposed, it was possible to
accurately predict infection levels and mortality. This
might be helpful for determining the disease progression
of patients and arranging a reasonable priority for them,
especially when the resources were limited.13

The findings of this study were supported by many
related studies. In previous studies, age, CRP, hs-CRP,
and respiratory symptoms were all used as features to con-
struct predictive models.5–7, 14–19 This study achieved
better results than previous models on the same or even a
smaller number of features selected.

When predicting infection levels, the weights of CRP
and hs-CRP were 71% and 29%, respectively, indicating
that CRP played an essential role. In the univariate ana-
lyses, the mean values of CRP in patients with different
infection levels discriminated significantly. In dengue
infection, CRP had been considered a prognostic bio-
marker, and higher values of CRP usually indicated
higher risk of disease progression.20, 21 It was worth
noting that dengue virus and COVID-19 were both the
RNA virus, and their infection progression was similar.
Biologically, CRP was rapidly synthesized by hepatocytes

when stimulated by inflammation, binding to a variety of
eukaryotic and prokaryotic pathogens.22 Therefore, CRP
was considered an inflammatory biomarker that correlates
with disease severity and was also an important marker for
intensive care unit (ICU) admission.17, 19 Clinically, CRP
could be used as an important indicator for patients of
COVID-19, and doctors could prevent disease progression
by judging whether CRP was elevated.23, 24

The results showed that using the mean values of
hs-CRP could also be used to divide patients into different
infection levels. However, the performance was not as
good as CRP. Despite predicting mortality or predicting
infection levels, our work showed that the increase in
hs-CRP was also an effective marker of the disease severity
of COVID-19,25, 26 it reflected the persistent inflammatory.27

The result of this persistent inflammatory response was large
grey-white lesions in the lungs of patients with COVID-19
(seen in autopsy).28

In the case of predicting mortality, this study found that
chest tightness accounted for a large proportion in predict-
ing mortality of patients and it was significantly associated
with poor prognosis in COVID-19 patients.29 Chest tight-
ness was also a common clinical feature of COVID-19. It
was also associated with delayed clearance of viral RNA
in patients hospitalized with COVID-1930 and was found
to influence patients’ subsequent improvement.31 Therefore,
chest tightness was also an important factor in predicting the
risk of death in patients.

Age was the risk factor for the patients with COVID-19.
Since the beginning of COVID-19 pandemic, older age had
been recognized as a risk factor for worse outcomes,32, 33

with the most severe and fatal cases among patients over
60 years old.6 This manifested not only in the univariate
analysis of the data but also in the features selected by the
homogeneous ensemble models. It was worth noting that
age was reflected in the patients of this study, as well as
in the study in the United States. In New York State,

Figure 9. Confusion matrixes of infection levels prediction (left) and mortality prediction (right).
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USA, patients aged 60 years and older took nearly 85% of
all deaths due to COVID-19 as of 2 September 2020.34

Similarly, age (over 60 years) and comorbid disease were
also risk factors for poor outcome in severe acute respira-
tory syndrome (SARS) patients in 2003.35

Pleural effusion was an important factor for the patients
of COVID-19. There were quite few cases of pleural effusion
in the ICU and deceased patients. The incidence of pleural
effusion in severe and critical patients was also higher than
that in ordinary patients, and the treatment time was
longer.36–38 There were also a lot of reports of pleural effu-
sion in emergency cases,39 thus pleural effusion was signifi-
cantly associated with infection levels and mortality.40

The performance of automatic selection was slightly better
than that of manual selection. We speculated that the homo-
geneous ensemble model could find a certain relationship
among the features, and this relationship associated certain
features together to more effectively predict than that of
manual selection. The reason for only the small performance
difference was mainly that the features in manually selected
and automatically selected had much overlap (>50%).

Limitations
This study had limitations. First, the models proposed were
purely data-driven, and the models might vary if the dataset

Figure 10. The area under the receiver operating characteristic curve (AUC) scores and weighted average recall of the models predicting
infection levels (upper) and mortality (lower) with only the selected features by the homogeneous ensemble model.
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was significantly different. As more data were given, the
result could be more stable and more accurate models
could be obtained. Second, this study was a single-centered
and retrospective study without evaluating external data-
sets. The results might be related to different regions.

Conclusions
This study proposed two homogeneous ensemble models
based on clinical features of COVID-19 patients for predict-
ing infection levels and mortality. Based on a retrospective
dataset, the models obtained the best performance
(Infection levels: AUC= 0.7059, Recall (Weighted avg)=
0.7248, Mortality: AUC= 0.8436, Recall (Weighted avg)
= 0.8486) compared to the state-of-the-art baseline
models. In addition, this study obtained two sets of effective
features for predicting infection levels and mortality
respectively. One set of features consisted of CRP and
hs-CRP for predicting infection levels, the other contained
chest tightness, age, and pleural effusion for predicting
mortality. These two sets of features were easily obtained
clinically. The identified features increased the understand-
ing of the relationship between these features and outcomes
resulting from COVID-19. The results of this study might
benefit the determination of disease progression of
COVID-19 patients and the arrangement of a reasonable
priority for patients.
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