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ABSTRACT This paper proposes a new approach to automatically detect dementia. Even though some
works have detected dementia from speech and language attributes, most have applied detection using picture
descriptions, narratives, and cognitive tasks. In this paper, we propose a new computer avatar with spoken
dialog functionalities that produces spoken queries based on the mini-mental state examination, the Wechsler
memory scale-revised, and other related neuropsychological questions. We recorded the interactive data
of spoken dialogues from 29 participants (14 dementia and 15 healthy controls) and extracted various
audiovisual features. We tried to predict dementia using audiovisual features and two machine learning
algorithms (support vector machines and logistic regression). Here, we show that the support vector machines
outperformed logistic regression, and by using the extracted features they classified the participants into two
groups with 0.93 detection performance, as measured by the areas under the receiver operating characteristic
curve. We also newly identified some contributing features, e.g., gap before speaking, the variations of
fundamental frequency, voice quality, and the ratio of smiling. We concluded that our system has the
potential to detect dementia through spoken dialog systems and that the system can assist health care workers.
In addition, these findings could help medical personnel detect signs of dementia.

INDEX TERMS Dementia, spoken dialogue, computer avatars, Alzheimer’s disease, MMSE.

I. INTRODUCTION
Dementia is broadly defined as deterioration of memory,
reasoning, language, and behavior, which decreases a per-
son’s ability to function independently [1]. Dementia is
a neurodegenerative disorder that presents itself in differ-
ent types (e.g., Alzheimer’s disease, Primary Progressive
Aphasia, Normal pressure hydrocephalus, and Dementia
with Lewy Bodies). Its early diagnosis is obviously critical
because this allows the patient and family to plan for the
future and identify outside sources of assistance. As poten-
tially useful and proven treatments become available, early
diagnosis will become increasingly important [2]. However,
dementia’s early detection is challenging, especially in its
most early stages [3].

In order to detect dementia, patients undergo a series
of cognitive tests and assessments conducted by a

professional team. Specifically, in the case of early-stage
detection, complementary tests include the analysis of sam-
ples of cerebrospinal fluid from the brain, a functional
magnetic resonance brain imaging (fMRI) test, and a blood
test [4]. They are relatively expensive and require a significant
amount of time and effort. Thus, there is increasing need
for additional cost-effective tools that allow the identifica-
tion of people with dementia in preclinical or early clinical
stages [5].

Audiovisual cues extracted from conversation may be
indicative of underlying cognitive processes (e.g., word
retrieval, semantic difficulties, attention deficits). These fea-
tures could thus be potentially useful for the detection of
dementia [6]. It is hypothesized that dementia is charac-
terized by longer gaps between conversation turns com-
pared to healthy controls, as shown in the literature [7], [8].
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Furthermore, recent research has examined a poten-
tial alternative clinical use of speech-language for pro-
cessing speech samples to assess neurodegenerative
impairments [7], [9]-[13]. These works used speech data
from picture descriptions, narratives, writings, and cognitive
tasks. For example, Roark et al. analyzed the recorded data
of the Wechsler memory recall task [14] and identified
language and acoustic markers for discriminating between
healthy elderly subjects and those with mild cognitive
impairment [12]. They demonstrated a statistically signifi-
cant improvement in the area under the receiver operating
characteristic (ROC) curve (best performance: 0.86) when
using language (e.g., Yngve scoring, Frazier scoring, depen-
dency distance) and acoustic (e.g., total pause time, total
phonation time) features, in addition to neuropsychological
test scores. Even though linguistic, acoustic, and image
features associated with dementia have not been extensively
examined under various conversation conditions, we hypoth-
esize that they are potentially effective for detecting
dementia.

On the other hand, one previous study applied computer
avatars with spoken dialogues to assess neurodegenerative
impairments [15]. Another study presented algorithms for
inferring cognitive performance associated with keyboard
entry and mouse movement by monitoring data from com-
puter games played by the elderly [16]. A different com-
puter avatar system was capable of speech-recognition and
language-understanding functionalities, which are potentially
useful for evaluating the daily cognitive status of seniors [17].
These types of systems offer the possibility of detecting
neurodegenerative impairments automatically.

This paper proposes a novel approach to automatically
detect dementia from conversations in human-agent inter-
action. We developed a computer avatar with spoken dia-
log functionalities that produces simple spoken queries
based on such cognitive tests as the mini-mental state
examination (MMSE) [18], the Wechsler memory scale-
revised (WMS-R), and an objective structured clinical exam-
ination (OSCE) [19].

In this paper, we recorded the interaction data between
a computer avatar and elderly participants with demen-
tia as well as age-matched healthy controls. We created
a model for detecting dementia using various audiovisual
features and machine learning algorithms (support vector
machines (SVM) and logistic regression). The following
summarizes this paper’s results:

1) Developed a spoken dialogue system that communi-

cates with elderly people.

2) Achieved good performance in detecting dementia

through conversational data.

3) Found important and promising features for identifying

dementia in conversation.

We first summarize the relevant related work on detect-
ing dementia from multiple features (Section 2), explain
our proposed interactive system (Section 3), describe our
method (Section 4) and give results (Section 5), offer a
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discussion of our findings (Section 6), and finally give our
conclusion and future directions (Section 7).

This paper is an extension of a conference proceeding [20].
We increased the number of participants to provide more
detailed analysis.

Il. RELATED WORK ON DETECTING DEMENTIA FROM
SPEECH, LANGUAGE, AND IMAGE FEATURES

Many works have detected dementia from speech and lan-
guage features and demonstrated the potential of these
approaches [11]-[13], [21], [22].

Orimaye et al. [21] proposed a diagnostic method to
identify people with Alzheimer’s disease using language
features (e.g., syntactic features produced by the Stanford
Parser) extracted from transcribed audio files from the
DementiaBank dataset.* The dataset contains transcripts of
verbal interviews with healthy controls, and people with
Alzheimer’s disease, including those with mild cognitive
impairment. Interviews were conducted in the English lan-
guage and were based on the description of the Cookie-Theft
picture component, which is part of the Boston Diagnostic
Aphasia Examination [23]. They used 242 sample files for
both healthy controls and people with Alzheimer’s disease.
They compared five different machine learning algorithms
and achieved 74% classification accuracy using an SVM
classifier with 10-fold cross-validation. Konig et al. [22]
experimentally used four cognitive vocal tasks (counting
backward, sentence repetition, image description, and ver-
bal fluency) with participants who were divided into three
groups: healthy controls, people with mild cognitive impair-
ment, and people with Alzheimer’s disease. They extracted
several vocal features from the audio recordings and classi-
fied them into healthy controls and mild cognitive impairment
with 79% accuracy and healthy controls and Alzheimer’s
disease with 87% accuracy. Fraser et al. [11] achieved higher
accuracy in a study on the potential of using language and
speech features (large number of features (370) to cap-
ture a wide range of linguistic phenomena, e.g., part-of-
speech, vocabulary richness, and mel-frequency cepstrum
coefficients), to identify Alzheimer’s disease with speech
recordings from the DementiaBank dataset. They selected
240 speech recordings, applied two machine learning algo-
rithms, and obtained the highest accuracy (92%) for distin-
guishing between healthy controls and Alzheimer’s disease.
Aramaki et al. [13] reported that people with mild cognitive
impairment tend to speak less and use simpler words than
healthy controls by analyzing several language features (type-
token ratio, potential vocabulary size, dependency distance,
and Yngve score) from written and spoken narratives regard-
ing one of the happiest events in their lives.

On the other hand, speech prosody, mutual gaze, laughter
and smile are all considered important human communi-
cation skills [24]. They convey much information during
human-human interaction such as emotional state, social

*https://talkbank.org/DementiaBank/
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FIGURE 1. Dialogue procedures and subtitles. Japanese sentences and subtitles are translated into
English (Sub). The system includes six continuous dialogue procedures. (a) Self-introduction Sub:
what'’s your name? (b) Gaze. (c) Reading. (f) Retelling Sub: Please remember a story. (¢) Random QA

Sub: How is your appetite?

communication strategy, and personality. This kind of infor-
mation also appears in human-agent interaction [25]. In par-
ticular, a few papers have examined the facial expressions
of dementia. For example, exhibiting facial expressions
was studied in four people with severe Alzheimer’s dis-
ease (determined by the facial action coding system (FACS))
under pleasant and unpleasant stimulus conditions [26].
That study’s results showed that some types of dementia
revealed no variations in facial expressions. For people with
Alzheimer’s disease, mutual gaze was preserved, reflecting
relative maintenance of this aspect of social behavior despite
increasing cognitive impairment. In contrast, abnormalities
in mutual gaze were apparent for frontotemporal dementia
and people with semantic dementia [27]. For the skills of
comprehending communicative emotions, deteriorating
emotion-recognition ability, rather than deterioration of gen-
eral cognition, influences the indifferent and awkward inter-
personal behaviors of people with Alzheimer’s disease [28]
and frontotemporal dementia [29].

‘We can see that social conversation is associated with some
cognitive factors and related to dementia types. In this study,
we propose an approach that automatically detects dementia
through interactive computer avatars.

Ill. INTERACTIVE SYSTEM

In this section, we describe the proposed system (Fig. 1).
It uses, as a computer avatar, an MMDAgentJr on a
Windows application. Our proposed system is a Japanese
spoken dialogue system that integrates speech recognition,
dialogue management, text-to-speech, and behavior genera-
tion. The system was adopted for elderly people by display-
ing subtitles, producing a lower pitch, and using a slower
speaking rate. The development process was carried out in
consultation with a professional psychiatrist. For example,
the articulation rate, which divides the number of words (mea-
sured in MeCab) by voiced seconds, is 3.38 for an avatar’s

Thttp://www.mmdagent.jp/
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utterance ‘‘kyo wa nan gatsu nan nichi desu ka.” The pitch
was 0.7% lower than the default female character’s voice.
Subtitles were made using approximately 80-pt Gothic type.

We selected an animated, human-like female char-
acter instead of an animal-like character by referring
to [20] and [30]. Moreover, it provides a context that is closer
to real clinical settings, that is, interacting with a caregiver.
When the system recognizes an utterance, after a few seconds
the character nods its head. The nodding-behavior motions
were created using MikuMikuDance.} By default, the sys-
tem naturally moves the character’s body, which stares to
the front without blinking. The avatar is displayed from the
front without background distractions. Users can operate and
communicate with it using speech throughout the interaction.
All of the dialogue system’s utterances were created using
templates.

We prepared six continuous dialogue procedures, which
are summarized as follows:

(a) Self-introduction: The system introduces herself
and asks two questions: 1) What’s your name? and
2) How old are you?. This first step is important to
get the users comfortable with interaction. The pur-
pose of this small talk is primarily to build rapport
and trust among the interlocutors [31], [32]. In addi-
tion, this is aimed at helping users understand how
to use the system.

Gaze: On a computer screen, the system displays a
small moving dot at which the user is directed to
gaze. This procedure continues for approximately
2 minutes. We previously evaluated this procedure
using reaction delay analysis [33].

Reading: The system displays a passage from the
Wechsler logical memory task in the
WMS-R [12], [14] that users read aloud. This
resembles a language-independent task. We used a
regular Windows viewer application to display it.

(d)

(©

ihttp://WWW.geocities.jp/higuchuu4/
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(d)  Fixed QA: The system asks three fixed queries
based on MMSE:

1) What'’s the date today? (Q1)

2) Tell me something interesting about yourself.
(Q2)

3) How did you come here today? (Q3)

(¢) Random QA: We prepared 13 questions and ran-
domly produced five queries, based on a previ-
ous work [19]. The question sets were randomly
selected when the system started to avoid habitu-
ation to the same questions. The following is the
complete list of questions:

1) What season of the year are we in?
2) What year is it?
3) Who is Japan’s Prime Minister?
4) Are you left- or right-handed?
5) Do you sleep well?
6) How is your appetite?
7) Please tell me something that has recently
been stressful in your life.
8) Please tell me about
(a famous singer).
9) Please tell me about Yujiro Ishihara (a famous
actor).
10) Please tell me about Shigeo Nagashima
(a famous baseball player).
11) What’s your hobby?
12) What’s your favorite song?
13) Please tell me about your family.

® Retelling: The system reads aloud from a different
part of the Wechsler logical memory in the WMS-
R [14], and users paraphrase the passage. Here,
we recorded the audio sound spoken by a clini-
cal psychologist in advance. The system plays the
sound.

Hibari Misora

During interactions with the computer avatar, the sys-
tem recorded user video and audio with a built-in camera
and microphone. The system waits for 10 seconds after
the user’s final utterance for closed/easy-to-answer ques-
tions and waits for 15 seconds for manually selected dif-
ficult questions before going to the next question. Waiting
10 to 15 seconds to ask a question produced a very long
silence compared to what has been reported in the literature
for human-human conversations [34]. We observed some
users spoke with very small amplitude, which thus could not
be recognized by the system. Therefore, we extended the gap
pauses.

In order to confirm the load of each task, two Nara
Institute of Science and Technology graduate students eval-
uated the difficulty of each task by sorting. Then we mea-
sured agreement of the two students and ordered tasks,
based on difficulty, in ascending order from procedure
(a) to procedure (f). Completing all of the dialogues required
around 10-15 minutes.
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IV. METHODS
In this section, we present an experimental evaluation using
the system.

A. PARTICIPANTS

We recruited 33 Japanese participants. The Research Ethics
Committees of Osaka University Hospital and Nara Insti-
tute of Science and Technology reviewed and approved this
experiment. Written informed consent was obtained from all
participants before the experiment.

In all, 16 participants (12 males and 4 females) were
recorded in a clinical room at Osaka University Hospital
as the dementia group, and 17 participants (13 males and
4 females) were recorded in a seminar room at the Nara
Institute of Science and Technology as healthy controls.
We confirmed no dyslexia, dysarthria, hearing loss, visual
impairment, or history of other neurological conditions in
either group by asking them directly about their health back-
ground.

As shown in Table 1 (age, diagnosis, education in years,
sex, MMSE score, and time to complete the system),
we finally selected 29 participants. Four were removed from
the experiment because two in the dementia group had not
been diagnosed with dementia yet and two in the healthy con-
trols obtained MMSE scores of 22 and 23, which are below
the cut-off score.¥ The dementia group participants were
diagnosed as having mild cognitive impairment or demen-
tia (including nine Alzheimer’s disease, one Normal pressure
hydrocephalus, one Alzheimer’s disease + Normal pressure
hydrocephalus, and one Dementia with Lewy Bodies) by
certified psychiatrists at the Osaka University Hospital. This
was done by applying the diagnostic and statistical manual of
mental disorders, 4th edition (DSM-IV-TR) [35].

The MMSE scores were significantly different between the
two groups. This was confirmed using a two-tailed Welch’s
t-test (p < 0.05) after confirming the variance of the two
groups was significant (F test) (p < 0.05) and normal using
a one-sample Kolmogorov-Smirnov test (p > 0.05). The
ages were matched (p > 0.05). The genders were matched
(p > 0.05) by a binomial test. Education in years was sig-
nificantly different between the two groups by using a two-
sample t-test (p < 0.05) after confirming normality and equal
variances. We found fewer years of education in the healthy
control. A significance test for education in years and MMSE
score was performed based on the individual’s abnormality
test score against norms (p < 0.05, two tailed) [36], as indi-
cated in bold type in Table 1.

B. DATA COLLECTION

Prior to data collection, we tried to test the system by people
with dementia and modify it several times to ensure that
participants understood/hear the instructions well.

Swe performed experimental evaluation including these four persons and
found a lowered detection performance.

VOLUME 5, 2017
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TABLE 1. Participant demographics.

ID Diagnosis Age Education Sex MMSE score  Usage time [min:sec]
1lc Control 73 12 male 26 12:16
2¢ Control 77 12 male 25 09:45
3c Control 83 12 male 24 11:11
4c Control 67 12 female 26 09:21
5c Control 77 12 female 28 08:35
6¢c Control 72 14 female 29 12:42
7c Control 72 12 male 28 11:03
8c Control 73 9 male 26 10:40
9¢c Control 72 9 male 26 10:13
10c Control 68 10 male 30 07:04
11c Control 75 6 female 30 09:03
12¢ Control 72 6 male 27 10:45
13c Control 71 6 male 27 11:12
14c Control 80 10 male 29 09:46
15¢ Control 79 16 male 30 09:43
M nc 74.1 10.5 nc 27.5 nc
SD nc 4.4 2.9 nc 2.0 nc
Range nc 72-83 6-16 nc 24-30 nc
1d AD 89 16 male 24 10:57
2d NPH 82 16 male 22 08:08
3d AD+NPH 80 9 male 10 10:52
4d AD 65 21 male 23 10:54
5d AD 78 12 male 18 10:10
6d AD 68 16 male 30 09:50
7d DLB 79 18 male 23 22:19
8d AD 71 16 male 21 09:30
9d AD 76 12 female 16 09:04
10d MCI 72 16 female 27 10:57
11d AD 87 8 male 18 09:27
12d MCI 78 8 male 25 11:20
13d AD 65 14 female 20 09:23
14d AD 78 16 female 22 12:36
M nc 76.3 14.1 nc 214 nc
SD nc 7.4 3.9 nc 4.9 nc
Range nc 65-89 8-21 nc 10-30 nc

AD: Alzheimer’s disease, NPH: Normal Pressure Hydrocephalus, DLB: Dementia with Lewy
Bodies, MCI: Mild Cognitive Impairment, and nc: not calculated.

Data was collected in the same way across groups. We used
a Windows laptop to record the interactions and confirmed
that all 29 participants completed every dialogue procedure.
The total amount of time needed to complete is shown
in Table 1.

Participants were given instructions about data collection
by an experimenter. To the extent possible, we maintained
consistent microphone amplitude (Ioud value, 0.8% of maxi-
mum volume) and distance between the users and the laptop.
Gain of the built-in microphone was consistently set to 70 dB.
Participants of both groups were recorded with normal level
lighting and quiet conditions. Sampling rate of video was
30 fps and audio was 16,000 Hz.

C. DATA ANNOTATION
After recording, we separated audio files from the recorded
video files. Then, one person manually transcribed the
recorded data using the Audacity application. All utter-
ances were transcribed based on the USC Rachel corpus
manual [37]. In the transcription manual, if the speaker pauses
for more than 1 second, the speech is transcribed as separate
utterances.

We analyzed the answer videos of the three fixed queries.
The time needed for data annotation was around 10 minutes
per person.
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D. FEATURE EXTRACTION

The following features were studied, and then compared
between groups using the Wilcoxon rank sum test and effect
size (Cohen’s D).

We extracted the speech, language, and image features
from the answer videos of the three fixed queries and
averaged each feature of the three answers. We selected
user-independent and significant audiovisual features
based on previous works that found differences between
neurodegenerative disorders or dementia and healthy
controls [7], [13], [15]. In addition, reducing the number of
features avoids over-fitting in the case of supervised machine
learning [38] because our data were limited by the number of
participants.

1) SPEECH FEATURES

For speech feature extraction, we used the Snack sound
toolkit! and considered the fundamental frequency, power,
and voice quality. Although mean or SD values of the
fundamental frequency were associated with intention and
emotional aspects, we did not extract them because they
are strongly related to individuality such as sex. Instead
we extracted the following statistics of the coefficient of

11http://WWW.speech.kth.Se/snack/
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variation (FOcov) from per utterance:

sd(f0)
mean(f0)’

We extracted the mean values of the amplitude (Power)
and the articulation rate (AR), which divides the number of
words by voiced time. Voice quality (breathiness) was also
computed using the difference between the amplitudes of the
first harmonic (h1) and the third formant (a3) (h1a3), defined
as the spectral tilt [39]:

hla3 = hl — a3. 2)

FOcov = ey

Furthermore, we extracted silences between the avatar’s
question and the user’s response (Gap). Here, we denote the
gap before new turns as the time between the end of the
avatar’s question (#;) and the start of the user’s answer (z,)
as follows:

Gap = 1, — 1. 3

The maximum waiting time was 10 or 15 seconds in the
system, and thus the feature ranges between 0 and 15.

Pauses were manually measured within responses as the
number of pauses between sentences (# of pauses) and
the proportion of silence length during responses (Prop. of
pauses).

2) LANGUAGE FEATURES

We used Mecab! for part-of-speech tagging in the Japanese
utterances. We extracted the number of tokens (Tokens) as
well as the ratio of hesitations (Hesitations)
(e.g., “umm” or “ehh’) from the Mecab output. The type-
token ratio (TTR), which represents the ratio of the total
vocabulary to the overall words, is a simple measure of vocab-
ulary size. We extracted TTR [40] and Simpson’s D value,
which does not depend on sample size [41], as follows:

> V(m,N)
TTR = 4 )
> mV(m,N)
all m
mm—1
D= V(im,N)— ——. (5)
ale;n NN —1

Here, N is the number of tokens, and V (m, N) represents
the number of words used m times. We also computed the
percentage of nouns (Nouns) and verbs (Verbs) according
to [42] as well as correction rates (Corrections).

3) IMAGE FEATURES

To analyze the recorded video, we first extracted the number
of facial features using 2D facial landmark detection [43]
based on Openface.** From 68 facial landmarks, following
Naim et al. [44], we calculated the distance of the heights
of the outer eye-brow, the inner eyebrow, the outer lip, and

Ihttp://taku910.github.io/mecab/
**https://github.com/TadasBaltrusaitis/OpenFace
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the inner lip as well as the eye opening and lip corner
distance. Using these features, we modeled smiling faces
using an expression database [45] that contains 213 images
of seven facial expressions by ten Japanese female models.
In the database, we used 31 samples of happy faces and
30 samples of neutral faces and trained a model of these two
types of facial expressions using SVM with linear kernels.
Precision, recall, and the F-measure of the leave-one-out
cross-validation over the database were .90, .87, and .88,
respectively. For the video, we predicted whether the label
belongs to the smiling or neutral class in each frame. The
proportion of smiling frames among all of the frames in an
utterance was called the smiling ratio (Smile) based on [20].

E. CLASSIFIERS

We used two machine learning algorithms for detecting
dementia from the healthy controls. An SVM with linear
kernel and logistic regression were used as classifiers, which
are supervised machine learning algorithms. SVMs are use-
ful in many pattern recognition tasks such as depression
detection [46]. Because they are binary classifiers, they are
well suited to the classification task of the dementia group
vs. healthy controls. In this experiment, we used selected
audiovisual features as input of the classifiers, which were
trained to predict the dementia group and healthy control
labels with default parameters. Feature sets were automati-
cally selected based on the p-values of the t-test in the training
dataset (top six features). The feature values were normalized
to fall between 0 and 1 in each training set by identifying
the maximum and minimum values for each feature in the
training set; the same normalization function was applied to
test participants. We evaluated the classification performance
with leave-one-participant-out cross-validation and plotted
the ROC curve with the areas under it (AUC) [12]. In the ROC
curve, we plotted the true and false positive rates. An ROC
curve along a diagonal shows a random classification
model.

V. RESULTS

A. FEATURES AND CLASSIFIERS

First, we sorted each feature by the p-values of Wilcoxon rank
sum test and effect size as shown in Table 2.

Gaps were significantly different between the two
groups (p=0.02), indicating people with dementia tended to
have more delay responses to the system than the healthy
controls. Such features as hla3, FOcov, and smile were also
significantly different (p < 0.05).

Table 3 shows the relationship between gap values and
question types, which obtained the highest p-value and effect
size. While in Table 2 we averaged each question, the ques-
tion type affected the p-values. Q1 and Q2 were effective for
distinguishing dementia; Q3 inadequately identified demen-
tia (Q1: What’s the date today?, Q2: Tell me something
interesting about yourself, and Q3: How did you come here
today?).

VOLUME 5, 2017
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TABLE 2. Feature ranking sorted by p-values. Fourth column shows effect
size computed by Cohen’s D. Fifth column (Trend) shows trend

direction (increasing or decreasing) with dementia group. Bold type
indicates statistically significant differences (p < 0.05).

Rank Feature P-value  Cohen’s D  Trend
1 Gap 0.02 1.18 B
2 FOcov 0.02 0.98 T
3 Smile 0.02 0.75 0
4 hla3 0.03 0.99 T
5 Power 0.11 0.69 N
6 Verbs 0.22 0.52 1
7 Corr. 0.25 0.56 T
8 # of pause 0.31 0.27 1
9 Prop. of pause 0.34 0.21 1
10 Hesitations 0.43 0.13 1
11 Tokens 0.49 0.25 1
12 Nouns 0.61 0.16 T
13 AR 0.67 0.15 N
14 TTR 0.69 0.15 T
15 D value 0.84 0.01 1
o |
o |
o
Q
T,
o S :
= |
= .
8 -
Q <
0 o 7
E
'_
o
=——"SVM "
s . - = Logistic
T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

False positive rate

FIGURE 2. ROC curve. For true and false positive rates, red and blue lines
show SVM and logistic regression, respectively.

Figure 2 shows the ROC curve. The machine learning
algorithms classified the two groups with 0.93 for SVM
and 0.91 for logistic regression, as measured by AUC. The
unweighted accuracy was 83% (SVM) and 79% (logistic
regression).

Here, we trained the SVM with only people with
Alzheimer’s disease (n=9), and the overall performance was
AUC 0.89. It also showed that Gap and FOcov were signifi-
cantly different between people with Alzheimer’s disease and
healthy controls (p < 0.05). In contrast, smile and h1a3 were
not significantly different. As an additional analysis, we also
trained the SVM without two MCI participants, and the over-
all performance slightly decreased (AUC 0.87).

B. ERROR ANALYSIS

Both classifiers failed to correctly detect two persons in the
dementia group because those persons (ID: 1d and 13d)
answered the questions too quickly. Two participants (ID:
Ic and 15c) among the healthy controls was not classified
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TABLE 3. Gap feature of dementia group and healthy controls by
question types with mean and SD values. Bold type indicates significant
differences (p < 0.05).

Dementia  P-value
3.58 (4.2) 0.02
5.87 (3.7) 0.04
1.36 (0.7) 0.94

Question Control
Ql 0.71 (0.3)
Q2 335 (2.4)
Q3 1.45 (0.8)

accurately because they delayed their answers and/or their
hla3 scores were relatively high.

VI. DISCUSSION

Our study is the first attempt to detect dementia from audio-
visual features through interaction with computer avatars.
We extracted generally accepted features that are easy to
understand based on several previous works from not only
dementia research but also conversation studies.

Our results indicate that higher or at least equivalent
detection performance was obtained compared with pre-
vious works [7], [10]-[12]. This result establishes a high
degree of accuracy [47]. This system may facilitate not only
detecting dementia but also making intermediate or follow-
up assessments. The SVM performance was superior to
that of logistic regression, which is consistent with previous
findings [20], [46]. For SVM, we did not control each param-
eter. To obtain better results, we will attempt a grid search
method to find the best parameter sets for a development
dataset.

Members of the dementia group delayed in answering the
avatar’s questions, a finding that is consistent with previous
works where dementia significantly delayed responses to
stimuli [8]. Gap or hesitations are indicative of cognitive
load or speech planning [48]. If the questions require more
cognitive load for the dementia than for controls, and there-
fore longer planning, then a longer gap would be expected.
We also showed that question type is related to the detection
performance of dementia (see Table 3). Q1 and Q2 were
effective for distinguishing dementia; Q3 inadequately iden-
tified dementia. Q1 and Q2 may require more time for the
dementia to plan what they have to say compared to Q3.
Analyzing the differences of fixed and random QA, including
open- and closed-type questions [49], would be interesting.

We also found that the voices of the dementia group were
not as clear (breathiness, reflected by the high h1a3 values) as
the controls. Although elderly voices typically have increased
breathiness [50], this characteristic’s relation to dementia
is still unclear. Further study is needed to investigate the
relationship between dementia and voice quality. The pitch
variation results were not consistent with previous works
that had significantly less pitch modulation based on the
Alzheimer’s type [51], [52]. Variation of pitch is associated
with emotion [53]. Moreover, we found that the participants
in the dementia group tended to smile more than the healthy
controls. This might be related to smiling out of frustration
when having difficulty in answering questions [54]. We found
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that healthy controls simply spoke because the system seemed
like a cognitive test, which was not so difficult for them.

For generalizing the system to other languages, we should
take into consideration that pitch is part of prosody and that
it varies across languages. Furthermore, some facial expres-
sions may be culture-dependent [55], for which it may be
necessary to train the system with other populations. The
language-dependent vs. language-agnostic aspect of audio-
visual features in this context needs to be investigated.

In addition, multimodal integration should be consid-
ered, such as eye gaze tracking (large delay of eye track-
ing response in dementia [33]), mutual gaze, actual user
responses, and richer linguistic features measured from
syntactic parse trees [56].

In this study, several modules were not adapted to elderly
people. For example, to achieve more precise prediction
of facial expressions, we should train a smile model that
uses data specifically recorded from elderly people because,
for example, their eye openings are different from the peo-
ple in our Japanese female facial expression database [57].
Consequently, we need a new dataset of elderly people to
construct a more robust smile detection model.

This work is limited in terms of the participants pop-
ulation. Although this was increased from our previous
work [20], it remains too small to validate system effec-
tiveness. We need to increase the number of participants to
obtain stronger results by considering education in years,
interaction type, age, dementia type, and severity [9]. The
system may detect impairments in many other neurological
populations, but the avatar was not tested in people with
other etiologies (e.g., stroke, brain tumors, depression). For
example, gaps and delayed responses are not unique to people
with dementia but also occur in people after stroke or brain
tumors [58], [59]. In addition, we relied on manual transcrip-
tion of the audio data. It is a clear limitation of using speech-
based methods as we have the advantage of being quick
and cost effective. We should integrate an automatic speech
recognition to the audio data in the future. Furthermore,
in this study, the interactive model relies on a fixed threshold
of 10-15-second gaps only at turn exchanges; however, this is
not truly representative of real-life interactions [60]. A model
that adapts the avatar gaps/overlaps to the user style would be
more appropriate.

In this study, the two groups differed in education (individ-
uals with dementia have attained higher education in years).
While previous works reported there may be aggravating
effects of lower education on risk for dementia and language
function [61], [62], our study seems to differ from those
works by showing results for higher education (years) in
the dementia group. Consequently, the differences between
groups may not be due to education.

We implemented various ideas to simplify our system and
facilitate its use. For instance, since elderly people have
difficulty listening to fast speech and high-pitched voices,
we reduced the articulation rate of the avatar voice and
lowered its mean pitch value based on consultation with a
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professional psychiatrist. Subtitles helped seniors (especially
the dementia group) understand the avatar’s utterances by
integrating visual and auditory sensors. However, no existing
work has investigated the effects of human-computer interac-
tion and human-human interaction in people with dementia.
Thus, we need to scrutinize such effects with these interaction

types.

A. SINGLE-CASE ANALYSES

As shown in Table 1, we compared each individual with
dementia with the healthy controls. Some individuals had
significantly lower MMSE scores than the healthy controls.
For example, ID: 3d had a significantly low MMSE score
of 10, and thus it might have been easier to detect him
than the other individuals with dementia. However, while ID:
13d scored an MMSE of 20, we misclassified her by both
classifiers due to her rapid answers. Other participants who
scored low MMSE:s, such as ID: 5d, ID: 8d, ID: 9d, and ID:
11d, were correctly classified, and individuals with higher
education, such as ID: 3d and ID: 7d, were also correctly
classified.

VII. CONCLUSION
We developed a new computer avatar with spoken dialog
functionalities. We recorded 29 participants and extracted
features of their behaviors. The analysis results showed that
several features effectively distinguished between demen-
tia and healthy controls. We also confirmed that SVM can
classify two groups with 0.93 detection performance as mea-
sured by AUC with 83% unweighted accuracy. Our sys-
tem has the potential to detect dementia through spoken
dialogs with a computer avatar. In addition, we newly iden-
tified some contributing features, e.g., gaps and variations
of fundamental frequency. These findings could help med-
ical personnel detect signs of dementia in human-human
interaction.

We plan to develop a recommendation system that includes
a dementia detection module that is easy to use, is cost-
effective, provide repeatable measurements, and does not
require a significant amount of time and effort.
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