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a b s t r a c t 

This paper describes a method that can perform robust detection and classification in out-of- 

distribution rotated images in the medical domain. In real-world medical imaging tools, noise 

due to the rotation of the body part is frequently observed. This noise reduces the accuracy of 

AI-based classification and prediction models. Hence, it is important to develop models which are 

rotation invariant. To that end, the proposed method - RISC (rotation invariant self-supervised vi- 

sion framework) addresses this issue of rotational corruption. We present state-of-the-art rotation- 

invariant classification results and provide explainability for the performance in the domain. The 

evaluation of the proposed method is carried out on real-world adversarial examples in Medical 

Imagery-OrganAMNIST, RetinaMNIST and PneumoniaMNIST. It is observed that RISC outper- 

forms the rotation-affected benchmark methods by obtaining 22\%, 17\% and 2\% accuracy 

boost on OrganAMNIST, PneumoniaMNIST and RetinaMNIST rotated baselines respectively. Fur- 

ther, explainability results are demonstrated. 

This methods paper describes: 

• a representation learning approach that can perform robust detection and classification in 

out-of-distribution rotated images in the medical domain. 

• It presents a method that incorporates self-supervised rotation invariance for correcting rota- 

tional corruptions. 

• GradCAM-based explainability for the rotational SSL pretext task and the downstream classi- 

fication outcomes for the three benchmark datasets are presented 
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Background 

Imagery corrupted by adversarial attacks or errant data collection arises commonly in medical [ 1 , 2 ] settings. As we brace frame-

works for achieving robustness in the real-world deployment scenarios leveraging self-supervised methods can be fruitful as seen in

prior art [ 3–8 ]. CNN-based methods are usually trained on well-balanced good-quality data captured in a controlled environment.

Such models do not generalize well to rotated images and their performance degrades during testing time if the testing data contains

rotated images. In the medical domain, rotated medical images pose a significant challenge and are common due to the movement

of the patient during the imaging procedure. Although studies on rotation-invariance and more efficient object detection have been

pursued [ 9–11 ], a singular approach to tackle rotational-invariant image classification in the real world with limited data has not

been satisfactorily achieved. In this paper, a rotation invariant self-supervised learning (SSL) representation for image classification 

framework is presented for solving the aforementioned problems. We call this framework RISC. The main contributions include: 

1. Proposal and demonstration of a novel rotation invariant self-supervised vision framework (RISC) for robust image classification 

in standard medical datasets. 

2. Visual explanation of classification models applied to medical image datasets for an insight into algorithmic decision-making in 

the healthcare domain using GradCAM [ 12 ] for both the Rotation-Invariant SSL pre-text task and the downstream classification

task. 

This is a generic approach and can be extended to a multitude of real-world applications where rotations cause a reduction in the

performance of the trained model. The paper is organized in four sections. Section 2 presents the methodology, followed by Section

3 which discusses the results of the RISC framework. The paper concludes in Section 4. 

Method details 

Datasets 

As shown in Fig. 1 , the MedMNIST datasets [ 13 , 14 ] are standard and diverse sets of labelled medical images where standard

train-validation-test splits and baseline performance on various frameworks are provided. It is one of the most standardised medical

image datasets to evaluate AI models in its domain. 

RetinaMNIST [ 15 ] is a dataset of 1600 (3D) retina fundus images. The task is a 5-level grading of diabetic retinopathy severity.

The PneumoniaMNIST [ 16 , 17 ] contains 5856 (2D) pediatric chest X-Ray images. It has two classes - pneumonia and normal. The

OrganAMNIST [ 18 , 19 ] is based on 3D computed tomography (CT) images. It contains 58,850 (2D) images. Each image corresponds

to one of 11 organs namely bladder, femur-left, femur-right, heart, kidney-left, kidney-right, liver, lung-left, lung-right, pancreas and 

spleen. All 3-D and 2-D images were originally of shape 28 × 28 × 3 and 28 × 28 respectively and were later reshaped according to

the model input shapes. 

Self-supervised learning - RotNet 

The RotNet is a ConvNet proposed by Gidaris et al. [ 20 ] which predicts the orientation of images in a self-supervised manner.

A random 2D rotation transformation of 0, 90, 180, or 270° is applied to an image, and the ConvNet is trained to estimate the 2D

rotation applied to obtain the rotated image. In order to succeed at the task, the model is forced to identify salient features in the image

along with their orientations. The generic pipeline for the RotNet [ 21 ] model is shown below in Fig. 2 . The learned representations

can then be fine-tuned for other downstream tasks including object detection and image classification. In the RISC framework, the

RotNet model with a ResNet50 backbone to correct for rotational corruptions is employed to improve the robustness of the system. 

RISC SSL framework 

The self-supervised learning (SSL) paradigm, pivotal in this research methodology, relies on the inherent similarity between images 

of the dataset, facilitated by the RotNet [ 21 ] for predictive modelling of rotation transformations within input images. The model

subsequently assigns a label to denote the inferred rotation. This is the pretext task of learning rotation representations and serves as

the preliminary step in the overall research objective. Subsequently, in the downstream task of classifying the images, the classifier

leverages knowledge acquired by the RotNet to enhance its classification accuracy. 

The self-supervised learning paradigm as shown in Fig. 3 for image classification has been implemented in the following stages: 

tage 1: Self-Supervised Pre-training: Utilizing the dataset itself, rotated images and corresponding rotation labels are generated which 

are subsequently used to train the RotNet. Within this stage, the RotNet of the self-supervised RISC framework learns feature

representations corresponding to rotations in the images. This knowledge helps us to generate pseudo-rotation labels for 

input image which are used to fix the orientation of images before classification. The RotNet learns to effectively predict the

correct rotation labels using the cross-entropy loss function as shown in Eq. (1) : 

𝐶𝐸 = −
𝑛 ∑
𝑖 =1 

𝑦𝑖 log 
(
𝑝𝑖 
)

(1) 
2
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Fig. 1. MedMNIST samples for RetinaMNIST, PneumoniaMNIST and OrganAMNIST sub-datasets [ 13 ]. (Images upscaled to 200 ×200 for better 

visibility). 

Fig. 2. RotNet Working Diagra. The ConvNet is a modified ResNet50 [ 22 ] having 3 fully- connected layers at the end instead of the usual top. Its 

input shape is (1,32,32,32) while the output is a one-hot encoded vector of shape (1,4). The first dimension represents the batch-size. The output 

vector corresponds to a predicted angle of rotation. 
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Fig. 3. RISC architecture diagram. (a sample image from the MedMNIST dataset has been used to demonstrate various stages of the RISC Framework). 
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Where 𝐶𝐸 represents the cross-entropy loss, 𝑛 is the number of different rotation values, 𝑦𝑖 is the true rotation value (binary

vector with 1 for the correct class and 0 for others) which is the artificial rotation applied to the image before forward propagation

through RotNet as shown in Eq. (2) ., and 𝑝𝑖 is the predicted probability of the image having rotation label i according to RotNet. 

𝑦𝑖 =
{ 

1 , 𝑖𝑓 𝑖𝑚𝑎𝑔𝑒 ℎ𝑎𝑠 𝑛𝑜 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑙𝑎𝑏𝑒𝑙 𝑖 
0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

(2) 

tage 2: Classifier Training: A ResNet50 [ 22 ] pre-trained on ImageNet [ 23 ] with an input shape of 32 × 32 × 3 for all datasets is

used to classify the images. Since OrganAMNIST and PneumoniaMNIST have images of shape 32 × 32, their single channel 

is stacked in order to match the input shape of the classifier. The classifier is then trained on correctly oriented images along

with ground truth labels sourced from the original datasets. This constitutes the downstream task of the RISC framework. 

tage 3: Evaluation of Classification Model: The classification model is evaluated on the test set of the original datasets to assess its

performance for correctly- oriented images. 

tage 4: Application of Random Rotations: Random rotations (multiples of 90° for PneumoniaMNIST and OrganAMNIST and multiples 

of 45° for RetinaMNIST) are applied to the images within the test set, subsequently evaluating the classification model’s 

robustness on these rotated images, using the original class labels. 

tage 5: Evaluation of SSL Framework: The RISC SSL framework, comprising RotNet and the classification model is implemented and 

tested, on randomly rotated images. In contrast to Stage 4, this time the system leverages the pseudo-label generation and

orientation correction capabilities inherent in self-supervised learning. Importantly, rotation labels are deliberately withheld 

from the models during Stages 4 and 5. 

Generating explanations using GradCAM 

Generating explanations of the models’ outcome is specifically important in domains such as healthcare to increase trustworthi- 

ness and reliability. This also allows the responsible and ethical implementation of AI models. GradCAM (gradient-weighted Class 

Activation Mapping) [ 12 ] is employed for visual explainability and to explain the decision-making process of the models. Gradients

were computed with respect to the outputs of various convolution layers of the model, generating heatmaps that depict the critical

regions that contributed the most to the prediction. These heatmaps were overlaid onto the original images to visually highlight

the relevant parts of the images. This process provides a deeper look into the neural net- work’s decision rationale and enhances

its transparency. Notably, a different choice of the convolutional layer produces different heatmaps which vary across datasets too.

This research experiments with multiple layers to find out the most suitable ones which help to better explain the model’s working.

Open-source libraries were utilized for this process and the explanations were generated by following the same procedure for both

the RotNet predictions and the image classifiers of the downstream task. 
4
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Method validation 

RISC SSL framework performance 

The RISC framework aims to account for the calibration of medical instruments and accommodate the rotational artefacts while

a classification task is carried out on medical images. The SSL model is able to capture the inherent properties of the images for

rotational correction as seen in Table 1 which illustrates the performance of the RISC framework and its components. The dataset

sizes, comprising training, validation, and test sets, along with the corresponding number of classes, are detailed. Rotated images

and their corresponding rotation labels were generated from each original dataset itself, facilitating the RotNet training to learn the

features indicative of the correct rotation. It was trained and tested on each of the three MedMNIST datasets independently and

the resulting accuracies, delineated in the ‘RotNet Accuracy’ row, show the model’s proficiency in rotational corrections across a

diverse set of medical image datasets. The RotNet shows the most superior performance on the PneumoniaMNIST dataset with a 99%

accuracy in predicting rotations on unseen data. 

This research trained image classifiers on the original data with similar architectures as used in the benchmark classifiers of

[ 13 ]. The state-of-the-art benchmark accuracies and the accuracies of classifiers used in this research on the test sets of original

correctly oriented images are reported in Table 1 . The same trained classifiers are tested on randomly rotated images and show that

the classification accuracy drops quite significantly. This proves that rotational corruptions indeed have an adverse effect on the 

performance of such classifiers. 

Finally, the RISC framework, which incorporates pseudo-label generation and rotation correction before classification is evaluated. 

The RISC framework demonstrates notably superior performance across all three datasets when compared to original classifiers when 

fed with randomly-rotated images, with a 22% accuracy boost on OrganAMNIST, 17% increase on PneumoniaMNIST and 2% increase 

on RetinaMNIST, thereby proving its efficacy in robust image classification of images affected with rotational corruptions. This 

difference can be seen in Table 1 in the ’Classifier Accuracy (Randomly-Rotated Images)’ and ’Classifier Accuracy (RISC Framework)’ 

rows. 

Table 2 lists the inference time per sample, cross-entropy loss of the RISC framework and RotNet and Classifier training time for

each dataset as tested on a MacBook Air with Apple M1 chip and 8GB RAM. 

Enhancing model explainability using GradCAM heatmaps 

To fully trust a model’s predictions, it’s crucial to ensure it focuses on the right features, not just its test performance. This issue is

demonstrated in Fig. 4 which shows GradCAM [ 12 ] heatmaps for the image classification of one image from each dataset, rotated at

different angles. The PneumoniaMNIST classifier correctly classifies all four images as pneumonia-infected, but it gives weightage to 

different regions in each image. A cloudy area in the lung region indicates a pneumonia infection. The model correctly focuses on that

cloudy region in the correctly- oriented image but fails to do so in the rotated ones. This helps us visualize that even when the model

makes a correct prediction on rotation-affected images, it might not be doing so based on the right principles. The RetinaMNIST and
Table 1 

RISC and novel performance evaluation. 

Train Data Test Data Organ 

MNIST 

Pneumonia 

MNIST 

Retina 

MNIST 

Dataset side Train 

Val 

Test 

34,581 

6491 

17,778 

4708 

524 

624 

1080 

120 

400 

No of Classes 11 2 5 

RotNet Accuracy Rotated Training Data with 

Pseudo Labels 

Rotated Testing Data with 

Pseudo Labels 

0.66 0.99 0.73 

Benchmark Accuracy (SOTA) 0.94 0.88 0.51 

Classifier Accuracy (Original 

Images) 

Original Training Data with 

Real Labels 

Testing Data with Real Labels 0.93 0.88 0.51 

Classifier Accuracy 

(Randomly Rotated Images) 

Original Training Data with 

Real Labels 

Randomly Rotated Images 

with Real Labels 

0.53 0.7 0.48 

Classifier Accuracy (RISC 

Framework) 

0.75 0.87 0.5 

Table 2 

Details of RISC framework. 

Dataset Inference time per sample (s) Cross-Entropy Loss RotNet Training Time (Min) Classifier Training Time (Min) 

RetinaMNIST 0.0125 1.78 20 7 

PneuomoniaMNIST 0.0096 0.53 16 41 

OrganMNIST 0.011 1.367 11 24 

5
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Fig. 4. GradCAM Heatmaps for Image Classification in MedMNIST. Rotated Image and its corresponding GradCAM heatmap for the downstream 

image classification task are shown in adjacent columns for all three datasets. (Images upscaled to 200 ×200 for better visibility). 

Fig. 5. GradCAM Heatmaps for RotNet. The rotated Image and its corresponding GradCAM heatmap for the RotNet (rotation label) in the pretext 

task are shown in adjacent columns for all three datasets. 

 

 

 

 

 

 

 

OrganAMIST classifiers could only classify the depicted original image correctly while failing to do so for all rotations. The heatmaps

show the inconsistency in attention for the same image but with applied rotation. 

A similar methodology is used to obtain the GradCAM heatmaps shown in Fig. 5 which provide an insight into the pseudo-label

generation by the RotNet. The RotNet was able to correctly predict all the rotation angles for the three samples and their corresponding

rotated images. In the analysis of PneumoniaMNIST heatmaps, we note that the RotNet seems to predominantly emphasize the lung

region during orientation prediction which is a strategy consistent with human perception and understanding. The OrganAMNIST 

shows a left kidney, where the RotNet seems to analyze the boundary of the kidney to determine its orientation. The RotNet heatmaps

obtained from RetinaMNIST are difficult to explain and understand since all the images present a broadly uniform, circular image of

the retina but as visualized, the model emphasizes on different regions in different rotations of the same sample. 

We tackle multiple vision problems in medical image classification through the proposed SSL framework RISC. We were successful 

in firstly, crossing the initial results on three medical image datasets with a well-defined ensemble and fitting of pseudo-labels. In
6
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the self-supervised learning task, this paper presents strong results on OrganAMNIST, RetinaMNIST and PneumoniaMNIST datasets, 

providing results with low-compute and high precision. The generalization capability of the self-supervised learning framework in 

the presence of rotations provides promising results which can be extended to larger benchmarks and tasks in the future including

3D Detection. 

The impact of rotational corruptions has been highlighted as an important challenge, especially in various real-world problems 

such as classification tasks for medical images, object detection and segmentation tasks for autonomous driving etc. These should be

corrected timely, without any assumptions of orientation and scaling as in unlabeled data. The rotation-invariant module is in fact able

to outperform source data performance, which is another success of self-supervision as an intermediate outcome in this process. One

significant contribution that we present is the ability of the framework to detect robustly without any access to rotation labels, being

fully self-supervised and thus ideal for growing systems in medical imaging. This RISC framework mitigates rotational corruptions 

in medical imaging scenarios, however, with relevant data, it can be applied to adversarial attacks and other perturbations. We

additionally present GradCAM-based mapping visualizations in Fig. 4 to highlight the effectiveness of rotational corrections in this 

study. We aim to expand this work to various real-world applications including multi-weather models for autonomous vehicles and

multi-instrument datasets for medical imagery classification in the future. 

Limitations 

Currently, our method focuses on only four specific angle rotations, but more granularity in terms of rotational angles needs to

be included to be able to generate even better outcomes 
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