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A B S T R A C T   

This paper presents a collection of idioms that is useful for modeling activity level evaluations in forensic science 
using Bayesian networks. The idioms are categorized into five groups: cause-consequence idioms, narrative id-
ioms, synthesis idioms, hypothesis-conditioning idioms, and evidence-conditioning idioms. Each category rep-
resents a specific modeling objective. Furthermore, we support the use of an idiom-based approach and 
emphasize the relevance of our collection by combining several of the presented idioms to create a more 
comprehensive template model. This model can be used in cases involving transfer evidence and disputes over 
the actor and/or activity. Additionally, we cite literature that employs idioms in template models or case-specific 
models, providing the reader with examples of their use in forensic casework.   

1. Introduction 

In forensic casework, many relevant questions go beyond the source 
of the trace. Part of these questions, known as activity level questions 
[1], regard the manner of deposition of the trace and accordingly, the 
case hypotheses concern a dispute over an activity (or the actor) rather 
than a source. Forensic scientists must assess the likelihood of their 
findings concerning these activity level hypotheses. This assessment 
requires more information than source level evaluations, such as back-
ground distributions and probabilities of transfer, persistence, and re-
covery under different circumstances. The large amount of required 
information makes activity level evaluations a challenging practice. 
Some challenges include:  

• a lack of knowledge on what variables influences the case findings  
• a lack of available data on these variables  
• a lack of uniformity in the evaluations, both between individual 

cases of the same expert and between different experts. 

Activity level evaluations can be complex, but they can be invaluable for 
the legal process. Therefore, a more reliable and robust assessment 
framework is desired. 

Aitken and Gammerman [2] were the first to mention the use of 
Bayesian networks (BNs) in forensic science. Nowadays, these networks 

are increasingly being used to model activity level evaluations in this 
field. BNs are probabilistic graphical models that use Bayes’ theorem to 
calculate event probabilities. These networks consist of nodes and 
directed links, which represent random variables and conditional de-
pendencies between the variables respectively. Each node has its own 
conditional probability table (CPT), containing the probabilities of the 
various states of a variable conditioned on its parent nodes. The model 
can be used to derive the probability of an event occurring given all the 
relationships that exist within the model. For further information on BNs 
and probabilistic reasoning in general, we recommend Aitken and 
Gammerman [2] and textbooks such as [3,4]. 

BNs are advantageous because of their ability to easily represent 
complex probabilistic relationships between variables. This makes them 
ideal for use in forensic science, where transparency and accurate results 
are required. Moreover, BNs are based on probability theory, which 
allows experts to revise probabilities for case propositions and uncertain 
variables. This helps them show how each piece of evidence affects their 
evaluation. Lastly, BNs are transparent, providing space for discussion 
and illustrating sources of uncertainty in the expert’s reasoning. 

Despite its potential benefits, the use of BNs within the legal 
framework has been limited. This is partly due to the complex, time- 
consuming and subjective nature of constructing an acceptable BN 
model for a legal case. And so the question is: how do we mitigate or 
eliminate these disadvantages? 
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Neil et al. [5] propose an idiom-based approach to decrease the 
complexity of modeling BNs. The idiom-based approach divides the 
modeling process into smaller fragments, called idioms, that represent 
generic types of probabilistic reasoning [5,6]. They depict a set of var-
iables and their probabilistic relationship, and can be modified and 
combined to form larger template or case models. Additional benefits 
include:  

• Idioms can be constructed and reasoned about separately which 
makes them beneficial to the designer. 

• Idioms give experts quick access to certain generic reasoning pat-
terns, and they can choose which of these they want to integrate into 
a larger system.  

• Idioms can easily be instantiated by transforming the node names 
into discipline- and case-specific variables.  

• Idioms are advantageous for maintenance; modifying an idiom is 
much simpler than adjusting an entire template model.  

• Idioms can be beneficial to (law) practitioners, as experts can explain 
their case model in a clear and concise manner. 

Neil et al. [5] state that “idioms act as a library of patterns for the BN 
development process”. Research domains such as legal reasoning and 
medical reasoning [7,8] have already developed a collection of idioms. 
Our goal is to present a collection of idioms particularly useful for 
modeling activity level evaluations in forensic casework. This paper 
combines a literature review of existing idioms (either generic or 
forensic) and our own suggestions of forensic idioms useful for activity 
level evaluations. Many of the perceived idioms are specified for other 
disciplines than forensic science. In such cases, we provide the generic 
version of the idiom as well as a forensic instantiation of that generic 
version. Furthermore, we extracted forensic reasoning patterns from 
template models and case models and translated them into idioms. 

As a result, we provide the forensic expert with a collection of idioms 
consisting of five categories that are useful for activity level evaluations. 
Furthermore, we illustrate the idiom-based approach and the relevance 
of our collection by combining some of the presented idioms to create a 
larger template model. This model can be used for any kind of transfer 
evidence, in cases where the actor and/or the activity is disputed [9]. In 
addition, we provide concrete examples of how to use the idioms in 
forensic casework in Appendix A. We also refer to literature that utilizes 
the idioms in template models or case-specific models. 

2. Methods 

2.1. Scope of the review 

A literature search was performed for the present study using two 
electronic databases, PubMed and Scopus. The initial search included 
three terms: ‘Bayesian networks’, ‘Forensic’ and ‘Idioms’. The inclusion 
criteria were: research in English, research mentioning at least two out 
of three terms in the abstract, title and/or keywords, and research 
visually presenting Bayesian networks in figures. 

Additional references were identified using our own personal 
collection and by a manual search among the citations in the reviewed 
papers. The list of potentially relevant literature contained 159 refer-
ences. The list consisted of papers on Bayesian networks in the 
forensic or legal domain (n = 129) and papers on the use of idioms in 
Bayesian networks within and outside of the forensic discipline (n 
= 30). The first subset was utilized to extract forensic idioms from case 
models and to demonstrate the use of idioms in case models. The second 
set was used to identify generic idioms and idioms specifically relevant 
to forensic activity level evaluations. 

2.2. Organizing and categorizing literature 

2.2.1. Degree of specificity of Bayesian networks: idioms, instantiated 
idioms, template models and case models 

The idiom-based approach is a bottom-up approach that pieces id-
ioms together to construct more complex models - such as case models to 
evaluate activity level evaluations. We had to establish some criteria 
regarding the definition of an idiom to be able to identify idioms from 
larger case models and to investigate how they are being used in larger 
case models. 

During our literature search, we identified four degrees of specificity 
of (BNs): idioms, instantiated idioms, template models and case models. 
We therefore believe that the idiom-based approach is a four-step 
method to advance the ladder of specificity: going from widely appli-
cable models (idioms) to specific case models. Fig. 1 illustrates the four 
degrees of specificity and their applicability, which is represented by the 
width of the circles. To accurately distinguish between the different 
categories, we established a terminology based on acknowledged defi-
nitions from the literature as well as our own perspective. This enabled 
us to sort research papers according to the four degrees of specificity and 
to identify existing idioms from larger case models. 

Generic idioms are usually transdisciplinary and can therefore be 
applied in a variety of areas. Idiom instantiations, on the other hand, are 
disciplinary versions of the generic idiom, which are more specific and 
are better suited for certain fields. Idioms are mostly qualitative, 
focusing on graphical structures rather than conditional probability ta-
bles (CPTs). Yet some exceptions exist where CPTs are essential to the 
utility of the idiom. Idioms are thus different from ‘small’ case models. 
Although the CPTs and/or variables may vary from case to case, the 
probabilistic reasoning of the idiom remains the same. Template models 
consist of more than one idiom (instantiation) and represent (multi) 
domain specific models, which are applicable to certain types of cases 
and scenarios. They may or may not include completed CPTs. Lastly, 
case models are an even more specific version of the template model, 
because these models contain completed CPTs and specific node names, 
and are therefore tailored to fit a certain case, limiting its applicability. 

Fig. 1. From idioms to case models: the width of the circles represent the de-
gree of applicability of Bayesian networks. 
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2.2.2. Final literature set 
The 159 potentially relevant references were sorted into three cate-

gories: 29 references on case models, 49 on template models, and 30 on 
(instantiated) idioms. All references had to focus on qualitative 
modeling of BNs. Some references contain multiple levels of specificity 
and were added to all applicable categories accordingly. As this study 
focuses on idioms, we will only refer to template models and case models 
to illustrate the application of discussed idioms in practice. Since we 
focus on forensic activity level evaluation, not all research from our final 
literature set appears as references in this paper. 

2.2.3. Grouping idioms 
We identified the idioms, taking the terminology specified in 2.2.1 

into consideration. The idioms were sorted by relevance, resulting in a 
final list of idioms valuable for forensic evaluations at activity level. 
These idioms were grouped into five categories that represent a partic-
ular modeling goal and purpose: 

• Category A, Cause-consequence idioms: idioms modeling the rela-
tionship between cause(s) and effect(s)  

• Category B, Narrative idioms: idioms concerning the storytelling 
coherence of the model  

• Category C, Synthesis idioms: idioms combining multiple nodes into 
one node for organizational or computational purposes 

• Category D, Hypothesis-conditioning idioms: idioms adding a precon-
dition or postcondition to the case hypotheses  

• Category E, Evidence-conditioning idioms: idioms adding a condition 
to the evidence and/or case findings 

Table 1 presents the collection of idioms for modeling activity level 
evaluations in forensic science. The collection consists of generic 
(labeled G) types and (multiple) forensic (labeled F) instantiations. We 
have named the idioms presented in italic ourselves. These reasoning 
patterns are recognized in literature, but are not explicitly named. 
Chapter 3 is divided into sections that review each category in detail. 

3. Collection of idioms 

3.1. Category A: cause-consequence idioms 

The cause-consequence idiom (labeled A.G1 in Fig. 2) [5,8] - also 
known as cause-effect idiom [10], process-product idiom [5,11] or inpu-
t-output idiom [11] - models the probabilistic relationship of two vari-
ables: a cause and an (observed) effect. The cause node (parent node) 

and the consequence node (child node) are linked directly, meaning that 
observing the effect influences the probability of occurrence of the 
possible cause. The direction of the link is mathematically irrelevant. 
However, the direction tells us the line of reasoning (either from cause to 
effect or from effect to cause) and is therefore, in terms of semantics, 
highly important. 

The usage is twofold: to predict an effect based on an event or to 
evaluate the probability of an event given a certain effect. The latter is 
common in forensic cases in which we observe an effect (the evidence) 
and wish to infer the probabilities of possible causes of the effect (the 
hypotheses). A common forensic instantiation of the cause-consequence 
idiom is the hypothesis-evidence idiom [6,7,12–17,17–19] (labeled A.F1 
in Fig. 3). Hypotheses are also referred to as propositions. Hypotheses 
and propositions are used interchangeably in this paper. 

One often associates the line of thought in the hypothesis-evidence 
idiom as causal because acts or activities leave or wipe traces. Even 
though this association is intuitive, causality (two simultaneous or 
consecutive events) is not a strict requirement. In fact, research is also 
non-uniform towards the definition of the connections. Some literature 
[7,19–22] refers to the connections as causal, whereas other research 
such as Vlek et al. [17] state that links represent “correlation rather than 
causality”. Although we prefer the latter, we chose not to rename this 
category as the purpose of the idiom is to model the line of reasoning 
from cause to effect. 

There are two variations of the hypothesis-evidence idiom: the 
common cause idiom and the common effect idiom (labeled A.F2 and A.F3 
in Fig. 3 respectively1). The common cause idiom [12,13,23] models the 
conjunction of two pieces of evidence. Conjunction is an overarching 
term for the relationship - which can either be conditionally indepen-
dent or dependent - between the items of evidence. Due to the divergent 
connection between the two, the probability of finding EVIDENCE 2 alters 
if and only if the true state of the hypothesis is unknown. If the true state 
of the hypothesis is known, information on EVIDENCE 1 does not influence 
the probability on EVIDENCE 2 and vice versa. The idiom may be modeled 
with an additional link - illustrated with a dashed link in Fig. 3 - between 
the evidence nodes, representing a common cause idiom with two 
conditionally dependent items of evidence. 

The common cause idiom entails two items of evidence associated 
with one event, either both items are found on the same crime scene or 
are linked in a different way. For example, Taroni et al. [24] present an 

Table 1 
The collection of idioms for modeling activity level evaluations in forensic 
science.   

Label Name 

Category A A.G1 The cause-consequence idiom 
A.F1 The hypothesis-evidence idiom 
A.F2 The common cause idiom 
A.F3 The common effect idiom 

Category B B.G1 The scenario idiom 
B.G2 The subscenario idiom 
B.G3 The variation idiom 
B.F1 The hypothesis-to-activity idiom 
B.F2 The hypothesis-to-transfer idiom 

Category C C.G1 The synthesis idiom 
C.F1 The LR-calculation idiom 
C.F2 The influencing-factor idiom 
C.F3 The trace-accumulation idiom 
C.F4 The case findings idiom 

Category D D.F1 The extended-likelihood-ratio idiom 
D.F2 The regrouping idiom 
D.F3 The hypothesis-precondition idiom 

Category E E.G1 The measurement idiom 
E.F1 The evidence-uncertainty idiom  

Fig. 2. A.G1: The generic idiom of category A, the cause-consequence idiom.  

1 The idioms are labeled as forensic idioms but may as well be used in other 
disciplines. The same holds for the hypothesis-evidence idiom. 
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idiom for the evaluation of two items with no potential source found on 
two different scenes, aiming to infer a common source between the two 
of them, a so called forensic intelligence problem. 

The common effect idiom [5,12,16] models two joined 
hypothesis-evidence idioms. The idiom models an effect with two 
possible causes and their intercausal relation. The common effect idiom 
is frequently used in medicine to assess the likelihood of possible causes 
of diseases or fatalities. If the effect is unknown, P(Cause 2 | Cause 1) = P 
(Cause 2). In words, any information on CAUSE 1 will not provide any 
information on CAUSE 2 and vice versa. The probability of CAUSE 2 will 
differ if both the presence of CAUSE 1 and the EFFECT is confirmed, also 
known as explaining away [3,5,7,16,25–32]. This idiom is particularly 
useful in forensic medical domains such as forensic pathology and 
forensic toxicology. 

The common effect idiom models case hypotheses separately [19], 
using separate boolean nodes to represent each hypothesis. This is 
different from the hypothesis-evidence idiom, which uses a single node 
for all hypotheses, with states that correspond to each case hypothesis. 
In the next section we will discuss which idiom is best suited in which 
situation. 

3.1.1. Enforcing mutually exclusive hypotheses 
The choice of using either the hypothesis-evidence or the common 

effect idiom depends on the mutual exclusivity of the hypotheses. If the 
hypotheses are mutually exclusive, the hypothesis-evidence idiom can 
be used. This is because the states of the hypothesis node represent 
mutually exclusive events. However, if the hypotheses are not mutually 
exclusive, the common effect idiom is suitable since it uses separate 
boolean nodes for every hypothesis, allowing both hypotheses to be true 
at the same time [19]. 

The common effect idiom is necessary when attempting to model 
distinct causal pathways with different sets of evidence. However, a 
challenge arises when the competing arguments are mutually exclusive. 
In such cases, both the hypothesis-evidence idiom and the common ef-
fect idiom are inadequate to model this accurately. Mutually exclusive 
hypotheses will follow from the hypothesis-evidence idiom naturally, 
but the idiom cannot address different sets of evidence, information and 
their probabilistic relations to each of the propositions.2 In contrast, the 
common effect idiom can model separate pathways, but the hypotheses 
are not mutually exclusive per se as the prior probabilities of the hy-
potheses being true do not necessarily add up to one. The question thus 

remains: how can we model competing forensic or legal arguments 
while ensuring mutually exclusive hypotheses? 

Meester and Slooten [33] contemplate on several approaches pro-
posed in the literature to enforcing mutually exclusive hypotheses 
within the common effect idiom. One of these proposals is to simply add 
an additional directed link between the boolean hypothesis nodes. 

A second much discussed approach is to add a boolean constraint 
node as common child to the hypotheses [16–18,22,30,31,34] (Fig. 4). 
The CPT of CONSTRAINT (Table 2) include probabilities such as P 
(Constraint = False |H2 = True, H1 = True) = 1 and P(Constraint = True 
|H2 = True, H1 = False) = 1. Meester and Slooten are particularly clear 
on problems arising from the constraint node: when the constraint node 
is set to true, the prior probabilities of the hypotheses change without 
adding any evidence to the model. Fenton et al. [30] agree with the 
criticism and offer an alternative solution that models an auxiliary node 
between the hypotheses and the constraint node. The auxiliary node 
includes an “NA” state that ensures the state of the hypotheses only focus 
on (True, False) and (False, True). As per Fenton et al. their suggested 
solution may not be perfect, but it is effective in achieving the desired 
results. Meester and Slooten, however, argue that the auxiliary nodes 
“lead to a rather arbitrary model based on a technical device rather than 
a modeling decision, or they are simply not needed.". 

Meester and Slooten [33] also discuss the approach called Bayesian 

Fig. 3. Forensic instantiations of the cause-consequence idiom.  

Fig. 4. The constraint solution to enforcing mutually exclusive hypotheses 
while modeling independent pathways. 

2 The hypothesis-evidence idiom is a basic Bayesian network with only two 
case variables. Forensic casework involves many variables and the path be-
tween hypothesis and evidence can be long and complex. 
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network selection by Neil et al. [35]. Neil et al. suggest to model legal 
arguments, including different facts, (sources of) evidence and different 
thoughts on prior beliefs, separately. They illustrate that the models can 
be combined using ‘switch nodes’. These switch nodes are able to 
include or exclude (disputed) facts or to alter assumptions on pre-
conditions such as motive and opportunity. They argue that the com-
bined model considers different arguments from both perspectives, but 
that it cannot account for different perspectives on the conditional de-
pendencies between the nodes. As such, this approach feels incomplete, 
considering that the probabilistic relationship between the nodes can be 
disputed too. 

Moreover, Meester and Slooten criticize that combining models lead 
to comprehensive and perplexing case models and question whether it is 
necessary at all to combine the models for H1 and H2. Neil et al. argue 
similar thoughts and believe that an integrated Bayesian model is 
redundant, that the models can be kept separate and that an expert can 
evaluate the plausibility of both. We also agree that keeping the models 
separate will decrease complexity, increase computational power and 
lessen the number of nodes that have no factual connection to the case 
such as the switch nodes. Often, the goal of the model is to calculate a 
Likelihood Ratio. Thus, we want to obtain P(Evidence | Hypothesis i =
True) for i = 1,2. We can do this by constructing a network for each 
hypothesis separately, containing a ‘combined evidence’ node. See Van 
Dijk et al. [36] for an example. 

For an in-depth discussion on the issue of modeling competing stories 
into one BN, we refer to Refs. [30,33,35]. 

3.1.2. Summary and applications  

• Cause-consequence idioms model the probabilistic relationship of a 
cause and an effect. In forensic science, this is analogous to the 
probabilistic relationship between hypothesis and evidence (the 
hypothesis-evidence idiom).  

• There are two variations of the hypothesis-evidence idiom: the 
common cause idiom and the common effect idiom. The common 
cause idiom includes more pieces of evidence that are either condi-
tionally dependent or conditionally independent. The common effect 
idiom models an evidence node with multiple parent hypothesis 
nodes. The common effect idiom is advantageous when modeling 
two distinct pathways from hypothesis to evidence. One may also use 
separate BNs for each hypothesis.  

• Cause-consequence idioms are frequently presented in forensic and 
legal research, whether in template models [3,9,13,26,27,37–63] or 
case models [16–19,64–76]. 

3.2. Category B: Narrative idioms 

The second category is called narrative idioms. Narrative idioms are 
idioms that concern storytelling coherence in casework. Together, the 
idioms represent a top-down approach of repeatedly unfolding a sce-
nario into smaller events to enhance communication between jurors and 
experts and to aid the expert in “gradually constructing a network in 
complex cases” [18]. 

The scenario idiom, the (sub)scenario idiom and the variation idiom 
(labeled B.G1, B.G2 and B.G3 in Fig. 5 respectively) are all narrative 
idioms and are investigated within a legal context by Vlek et al. [17,18, 

31,34]. The scenario idiom takes a scenario as parent node and unfolds it 
into smaller events, the child nodes. The scenario is fully covered by the 
events in the network and so, if the scenario is true, all events must have 
taken place. This translates to the conditional probabilities P(Event i =
True | Scenario = True) = 1 for each i. Conversely, if the scenario is false, 
some of the events may still have occurred. The directed links between 
the scenario and the events ensure that information on the probability of 
one event affects not only the event itself but also the entire scenario. 
This active connection between each event through the scenario node is 
called transfer of evidential support [18]. The idiom can be further 
modeled with additional directed links between the nodes, representing 
dependencies between events. This applies to cases where two events 
cannot happen independently. Examples of such events are chronolog-
ical events with event 1 occurring before event 2. 

The scenario idiom can also be expanded to the subscenario idiom to 
further unfold the scenario and its events. This makes the events parent 
nodes themselves, creating a triple-layered model. 

The variation idiom is a subconfiguration of the scenario idiom. This 
idiom represents a scenario which can be expressed in multiple varia-
tions. When the scenario holds, only one of the variations can be true (as 
opposed to all of them in the scenario idiom). The differences between 
the variation idiom and the scenario idiom are that the CPT values in the 
variation idiom (see for example the CPT of VARIATION 3 in Table 3) are 
assigned such that only one of the variations is true and that the directed 
links between the event nodes are optional in the scenario idiom but 
obligatory in the variation idiom. 

The variation idiom is similar to the first approach of enforcing 
mutually exclusive hypotheses: it enforces mutually exclusive events by 
adding additional directed links between the variables. However, due to 
the directed links, VARIATION 1 and VARIATION 2 become part of the CPT of 
VARIATION 3. This is disadvantageous if one wants to model separate paths 
to each variation. Therefore, we advise against using the variation idiom 
if one desires to model distinct pathways from scenario to evidence. 

The scenario idiom, the subscenario idiom and the variation idiom 
all present ways to layer a story until one or more observable results 
follow. In forensic science, we have a similar structure: the hypothesis-to- 
activity idiom (labeled B.F1 in Fig. 6). Analogous to unfolding a scenario 
into smaller story lines, the hypothesis-to-activity idiom unfolds a 
proposition into multiple activities relevant to trace deposition. Unlike 
the event nodes in the scenario idiom, the activity nodes are not 
necessarily all ‘true’ if H1 or H2 is true. However, we believe the 
hypothesis-to-activity idiom is still part of the narrative category, as its 
goal remains the same: breaking down scenarios into smaller segments 
to help build the network and improve communication between the 
modeler and recipient. 

HYPOTHESES is the parent node of the activity nodes and the CPTs of the 
child nodes represent the probability that an activity occurred consid-
ering one of the case hypotheses. The idiom can have additional directed 
links between the activities, as direct and secondary transfer activities 
are not mutually exclusive and may be conditionally dependent. In fact, 
Gill et al. [77] state that “there may be multiple opportunities for 
innocent and secondary transfer events to occur at different times”. 

Kokshoorn et al. [9] showed that the dispute in forensic DNA activity 
level evaluations either concerns an activity or the actor’s identity. They 
formulated multiple sets of relevant prosecution propositions (H1) and 
relevant defense propositions (H2). We translated this in four variables 
that cover all possible combinations of activity level propositions: sus-
pect X, an alternative actor Y (this may be a known or unknown person), 
a criminal activity (hereafter activity 1), and an (innocent) alternative 
activity (hereafter activity 2). The prosecution states that suspect X did 
activity 1. The defense disputes this and their hypothesis is that an 
alternative (and often unknown) actor Y did activity 1 or that activity 1 
never happened. Optionally, they may also state that suspect X did 
alternative activity 2. To consider all possible combinations, the 
hypothesis-to-activity idiom includes three boolean activity nodes: AC-

TIVITY 1 BY SUSPECT X, ACTIVITY 2 BY SUSPECT X and ACTIVITY 1 BY ALTERNATIVE ACTOR 

Table 2 
The CPT for CONSTRAINT.  

Constraint 

Hypothesis 1 False True 

Hypothesis 2 False True False True 

False 1 0 0 1 
True 0 1 1 0  
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Y. The irrelevant activity nodes can either be deleted or set to False. Node 
names may of course be further specified in casework to enhance 
interpretation. If the pathways interfere, for example in cases of sec-
ondary transfer, additional directed links may be needed between the 
transfer activities. 

There are some modeling alternatives for the hypothesis-to-activity 

idiom. For example, one can combine all transfer activities in one 
node. Both model choices are mathematically equivalent. However, 
modeling a single node including all activities as states does not help the 
understanding of experts nor jurors in a complex case which is one of the 
major reasons to use BNs in the first place. Therefore, instead of 
grouping the activities, we prefer to group the findings related to the 
activities. We will elaborate on this matter in Section 3.3 about synthesis 
idioms. 

Adding an additional layer between the hypothesis node and the 
activity nodes is a second possible modification to the hypothesis-to- 
activity idiom. This may be particularly useful when the case proposi-
tions consist of several parts and amount to scenarios more than to hy-
potheses. The extra layer does not portray the mechanisms that lead to 
the traces but rather breaks down the scenarios into smaller and more 
assessable parts. Idioms such as the subscenario idiom or the variation 
idiom can be used to model such extra layers. 

The transfer nodes in the hypothesis-to-activity idiom can be further 
unfolded to become - as we label it - the hypothesis-to-transfer idiom 

Fig. 5. Generic idioms of category B. Idiom B.F3, the variation idiom, is a substructure of the (sub)scenario idiom with entered CPTs. Every event in B.G1 must be 
true (if the scenario holds), whereas only one variation is true in B.G3. 

Table 3 
The CPT for VARIATION 3. We refer to Ref. [18] for the CPTs of the other two 
variations.  

Variation 3 

Scenario False True 

Variation 1 False True False True 

Variation 2 False True False True False True False True 

False 1 1 1 1 0 1 1 1 
True 0 0 0 0 1 0 0 0  
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(labeled B.F2 in Fig. 6). Whereas the hypothesis-to-activity idiom un-
folds the hypotheses into activities that could lead to the traces, the 
hypothesis-to-transfer idiom unfolds the mechanisms into expected 
transfer of traces considering those mechanisms. One may argue that the 
hypothesis-to-transfer idiom models two joined forensic instantiations 
of the scenario idiom rather than a single subscenario idiom: unfolding 
hypotheses into activities into transfer of traces. Both perceptions are 
technically correct. Yet, we believe it is more convenient to designate 
the hypothesis-to-transfer model as a single idiom since activity nodes 
and transfer nodes often appear together in forensic models that eval-
uate activity level questions. 

When the transfer of traces are added to the model, the activities 
become parent nodes, analogous to the event nodes in the (sub)scenario 
idiom. There are two ways of modeling this idiom, method A and 
method B (also illustrated as B.F2 in Fig. 6) in Fig. 7 respectively. In 
method A, the child nodes of the activity nodes are named TRANSFER OF 

TRACE TYPE i, with i = 1, 2, 3 depending on the number of different trace 
types. Trace type may be defined as a trace plus possible source, for 
example DNA from suspect X or glass fragments from window X. Fig. 7 
shows a case where each path has a different trace type (trace type 1, 2, 
and 3). The CPTs of the transfer nodes (Table 4) represent the proba-
bility of a trace transfer considering one or more activities - depending 
on the number of directed links between the activity nodes and the 
transfer of trace nodes. Multiple activities can lead to transfer of the 
same type of traces and hence, CPTs become very extensive and there-
fore difficult to fill in. Moreover, the CPTs now contain conditional 
probabilities such as P(transfer of trace of type 1 | Activity 1 by suspect 
X = False) that are impossible and irrelevant (marked as question mark 
in Table 4) for the expert to assess. The idiom varies in the number of 
activities, the number of expected traces and the number of directed 
links between transfer traces and activities. The size of the CPTs for 
TRANSFER OF TRACE TYPE i equals 2n, with n the number of directed links. 

In method B, the child node of ACTIVITY 1 BY SUSPECT X is named TRANSFER 

OF TRACE TYPE 1 FROM A1 TO Z VIA ACTIVITY 1 BY SUSPECT X (A and Z are ‘donor’ 
and ‘receptor’, and can either be objects or individuals) instead of 
TRANSFER OF TRACE TYPE 1. In most cases, an activity node has only a single 
directed link to one transfer of trace node because the nodes name now 
include ‘via activity 1 (or via activity 2)’. Consequently, the CPTs 
(Table 5) are often two dimensional. And if so, they only include the 
relevant probabilities. These probabilities can be assigned by the 
forensic expert using expert knowledge, literature and/or case-specific 
experiments. Moreover, method B appears to provide a solution for 
enforcing mutually exclusive hypotheses while modeling multiple 
pathways. Therefore, we recommend to use method B instead of method 

A for modeling the hypothesis-to-transfer idiom. 
Both the hypothesis-to-activity idiom and the hypothesis-to-transfer 

idiom are essential in activity level evaluations and therefore appear in 
many forensic templates [9,48,54,58,59,61,62] and case models [32,64, 
65,67–76,78,79]. Although earlier research involving template models 
and case models such as [42] has also focused on activity level exami-
nations, the use of the hypothesis-to-activity idiom is, to the best of our 
knowledge, only notably present in later work (2015 until now) - with 
the exception of Evett et al. [64]. 

3.2.1. Summary and applications 

• Narrative idioms are used for storytelling purposes. The generic id-
ioms, the scenario idiom, the subscenario idiom, and the variation 
idiom are mainly studied in a legal context [17,18,31,34].  

• Analogous to the scenario idiom, the forensic hypothesis-to-activity 
idiom focuses on pathways from hypothesis to activity related to 
trace deposition.  

• Analogous to the subscenario idiom, the forensic hypothesis-to- 
transfer idiom focuses on pathways from hypothesis to the ex-
pected transfer of trace types.  

• We recommend to use variable names such as ‘transfer of trace type 1 
from A1 to Z via activity 1’ instead of ‘transfer of trace type 1’ for 
the transfer nodes in the hypothesis-to-transfer idiom to get relevant 
and assessable probabilities in the CPTs. 

3.3. Category C: Synthesis idioms 

The synthesis idiom [5,80,81] (labeled C.G1 in Fig. 8) - also known as 
the definitional idiom [8] or accumulation idiom [58] - models the syn-
thesis, summary or combination of many nodes into one node: the 
synthesis node. SYNTHESIS is defined by the states of its parent nodes. The 
purpose of the idiom is to organize the BN such that the overall structure 
and understanding is improved and/or the size of the CPTs is reduced 
[5]. 

Synthesis idioms can model definitional, hierarchical or combina-
torial relations between variables. Definitional synthesis structures 
model deterministic relations, such as formulas and functions [5]. Hi-
erarchical synthesis structures model the combination of similar vari-
ables with similar influence on some other node [5], which reduces the 
number of probability elicitations. Combinatorial synthesis structures 
reduce the size of the combinatorial space of the model, also known as 
‘parent divorcing’ [5]. Whether to use it or not depends on how one 
would like to present the conditional probabilities: either by using nodes 

Fig. 6. Forensic instantiations of the sub(scenario) idiom. The dashed lines represent possible dependencies between the activities.  
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or CPTs. We prefer the former and think combinatorial synthesis idioms 
are essential for structuring a BN. Note that definitional and combina-
torial synthesis idioms include non-causal relationships between nodes 
(see Section 3.1 for notes on causality in BNs). 

There are several ways in which synthesis idioms are being inte-
grated into forensic BNs. This paper presents four of them. The LR- 

calculation idiom (C.F1 in Fig. 9) [58] is a definitional synthesis idiom 
and models the deterministic relationship between the case hypotheses 
H1 and H2, the case findings E and the strength of evidence, the LR. 
STRENGTH OF EVIDENCE is a function node that needs two states from the 
hypothesis nodes to calculate the LR (in the context of the BN). This 
idiom seems only for convenience as the strength of evidence can also be 
evaluated manually by instantiating H1 and H2 sequentially or by 
instantiating the case findings, with prior odds of the hypotheses equal 
to 1. The idiom should be used with caution, as it only works if the prior 
odds are (set to) 1. Furthermore, if one of the hypotheses is not simple 
but composite, prior probabilities of subhypotheses may affect the LR 
(see Section 3.5 for a discussion on multiple propositions). 

The influencing-factors idiom (labeled C.F2 in Fig. 9) contains an hi-
erarchical synthesis structure. Its structure is similar to a definitional 
synthesis idiom, but now the relation between child node and parent 
node is not deterministic. The synthesis node specifies a group of factors 
with similar influence on a variable of interest. The purpose of grouping 
is to reduce the number of parents of the variable of interest. In forensic 
science, these nodes do not concern any activities, but have a parental 
relation to either the transfer nodes or findings node [58]. Examples of 
such nodes are TIME BETWEEN DEPOSITION AND RECOVERY and environmental 
conditions, all affecting the final case findings. The influencing-factors 
idiom is related to a cause-consequence idiom because an unobserv-
able consequence (the random variable) is defined as a probabilistic 
combination of factors influencing its causes [5]. 

The trace-accumulation idiom and the case findings idiom (e.g. in Refs. 
[58,68]) are examples of combinatorial synthesis idioms. The 
trace-accumulation idiom (labeled C.F3 in Fig. 9) fuses the results of 
multiple transfers and the background level3 of the same trace type to 
item Z (for example, DNA from the same individual) [58,68]. 
Modeling-wise, the transfer nodes and background node will be com-
bined using one synthesis node: TRACE TYPE i ON Z. If there are multiple 
traces of different sources and/or more items of interest, one must model 
multiple synthesis nodes. 

The case findings idiom [58] (labeled C.F4 in Fig. 9) merges all nodes 
concerning traces on item Z into one case findings node. Only two states 
are necessary to model when using this idiom in a BN designed for a 
single case: ‘case findings’ and ‘other’. The state ‘case findings’ 

Fig. 7. Method A and B for modeling the hypothesis-to-activity idiom. The blue nodes and yellow nodes represent the activity and transfer nodes respectively. The 
dashed lines in method A illustrate possible directed links. The distinction between method A and B is found in the names of the transfer nodes. Method B is the 
recommended method. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 4 
The CPT for TRANSFER OF TRACE TYPE 1.  

Transfer of trace type 1 

Activity 1 by suspect X False True 

False ? (1-p) 
True ? p  

Table 5 
The CPT for TRANSFER OF TRACE TYPE 1 FROM A TO Z VIA ACT. 1 BY SUSPECT X.  

Transfer of trace type 1 from A to Z via act. 1 by suspect X 

Activity 1 by suspect X False True 

False 1 (1-p) 
True 0 p  

Fig. 8. C.G1: The generic idiom of category C: the synthesis idiom.  

3 Background is an ill-defined concept in forensic literature. Experts should 
always be clear on the definition of ‘background’ in their network. 
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summarizes all findings on item Z, for example DNA profiling results 
from multiple swabs from the same item [68]. The state ‘other’ defines 
any other possible result. When a BN is designed for a series of cases, the 
states of CASE FINDINGS ON Z should cover all possible findings. 

Combining the trace-accumulation idiom and the case findings idiom 
is advantageous to probability elicitation. Consider the hypothesis-to- 
transfer idiom from Fig. 6 with three transfer nodes. If two of these 
transfer nodes concern traces of same type to Z, the synthesis node 
lessens the number of parents and reduces the size of the CPT of CASE 

FINDINGS ON Z. 

3.3.1. Summary and applications  

• Synthesis idioms model definitional, hierarchical or combinatorial 
relationships between variables. Forensic examples are the LR- 
calculation idiom, the influencing-factor idiom, the trace- 
accumulation idiom and the case findings idiom.  

• The LR-calculation idiom should be used with caution as it only 
works if the prior odds are set to 1 and with two ‘simple’ hypotheses.  

• Synthesis idioms are frequently integrated in forensic template 
models and case models, including [48,54,58,60,63,64,68,69,71,72, 
75,76,80,82]. To be more specific [48,54,58,68,69,72,75,76], illus-
trate models that use the trace-accumulation idiom (including the 
background level of trace material). 

3.4. Intermezzo: adopting the idiom-based approach 

Thus far, we have discussed cause-consequence, narrative, and syn-
thesis idioms. As mentioned in the introduction, these can be combined 
to form template and case-specific models. To illustrate this approach, 
we present a template model (Fig. 10) that originates from merging the 

hypothesis-to-transfer idiom (B.F2 in Fig. 6), the trace-accumulation 
idiom (C.F3 in Fig. 9), and the case findings idiom (C.F4 in Fig. 9). 
Our template model is a generalization of the template model presented 
by Taylor et al. [58] for constructing BNs in forensic biology cases when 
considering activity level propositions. It also incorporates the ideas in 
Kokshoorn et al. [9] on propositions disputing the actor or activity in 
DNA evidence evaluation. The template model is available as Hugin file 
online at https://github.com/NetherlandsForensicInstitute/evaluation 
-of-transfer-evidence. 

The template model illustrates the evaluation of transfer evidence 
regarding item Z by modeling the different possible pathways between 
trace deposition and the case findings on Z. The template model begins 
with a single node representing the case hypotheses, which is then 
divided into three activity nodes using the hypothesis-activity idiom. 
The hypothesis-to-transfer idiom is identical to the one illustrated in 
Section 3.2 on narrative idioms. 

The template model is applicable to cases where activity 1 by suspect 
X and activity 1 by alternative actor Y lead to same type traces (for 
example in cases of indirect transfer) and to cases where these activities 
lead to different type of traces (i.e. DNA of suspect X and DNA of 
alternative actor Y respectively). Fig. 10 represents the latter and illus-
trates a case in which activity 1 and activity 2 by suspect X lead to trace 
type 1 on Z and activity 1 by alternative actor Y leads to trace type 2 on 
Z. The result of combining two transfer nodes into one node is the 
accumulation node TRACE TYPE 1 ON Z. This accumulation node is the ex-
pected evidence on Z considering the transfer activities and background 
material. Lastly, the case findings idiom merges all trace-accumulation 
nodes into a single node that summarizes the observed findings on 
item Z. 

Our template model uses an integrated Bayesian approach to 
enforcing mutually exclusive hypotheses. TRANSFER OF TRACE TYPE 1 FROM A1 

Fig. 9. Forensic instantiations of the synthesis idiom. C.F1 is of definitional type, C.F2 is of hierarchical type, and C.F3 and C.F4 are of combinatorial type. C.F1 
should be used with caution as it only applies to cases with prior odds equal to 1. An example of a forensic random variable in C.F2 is the persistence of traces. 
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TO Z VIA ACTIVITY 1 BY SUSPECT X ensures that only the conditional proba-
bilities given H1 will follow that path. The mutually exclusive hypoth-
eses are ensured by the CPT of CASE FINDINGS ON Z: it is only possible to 
observe the case findings through one of the routes. The expert may also 
choose to model each pathway using different BNs that are not joined 
(see Subsection 3.2.1 for further remarks on this issue). 

The template model can be further expanded by including two cat-
egories: hypothesis-conditioning idioms (Section 3.5) and evidence-condi-
tioning idioms (Section 3.6). 

Traces on item Z are the central elements of Taylor et al.‘s [58] 
template model and consequently the model only considers possible 
pathways from activity to these traces. Item Z is automatically linked to 
the activities stated in the hypotheses and is considered as a relevant 
item in the case for at least one of the hypotheses. If Item Z is found to be 
irrelevant, using the model would be meaningless. The relevance of item 
Z can be modeled explicitly as a separate relevance node (e.g. Ref. [64]) 
or as a subproposition node (e.g. Ref. [83]). 

3.5. Category D: hypothesis-conditioning idioms 

The fourth category involves idioms that allow hypotheses to be 
conditioned on a variable. We refer to this category as hypothesis-con-
ditioning idioms (see Fig. 11). The purpose of this idiom is to limit which 
set of hypotheses are considered during evaluation, using conditional 
variables. We consider two types of such variables: preconditions and 
postconditions. preconditions are variables that make or break the rele-
vance of a hypothesis, while postconditions partition and/or regroup 
hypotheses to form a set of propositions relevant to the case. In the 
latter, the hypotheses not considered can still be true, whereas in the 
former they cannot. 

Fig. 11 illustrates the use of postconditional variables in two forensic 
idioms related to this category. The hypothesis-evidence idiom works 
well when there are two simple hypotheses to evaluate. Yet Buckleton 
et al. [14] claim that “it is often difficult to summarize all the issues of a 
real casework problem using two hypotheses”. They proposed a struc-
ture that can handle three or more hypotheses: the 

extended-likelihood-ratio idiom. The idiom extends the 
hypothesis-evidence idiom by adding an extra node between HYPOTHESIS 

and EVIDENCE. In cases of multiple propositions contributing to the case 
hypotheses, the partitioning node recapitulates the hypotheses and/or 
divides them into two or more subhypotheses. Buckleton et al. illustrate 
this with a case example considering a simple prosecution proposition 
H1 but a more complex defense proposition H2 = {H2a, H2b}. The CPT of 
PARTITIONING (Table 6) include the relative contributions of the two sub-
hypotheses H2a and H2b to the probability of the defense hypothesis H2, P 
(H2a |H2) and P(H2b |H2) respectively. Note that this structure hides the 
fact that conditional priors need to be added to the model and that these 
priors affect the LR. 

The second forensic idiom, the regrouping idiom [15], is the reverse of 
the extended likelihood ration idiom. The regrouping idiom extends the 
hypothesis-evidence idiom with a regrouping node conditioned on HY-

POTHESES. Instead of two simple hypotheses, HYPOTHESES now considers 
multiple subhypotheses under H1, H2, or both. REGROUPING combines 
these subhypotheses to formulate H1 and H2 such that if either H1a or H1b 
is true H1 is also true, and if either H2a or H2b is true H2 must be true (see 
Table 7). The extended likelihood ratio idiom can be modeled similarly 
with a reversed directed link between REGROUPING and HYPOTHESES. Thus 
the regrouping idiom combines subhypotheses into one case hypothesis 
and the extended-likelihood-ratio idiom splits the case hypothesis into 
two or more subhypotheses. Both forensic idioms can be generalized by 
using terms such as cause and consequence (see Section 3.1). This allows 
them to be used in multiple domains. 

The idioms may also be combined. De Koeijer et al. [83] presents a 
template model that divides the core propositions into two sets of sub-
propositions: one set that addresses the relation between a suspect and 
an item (S1 and S2) (also focused on by Taylor et al. [58]) and one set 
that addresses the relation between an item and the crime (A1 and A2). 
Fig. 12 illustrates this structure. Both sets are modeled as separate 
boolean nodes in the template model using the 
extended-likelihood-ratio idiom. The prosecution hypothesis and the 
three possible defense hypotheses are regrouped in CORE PROPOSITIONS 

using the regrouping idiom.Fig. 13 shows the hypothesis-precondition 

Fig. 10. A template model for assessing the strength of transfer evidence at activity level. The template model is a combination of the hypothesis-to-transfer idiom (B. 
F2 in Fig. 6), the trace-accumulation idiom (C.F3 in Fig. 9), and the case-findings idiom (C.F4 in Fig. 9). 
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idiom, using preconditions for the hypotheses in HYPOTHESES. These con-
ditions are necessary requirements for a hypothesis to be true, or con-
ditions that influence the prior probability of one of the hypotheses [16]. 
For example, in legal cases, opportunity is a necessary requirement for a 
defendant’s guilt, while motive increases the prior probability of the 
prosecution hypothesis [6,7,16,22]. Alibi evidence [6,7,16], also a 
precondition, is directly proportional to opportunity and may contradict 
the prosecution proposition. 

Modeling-wise, PRECONDITION is a boolean root node and is structured as 
a parent node of HYPOTHESES [7,16,22]. The conditional probabilities in the 
CPT of HYPOTHESES are entered such that the hypotheses are true (or false) if 
the condition holds or that the prior probability of the hypotheses change. 
The idiom can be instantiated using terms such as opportunity, motive, 
alibi and/or capability and can be expanded using multiple pre-
conditions. Thus far, the idiom has shown up only in template models and 
case models evaluating source level hypotheses [43,84] but may be used 
for networks that evaluate activity level evaluations too. 

3.5.1. Summary and applications  

• Hypothesis-conditioning idioms allow hypotheses to be conditioned 
on a variable. This variable can be a precondition or a postcondition.  

• Preconditional variables represent crucial factors for the relevance of 
a hypothesis. They are modeled as root node of the hypotheses node 
in the hypothesis-precondition idiom. This idiom is particularly 
prevalent in legal casework.  

• Postconditional variables form a set of hypotheses that are relevant 
to the case. These variables can be modeled as either a partitioning 
node or a regrouping node. The partitioning node divides at least one 
of the hypotheses into several subpropositions, while the regrouping 
node combines the subpropositions to form a single set of 
hypotheses.  

• The hypothesis-conditioning idiom is not very prominent in forensic 
casework. [40,41,53,83,85] show applications of the 
extended-likelihood-ratio idiom and the regrouping idiom. 

3.6. Category E: evidence-conditioning idioms 

Evidence-conditioning idioms consist of root nodes that represent 
uncertain factors in the evidence evaluation or strict preconditions for 
the evidence to be taken into account. Idioms in this category make it 
clear that observations or evaluations may be inaccurate, unreliable or 
irrelevant. 

The evidence-uncertainty idiom (E.F1 in Fig. 14) descends from the 
generic idiom, the measurement idiom [8,11,16]. The measurement 
idiom (E.G1 in Fig. 14) indicates that any measurement of variable X can 
be uncertain and may not accurately reflect its true value. The idiom is 
structured as MEASUREMENT OF X as child node with two parent nodes TRUE 

VALUE OF X and UNCERTAINTY. In the evidence-uncertainty idiom, TRUE VALUE 

OF X and MEASUREMENT OF X are replaced by ACTUAL EVIDENCE and OBSERVED 

EVIDENCE respectively. UNCERTAINTY can be substituted with any uncertain 
factor related to the evidence (evaluation). Common modeled un-
certainties regarding the evidence in forensic activity level evaluations 
are the relevance of an item (if modeled as uncertainty root node) [3], 
sufficient recovery of the trace material [48,54,58,60,75] and correct 
interpretation of the evidence [47]. All these variables can be 

Fig. 11. The use of postconditional variables in two forensic idioms.  

Table 6 
The CPT for PARTITIONING.  

Partitioning 

Hypotheses H1 H2 

H1 1 0 
H2a 0 p 
H2b 0 (1-p)  

Table 7 
The CPT for REGROUPING.  

Regrouping 

Hypotheses H1a H1b H2a H2b 

H1 1 1 0 0 
H2 0 0 1 1  
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instantiations of the uncertainty node in the evidence-uncertainty 
idiom. For example, Fig. 15 shows a forensic instantiation of the 
evidence-uncertainty idiom with uncertain factor RECOVERY. 

Lagnado et al. [7] state that “in the limiting cases with a fully reliable 
measurement process, the status of the hypothesis guarantees the status 
of the evidence report and vice-versa.” (p. 52). We believe this statement 
holds in a legal context, when the evidence is usually based on testi-
monies about the true state of the hypothesis rather than the true state of 
the evidence. As such, in legal context, ACTUAL EVIDENCE in the 
evidence-uncertainty idiom can be replaced by HYPOTHESIS. However, in 

forensic activity level evaluations, forensic reports do not include a 
statement about the true state of an hypothesis, but include a statement 
about the probability to observe the evidence given the hypotheses. As 
such, forensic evidence may be reliable, but the evidence does not 
guarantee the state of the hypothesis. 

Substitution with ACCURACY, CREDIBILITY or RELIABILITY results in three 
idioms that have frequently been used in BNs for modeling legal argu-
ments: the evidence-accuracy idiom [22], the evidence-reliability idiom [6, 
7,21], and the evidence-credibility idiom [21].4 The evidence-accuracy 
and the evidence-reliability idiom model the extent to which the evi-
dence is an accurate and reliable reflection of the true state of the hy-
pothesis [7]. The evidence-credibility idiom relates to the credibility of 
the source, rather than the evidence itself. For example, the credibility of 
a(n) (expert) witness testimony. The uncertain factors can be decom-
posed into components defining the factor, which results in a defini-
tional idiom. For example, accuracy may be divided into veracity, 
objectivity and sensitivity [7]. 

Please note that uncertain factors can be modeled as a parent node of 
variables outside the forensic discipline too, see for example [8,11]. 
However, as we focus on forensic activity level evaluations, we restrict 
ourselves to evidence-uncertainty relations. 

3.6.1. Summary and applications  

• The evidence-conditioning idioms, for example the evidence- 
uncertainty idiom, model uncertainties in the evaluation of evi-
dence or strict preconditions for the evidence to be taken into 
account.  

• The evidence-accuracy idiom, the evidence-reliability idiom, and the 
evidence-credibility idiom are examples of legal evidence- 
conditioning idioms.  

• Item relevance, recovery of trace material and other uncertainties 
regarding the evidence are frequently modeled in forensic activity 
level evaluations, see for example [3,36,48,54,58,60,68,75]. 

Fig. 12. Template model for evaluating activity level propositions [83]. The template model is a combination of the extended-likelihood-ratio idiom and the 
regrouping idiom. 

Fig. 13. D.F3: The hypothesis-precondition idiom. Opportunity, motive and 
credibility are examples of legal preconditions. 

4 The evidence-accuracy idiom is sometimes referred to as evidence- 
credibility idiom or evidence-reliability idiom and vice-versa. Although the 
literature is inconsistent about the definition of the variables in the uncertainty 
node, the modeling aim of all three idioms remains. 
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4. Final remarks 

Our research advocates the idiom-based approach to modeling ac-
tivity level evaluations in forensic science. We reviewed existing idioms 
within and outside of the forensic discipline and organized them into 
five categories: cause-consequence idioms, narrative idioms, synthesis id-
ioms, hypothesis-conditioning idioms, and evidence-conditioning idioms. We 
elaborated on generic idioms and emphasized forensic instantiations 
that are useful for modeling activity level evaluations using BNs. The 
collection is by no means exhaustive; for example, we omitted the in-
duction idiom and the reconciliation idiom from Neil et al. [5]. Never-
theless, we think that our collection of idioms is a good starting point for 

constructing “basic” case models. In fact, we illustrated the idiom-based 
approach by combining some of the idioms in category A, B and C to 
develop a larger template model. The template model is a generalization 
of Taylor’s template model in Ref. [58] and includes Kokshoorn et al.‘s 
[9] ideas concerning the dispute over the actor or activity. 

Although idioms are based on generic reasoning and can be applied 
to multiple modeling problems, case models still reflect the expert’s 
perspective of a case. Therefore, an idiom-based approach alone is not 
sufficient to ensure consistency among BNs created by different experts. 
Moreover, we focused on the qualitative design of a BN as the idiom- 
based approach largely focuses on identifying the structure of a BN. 
Practical methods for forensic experts to identify the relevant variables 
or to elicit the conditional probabilities from experts are underdevel-
oped in the forensic literature, and so, much work remains to be done. 
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Appendices. 

A. Concrete examples of the forensic idioms and their use in casework 

This appendix provides concrete examples of the use of the forensic idioms presented in the paper. We only provide examples for the idioms where 
the variations lie in the node names (and not in the states, as in the case of the extended-likelihood ratio idiom). 

Fig. 14. The generic measurement idiom and the forensic evidence-uncertainty idiom.  

Fig. 15. Instantiation of the evidence-uncertainty idiom with RECOVERY as one of 
the common uncertainties in forensic evidence evaluation at activity level. 
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Fig. 16. Examples of the hypothesis-evidence idiom (left), the common cause idiom (middle) and the common effect idiom (right).  

Fig. 17. Examples of the forensic hypothesis-to-activity idiom (above) and the hypothesis-to-transfer idiom (below).   
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Fig. 18. Examples of the influential-factors idiom (upper left), the trace-accumulation idiom (upper right) and the case-findings idiom (bottom).  

Fig. 19. Example of D.F3, the hypothesis-precondition idiom.   
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Fig. 20. Example of E.F1, the evidence-uncertainty idiom.  
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