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Automated high-throughput phenotyping with sensors, imaging, and other on-farm 
technologies has resulted in a flood of data that are largely under-utilized. Drastic cost 
reductions in sequencing and other omics technology have also facilitated the ability for 
deep phenotyping of livestock at the molecular level. These advances have brought the 
animal sciences to a cross-roads in data science where increased training is needed to 
manage, record, and analyze data to generate knowledge and advances in Agriscience 
related disciplines. This paper describes the opportunities and challenges in using high-
throughput phenotyping, “big data,” analytics, and related technologies in the livestock 
industry based on discussions at the Livestock High-Throughput Phenotyping and Big 
Data Analytics meeting, held in November 2017 (see: https://www.animalgenome.org/
bioinfo/community/workshops/2017/). Critical needs for investments in infrastructure for 
people (e.g., “big data” training), data (e.g., data transfer, management, and analytics), and 
technology (e.g., development of low cost sensors) were defined by this group. Though 
some subgroups of animal science have extensive experience in predictive modeling, 
cross-training in computer science, statistics, and related disciplines are needed to use 
big data for diverse applications in the field. Extensive opportunities exist for public and 
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iNTRODUCTiON

why Develop High-Throughput 
Phenotyping Systems in Livestock?
The hope and excitement around the use of “big data” in agriculture 
hinges on the potential to harness information to produce food in 
a more sustainable way while meeting the nutritional demands of 
a growing world population. The term “big data” has been used 
to describe new information collected by automated or high-
throughput systems, which has been commonplace in some sectors 
of the livestock industry (i.e., milk recording sector of the dairy 
industry) for more than 40 years. However, these data have been 
largely under-utilized in the past, and integration of information 
sources by segments of the livestock industry has been poor or 
non-existent. The livestock industry is rapidly adopting precision 
agriculture technologies in the form of wearable sensors in all species 
to improve animal efficiency, health, and welfare. However, there 
are still many types of data that are not being used for analytics or 
predictive ability, which could further enhance the sustainability of 
livestock industries (e.g., in the US: feed composition information, 
methane emission measures, mid-infrared milk spectral data, and 
real-time digital images). Historically, the ability to collect and 
utilize on-farm data for breeding purposes revolutionized the 
beef, dairy, poultry, and swine industries, leading to huge gains in 
productivity and efficiency (Hill, 2016). Similar opportunities for 
tremendous gains may be possible with the utilization of sensors 
and other high-throughput phenotyping technologies in many 
other contexts of the livestock industry (Science Breakthroughs to 
Advance Food and Agricultural Research by 2030, 2019).

A number of publications have highlighted the initial 
applications and potential of big data and technologies to transform 
the animal sciences. Several reviews of precision livestock farming 
(PLF) present opportunities and initial examples of how PLF has 
been used in animal agriculture (Berckmans, 2017; Guarino et al., 
2017; Wolfert et al., 2017). Notable examples include the ability 
to detect animal health problems requiring human intervention 
(e.g., lameness in cattle), monitor animal behavior to evaluate the 
function of feeding systems that impact health of broiler chickens, 
and the use of sounds to detect illness (Berckmans, 2017). Digital 
agriculture and PLF have been touted as a means to improve 
precision of breeding, feeding, and management of animals and 
plants in a way that will improve sustainability and reduce the 
environmental footprint associated with agriculture (Weersink 
et al., 2018). Efforts in Europe to advance PLF technologies and 
applications have largely been more advanced than those in the 
United States. This has led to the development of more advanced 
research and conceptual models demonstrating how PLF may 
lead to “smart farming” (i.e. automated and real-time decision 
making) where a clear solution exists to improve animal health, 

productivity, and well-being (Guarino et  al., 2017; Wolfert 
et al., 2017). Recently, two groups of animal scientists have 
presented a perspective of how precision livestock technologies 
may be used to mine knowledge from data and facilitate the 
development of new technologies though academic and industry 
collaborations. Morota et al. (2018) describe how animal science 
can be transformed into a data science with the rich quantity 
of digital data and new machine learning methods available to 
glean information from these data. Ramirez et al. (2019) provide 
a perspective of how industry and stakeholders perceive the 
challenges and opportunities of utilizing precision technologies 
in livestock, with considerable discussion on data ownership, 
impact on rural economic development, and how and where 
value may be realized from PLF data. A common theme among all 
of these manuscripts is the need to determine how to make better 
use of existing data, share data across industry and academia, 
and address the need for training in academia to catch up with 
advances made by industry.

what Are the Grand Challenges That 
Frame Our Values for Making Use  
of “Big Data”?
All sectors of agriculture will need to more than double their 
productivity to feed a growing population that is estimated 
to exceed 10 billion people by 2050 (Food and Agriculture 
Organization of the United Nations (FAO), 2018). Livestock-
derived foods fill a unique and important role in that they can 
provide essential vitamins and minerals not available through 
plant sources, and which are generally poorly absorbable from 
synthetic sources. In addition, livestock are an excellent protein 
source and some animals, such as ruminants and fish, can 
make use of marginal lands and seas that would otherwise be 
difficult to cultivate. In order to meet the needs of the growing 
human population, the livestock community realizes that 
there are challenges and opportunities to be more efficient, 
environmentally friendly, and attentive to societal needs. These 
challenges provide opportunities to develop more sustainable and 
profitable agribusiness. The types of data needed to meet these 
grand challenges are diverse and present many opportunities 
for scientific discovery to link genotype to phenotype, develop 
computational tools for big data analytics, engineer new 
sensor technologies, develop new systems to coordinate data, 
and ultimately utilize this information for improved animal 
production and welfare.

what Are Big Data?
While the term “big data” has become ubiquitous, its meaning 
is often unclear, particularly because there is a tendency to 

private entities to harness big data to develop valuable research knowledge and products 
to the benefit of society under the increased demands for food in a rapidly growing 
population.

Keywords: automated phenotyping, precision agriculture, precision livestock farming, phenomics, sensors
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conflate the data with analytical methods applied to those data. 
The so-called four V model (IBM, http://www.ibmbigdatahub.
com/infographic/four-vs-big-data) defines big data based on 
properties of the collection, but a survey of the literature shows 
that the Vs are growing as quickly as data themselves, from 4- 
to 7- to 10- to 42-V models. The four V model defines big data 
based on four key attributes: 1) volume, 2) velocity, 3) variety, 
and 4) veracity. Volume is simply the quantity of data available. 
Velocity is the speed at which users want to access or use the 
data. Variety describes the different forms in which the data 
are received. Veracity focuses on the need to clean and edit 
large amounts of data so that sound inference can be drawn 
from quality-controlled records. Value is commonly added 
to V models because, as data become cheaper to collect, the 
utility of those observations are often suspect, unless there is 
an improvement in the methods/technology used to generate 
the data and subsequent quality of these data. However, it is not 
clear that this needs to be explicit in the livestock sector because 
the value proposition is at the heart of the decision to collect 
data in the first place. Validation or verification of quality is 
more important as the use of “big data” will rely on careful data 
editing to remove noise and focus on the informative aspects of 
the data that are valuable for analytics.

what is Big Data in a Livestock Context?
While data have been critical to process evaluation and 
decision-making in almost all modern business and scientific 
enterprises, the modern era of “big data” is closely tied to the 
development of new technologies that permit the inexpensive, 
rapid collection of many observations. The Human Genome 
Project (Green et al., 2015) and the Large Hadron Collider at 
the European Organization for Nuclear Research (ACM, 2011) 
are canonical examples of big data in the sciences. In the general 
livestock community, a symposium on big data titled “Really Big 
Data: Processing and Analysis of Very Large Data Sets” (Cole 
et al., 2012) was held at the 2011 Joint Annual Meeting of the 
American Dairy Science Association (ADSA) and the American 
Society for Animal Science in New Orleans, Louisiana. This was 
followed in 2016 by the 31st ADSA Discover ConferenceSM on 
Food Animal Agriculture, which had the theme of “Big Data 
Dairy Management.” The subject has even drawn Congressional 
attention, with a House Committee on Agriculture hearing on 
private big data in agriculture (Stubbs, 2016). This interest was 
driven by the development of large genomic datasets (Daetwyler 
et al., 2014), as well as the development of on-farm sensors that 
can provide continuous, real-time observations of an animal’s 
environment and performance [e.g., Rutten et al. (2013)]. There 
are also rapidly growing collections of mid-infrared milk spectral 
data which show potential for use as indirect predictors of many 
traits that are expensive or difficult to measure directly (e.g., De 
Marchi et al., 2014; Dorea et al., 2018).

There is a growing literature on precision agriculture, which 
often overlaps with many big data concepts (e.g., Wolfert et al., 
2017; Morota et al., 2018; Weersink et al., 2018). The goal of 
precision agriculture is to use detailed, frequently collected 
observations on individual animals to make appropriate 

management decisions. In a livestock setting, this includes 
identification of changes in productivity, determination of 
reproductive status, early detection of health problems at the 
individual and group levels, and grouping of animals with similar 
nutritional or other management needs. Movement from the 
barn or pen level to the farm or landscape level (i.e., country, state 
or regional location attributes) can be accompanied by dramatic 
growth in the data available, including soil composition, water 
availability and utilization, and weather information.

what Does the Livestock Community 
Need to Capitalize on Opportunities 
Provided by High-Throughput Phenotyping 
Technologies and Other “Big Data”?
Sensor, image, and routine laboratory data are collected at many 
different times in an individual’s life in several livestock species. 
Companies are beginning to capitalize on these technologies 
by developing sensors, computer systems, and analytic tools to 
market information to livestock producers that can be used to 
prevent health problems, monitor animal welfare, and behavior, 
and improve fertility, efficiency, and profitability. There are still 
many unexplored opportunities to develop new monitoring 
technologies and much work remains to develop predictive 
analytics to utilize this data to its full potential. The objective 
of this manuscript is to define opportunities and gaps for the 
use of high-throughput phenotyping, “big data” analytics, and 
related technologies in the livestock industry. The information 
expressed herein is based on direct feedback and comments from 
participants of the Livestock High-Throughput Phenotyping 
and Big Data Analytics meeting held November 13 and 14, 
2017 at the USDA National Agricultural Library in Beltsville, 
MD. This meeting included academics, industry representatives, 
and agents from various funding agencies to gain a wide 
perspective of opportunities for big data use in livestock. To 
make the most use of data and enhance further development in 
precision livestock technologies, investments will be needed in 
infrastructure for people (e.g., “big data” training), the data itself 
(e.g., data transfer), and technology (e.g., development of low 
cost sensors). These three pillars, which we will refer to as the 
data-driven decision triad, will be the basis for describing the 
gaps and opportunities to use “big data” technologies to advance 
livestock sustainability. Since the focus of these technologies is 
to gain more information about livestock, animals are central 
to these three focus areas. These challenges extend beyond 
livestock and have wide applicability within society to better 
use data to create advancements in society. These infrastructure 
investments can be thought of like bricks needed to construct a 
building (Platt, 1964).

PeOPLe
Understanding and training in agriculture and specific livestock 
areas will be critical to the development of real-world big data 
and high-throughput phenotyping applications. Training will 
be needed for individuals entering the workforce as well as 
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those currently working in the livestock industry. Furthermore, 
interdisciplinary teams will be needed as no one scientist or 
field will be able to solve all challenges in this area. This may 
be especially challenging for junior graduates and scientists 
because of their limited experience across multiple disciplines. 
Further, there is a critical need to interact with those outside 
of science to discuss societal needs and impacts related to how 
these technologies will be translated into real-world applications. 
Attracting people with complementary skills from outside of 
agricultural fields, such as engineers, mathematicians, computer 
scientists, software developers, design specialists, and sociologists 
will be important to help solve data-driven problems. However, 
there are still limited professionals in the area of “big data.”

Big-Data Faculty Positions
From 2015 to 2020, U.S. agriculture will create about 60,000 
jobs every year requiring graduates with bachelor’s or higher 
degrees in food, agriculture, renewable natural resources, or 
the environment (Employment Opportunities for College 
Graduates, 2015). With such need for well-trained graduates, 
U.S. universities need to create faculty positions focused on “big 
data” in livestock production. These faculty members should have 
a deep understanding of animal production, data management, 
digital agriculture, and statistical methodologies, in order to 
properly train inside (i.e., through development of new courses) 
and outside (e.g., through research projects and extension 
activities) undergraduate and graduate students to fill these jobs. 
Departments related to crop sciences, agricultural engineering, 
data sciences/bioinformatics, and statistics, have opened several 
faculty positions in “big data” in the past years to fill this need. 
In animal science departments, however, this has not been the 
case. Creating “big data” faculty positions within departments of 
animal science across the U.S. will be an important step to take 
U.S. animal production to greater levels.

Critical Training Needs for Students
Animal Science departments have recently begun to hire “big 
data” faculty members with expertise in computational biology, 
precision agriculture, and livestock appointments across the 
country. However, current students (undergraduate and graduate) 
still need more education in data science, including statistics, 
computer science, and related areas, to build the human capacity 
need for livestock big data research. Among our first priorities, 
students will need to understand the big picture opportunities 
to apply “big data” analytic skills within the animal science field. 
Internships with industry and interdisciplinary cross-training 
will help students to see application beyond the data science. 
With a dwindling number of students coming from agricultural 
backgrounds, recruiting young “urban” students into agriculture 
will be required to fill new job opportunities. Such students 
with backgrounds in computer science, data management, and 
other related areas need exposure to the exciting challenges in 
agriculture, and opportunities to give them experience with our 
big data needs are one way to connect such students with real-
world agricultural applications, stimulate interest in this work, 

and improve broader societal awareness of animal agriculture. 
This can take the form of internships tailored to recruitment, 
faculty, or companies providing step-by-step examples online, 
existing faculty teaching courses across programs, existing 
faculty volunteering to serve as advisors, co-advisors, or 
rotational advisors for students from computer science and big 
data degree programs, or cross-training by establishing joint 
degree programs. Importantly, education about agricultural data 
sciences should start before college, in 4-H (https://4-h.org/) and 
elementary/high-school (e.g., in FFA programs; https://ffa.org/), 
so future workers learn about the great opportunities to work in 
this area. In addition, there is a need for big data, high-throughput 
phenotyping, informatics, and data analytics-based fellowships 
to recruit talented students. Good mentoring of these students 
who would be cross-trained in multi-disciplinary skillsets will be 
critical to keep students on track in their studies. Development 
of online learning programs across universities like the Great 
Plains IDEA (https://www.gpidea.org/program/animal-science) 
approach would be good to facilitate wide dissemination of 
training in these areas.

importance in Training the existing 
Research workforce
This training should be applied not only to new students, but 
also to established scientists to bring all researchers up-to-
date such that there is a shared language and understanding of 
important terms for the development of “big data” analytical 
tools and technologies. Instruction within the animal sciences 
is needed in database design, data management, general 
programming, and increasingly in statistical inference to work 
with the varied types, and volume of data being generated by 
new automated phenotyping systems. This may facilitate the 
need for data scientists to provide “research extension” to train 
the existing workforce on big data analysis methods. Online 
courses are already available for general concepts of big data 
(e.g., big data Hadoop; https://intellipaat.com/big-data-hadoop-
training/), but nothing on agriculture. Successful development 
of such tools will help train the existing research workforce, and 
can be transferred to outside groups like computer scientists 
and big data degree programs in a virtuous cycle to improve 
recruitment to agricultural settings. Furthermore, workshops 
and community-driven efforts to continually update the existing 
research workforce on new data analytics methods are needed to 
promote creative development of new research in big data fields. 
With the generation of trained graduates in livestock big data, 
training of the current workforce will soon be reality.

TeCHNOLOGY
The ability to harness large, diverse data for precision livestock 
farming requires considerable development of automated 
phenotyping technologies, e.g. development of new sensors 
that can dramatically decrease the cost of collecting data that is 
currently very expensive to collect. Further, both statistics for data 
analytics and computation in the form of hardware and software 
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must be improved. Standardization and replicability of data from 
different technologies is also important to facilitate data reuse and 
integration. Additionally, the ability to transfer large volumes of 
data across networks in real-time is a challenge and opportunity 
with the technologies needed for big data analytics. Development 
of improved broadband, data compression, and data transfer 
methods are needed to get data from the field to analytical tools, 
especially when data originate in rural areas. Interdisciplinary 
teams will be needed to facilitate the development of technology 
and implement its use in a meaningful way to allow data to be 
used for a variety of management purposes.

Rural Broadband
Today, most livestock farms (especially remote, open farms) are 
not connected at all, and 39% of the rural U.S. lacks broadband 
access (Zegura et al., 2017). To enable high-throughput field 
phenotyping, we need to develop high-throughput, low-cost 
rural broadband solutions, and the solutions need to support the 
wide range of phenotyping needs. For instance, there is a need to 
connect diverse, pervasive data types such as animal-worn bio-
sensors and statically deployed, unmanned aerial vehicle (UAV)- 
mounted high-definition cameras with high-throughput wireless 
connectivity in animal barns and large, open-grazing fields. To 
this end, we need to effectively leverage the variety of wireless 
network architectures and technologies that may be suitable 
for rural deployment. We need to enable animal-worn devices 
to self-organize into low-rate sensor networks and leverage 
renewable energy to power wireless backbone networks covering 
large, open fields. To provide network coverage in all rural areas, 
there is a need to leverage emerging wireless technologies such 
as high-capacity, long-range millimeter-wave wireless backhauls, 
open-source wireless innovation platforms such as the universal 
software radio peripheral (USRP) software-defined radios, 
as well as the wireless spectrum in TV White Space and other 
frequency bands such as the citizens broadband radio service 
(CBRS) and industrial, scientific, and medical (ISM) bands. We 
need to develop and deploy wireless living labs so that future-
generations of rural broadband solutions can be rolled out in the 
fastest and most effective manner. It is expected that many of the 
rural broadband networks will be owned and operated by local 
communities/farmers, thus challenging the traditional models of 
having large commercial internet service providers (ISPs)/carriers 
and offering the opportunity of developing farmer-technologists 
for sustainable rural development. There is also the opportunity 
of aligning rural broadband initiatives with various government 
initiatives, such as the USDA rural broadband programs (USDA 
Rural Development Innovation Center, 2019: https://www.
rd.usda.gov/files/508_RDeConnectivityToolkit121918.pdf).

Computation
The availability of adequate computational power and development 
of software will be critical to fully utilize serially collected high-
throughput phenotypes. The ability to share existing computer 
power at national computing centers, and training on how to 
use this infrastructure, will be important in data analytics-based 
research. Data management, processing, and application will be 

critical to make use of big data for PLF. Software that can track, 
manage, and move data to and from databases rapidly will also 
be critical to keep all metadata and data points organized and 
connected. Software facilitating high-throughput extraction of 
large quantities of data such as MapReduce (https://en.wikipedia.
org/wiki/MapReduce), Pig (https://pig.apache.org/), Hive 
(https://hive.apache.org/), and Hadoop systems (https://hadoop.
apache.org/) has been developed. However, the true challenge is 
in creating efficient database structures and facilitating functional 
data flow with diverse data types that allow flexibility in data 
query and downstream use. Development of machine learning, 
artificial intelligence based computing, or other methods will be 
important to rapidly turn data into knowledge that can be used 
for real-time management decisions on-farm. Development 
of computer vision is extremely promising for automated 
phenotyping using image data. In addition, software will need 
to be developed to allow for easy access to large databases so that 
data can be reused for different analyses, genetic evaluations, 
management evaluation, and overall evaluation of on-farm 
management. Software will need to be portable across systems 
as well as easy to deploy and access, for example, deployment 
in containers such as Docker (https://www.docker.com/) or 
Singularity (https://sylabs.io/singularity/), and accessible in 
repositories like Bit Bucket (https://bitbucket.org) and GitHub 
(https://github.com/). Specifically, Bit Bucket and GitHub 
facilitate sharing of both software and user documentation 
which can be instrumental in broader use and integration of 
new technologies. An exciting possibility is use of applications 
on cell phones both to collect data and interact with processing 
software to get information for real-time management decisions. 
Since cell phone hardware is already present in many animal care 
situations, cell phones have the potential to extend phenotype 
collection ease and convenience at low or no cost. With such 
a large amount of data that can be collected, data reduction 
and network speeds can play critical roles to mitigate potential 
bottlenecks to analyzing large datasets caused by limits in data 
storage and transfer rates.

The research community is embracing the challenges in 
computation and software development for precision livestock 
phenotyping tools. However, adoption in the field by producers, 
industry, and veterinary practitioners will mark the full 
realization of its potential. Effective user interface and data 
visualization tools to manage and interpret data from diffuse 
precision sensors in production settings will be essential for 
adoption. The use cases for non-research groups will require 
engaging and straightforward user interfaces available on varied 
devices. This approach will yield a comprehensive understanding 
of the factors impacting animal welfare and management, which 
in turn, can empower farmers to identify emerging issues and aid 
real-time decisions leading to increased production, efficiency, 
and animal health and comfort.

The ultimate dissemination and scalability of any new 
precision livestock tool may hinge on researcher’s initial 
design capacity for this type of multi-tool aggregation and data 
visualization, as well as consideration of the established factors 
leading to new technology adoption. If the end user tools are 
too complex, expensive, or impractical, they will not be adopted 
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outside of research. Van Hertem et al. (2017) noted that “most 
farmers do not have the skills and time to utilize new precision 
livestock technologies effectively.” To enhance farmer acceptance 
of several precision sensor technologies, they developed a data 
visualization tool to enhance the user experience and adoption 
of the technologies. Pierpaoli et al. (2013) showed that farmer 
familiarity with computers was second only to farm size 
among several features affecting farmer acceptance of new 
agricultural technologies.

New tools such as ADOPT (Kuehne et al., 2017), and other 
models designed to predict potential adoption, may inform 
researchers and policy planners in designing and identifying 
potentially high impact precision agriculture research and 
development. Strategies to address these issues could be outlined 
in research data management plans, and provide a roadmap 
for how the new technology could be advanced beyond initial 
development. In addition to ensuring consideration of farmer 
adoption by the researchers in their design, the prospective 
roadmap to adoption could guide future efforts to include 
multi-tool integration, data visualization, and user interface 
development and training.

Statistics for Data Analytics
A major challenge with large, serially collected data is how to 
assure that appropriate statistical models are used when hundreds 
or even millions of variables need to be included in thousands to 
millions of models. In these cases, it is challenging to select a single 
model that can best fit each response variable. Quality control 
with data standardization and calibration methods are needed to 
screen such large data sets to help remove noise from data that 
may inhibit analytics. Software and methods are needed to check 
and adjust each individual model for outliers, heterogeneous 
variance, and other statistical challenges. In addition, most 
automated technologies involve serial data collection from the 
same animal, over time, within similar environments, which 
introduces shared covariance that needs to be modeled to 
adjust for systematic effects on a given response variable. New 
statistical methods may need to be developed to better account 
for these various challenges; as longitudinal data collected across 
time is very valuable in determining animal health, growth, 
and efficiency phenotypes, while also taking full advantage of 
insights from multivariate models. Appropriate analytics will 
also be needed to summarize data. In addition, new visualization 
and data integration methods are needed to better view and use 
information within these large data sets. Development of new 
algorithms, analytical tools, and approaches utilizing these digital 
measurements will require phenotypic data that is accessible, and 
uniform in structure and format from the start of data collection. 
But, to meet the challenge and opportunity to understand and 
make use of phenotypic data in the twenty-first century, we 
need to think beyond phenotypes, or even the combination of 
genotype and phenotype alone (Rexroad et al., 2019).

Data integration
Big data algorithms and techniques are designed to analyze 
digital data gathered from many sources. The data may be 

massive in quantity, and are often irregular or non-uniform 
in data points, data format, data structure, or in some or all 
of these aspects. The data gathered must then be integrated 
for analyses, interpretation, and visualization. The promise 
of big data approaches is to provide insights through data 
integration that were not possible before this type of mass 
data collection was developed (McCue and McCoy, 2017). The 
complexity of interactions that regulate complex, measurable 
production, or health traits in farm animals is well-suited 
to big data applications and approaches. Development of 
database systems, statistical methods, and visualizations that 
facilitate data integration will be critical to realize this promise. 
The great challenge for success and, thus, an immediate need 
to utilize big data techniques fully, are for strategic planning 
for data management, including data security, storage capacity, 
accessibility, and integrity resulting in data of high quality—
i.e., collected, well-documented, uniformly documented, 
and formatted across data sources (“Notes from: Genome to 
Phenome: A USDA Blueprint for Animal Production” 2017). 
Perhaps the greatest obstacle that will limit high-throughput 
phenotyping is not lack of the workforce or technology 
shortcomings, but the lack of needed legal framework to 
effectively assemble and utilize this information for improved 
livestock production. Ownership of data, at least under the 
US legal system, is not a clear-cut issue, particularly because 
data are non-rival goods (one person’s possession of the data 
does not deprive another of the ability to use the data, as 
might be the case for a tractor) (de Beer, 2016). This means 
that manufacturers of equipment, such as a milking system, 
may assert that they are the owners of data generated by 
that system, rather than the farmer from whose animals the 
observations were taken. Resolving such issues will take time, 
but these issues need to be resolved in order to realize the full 
potential of high-throughput phenotyping technologies.

Automated Phenotyping Technologies
Automated phenotyping technologies need to collect, store, and/
or transmit data recorded serially to a data receiver for further 
processing. Sensor and imaging data are particularly promising 
as they require no additional animal handling, which would 
drastically accelerate animal phenotyping while eliminating 
labor and animal stress. These technologies could monitor 
complex metabolic processes in vivo, or monitor whole animals 
individually or in groups in situ. Computer vision is a technology 
rapidly being implemented in livestock to monitor a host of 
phenotypes from animal health to efficiency traits (for examples, 
see: Nasirahmadi et al., 2017). Imaging data can be applied to 
a wide range of traits noninvasively and inexpensively. These 
technologies could be used to assess a large number of different 
phenotypes including some that were not originally considered, 
such as unique behavioral phenotypes that cannot be measured 
easily in other ways (Matthews et al., 2017). Wearable sensors 
can monitor an extensive array of biological processes related to 
health and traits, such as estrous detection, body temperature, 
and lameness (Neethirajan, 2017). Animal scientists need to look 
for ways to apply tools developed for the human health sciences 
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(e.g., Zheng et al., 2014) and plant sciences (Fahlgren et al., 2015) 
to create diagnostic tools to observe biomarkers that may be 
useful to determine metabolic state, micronutrient availability, or 
exposure to infectious disease. Sampling of intestinal microbiomes 
or other biome niches in the body may also be attainable with 
internal boluses that can be swallowed (Mimee et al., 2018). 
An additional important aspect of automated phenotyping is 
automated collection of management or environmental data at 
the location of data collection. These data collection technologies 
may include stationary devices mounted in barns, feeding, or 
watering troughs that can capture detailed information. Aerial 
drones have great potential for covering many animals quickly 
and inexpensively in diverse locations.

Merging data generated on different time scales presents 
some challenges, but it already is a part of systems such as the US 
National Dairy Database. For example, birth date, parentage, and 
SNP genotype do not generally change during an animal’s lifetime 
(barring errors in recording). Alternatively, lactations tied to a 
calving event usually span a period of approximately 10 months, 
test-day samples are taken on a monthly basis, milk weights are 
typically generated two or three times a day, and activity data 
from pedometers are generated much more frequently than 
that. The most formidable challenge in data integration across 
timescales is ensuring that animal IDs are consistently and 
correctly reported by disparate systems, and that sampling dates 
and times are recorded properly.

DATA

Data Collection Opportunities: Deep 
Phenotyping and Phenomics
With the advent of high-throughput technologies, the concept 
of “deep phenotyping” has emerged, providing a more 
complete picture of phenotypic detail than was previously 
possible at a specific physiological state (Lanktree et al., 2010; 
Delude, 2015). Quantitative measures are the emphasis of 
deep phenotyping because they better differentiate between 
animals and result in more powerful statistical comparisons 
than do qualitative measures (i.e., yes/no, grading scales, 
etc.) (Lanktree et al., 2010). Deep phenotyping of an animal 
allows for a comprehensive and thorough description of the 
individual’s physical state at that point in time. The complete 
description of all of an animal’s phenotypes has been termed its 
phenome (Houle et al., 2010). Deep phenotyping across a group 
of animals allows for a complete definition of a trait or disease 
(Robinson, 2012; Delude, 2015). Ideally, deep phenotypes 
would also include longitudinal data giving an understanding 
of trait or disease progression/pathophysiology (Haring and 
Wallaschofski, 2012). Deep phenotyping also allows for 
separation of different traits that appear similar or identical 
when measured at the whole-animal level, which facilitates 
sub-classification of traits and diseases. If a heterogeneous 
group of animals can be separated into appropriate sub-types, 
identification of the underlying genetic alleles should be straight 
forward. An excellent example is the broad classification of 
respiratory diseases in humans and animals, which could be 

dissected into specific sub-classes using various microbial 
sequencing techniques (Langelier et al., 2018).

Disease phenotypes can be sub-classified a priori by 
the presence or absence of particular risk factors or purely 
on clinical and/or molecular phenotypes (Boland et al., 
2013). Environmental risk factors may include exposure to 
particular endocrine disrupting chemical(s), other pollutants, 
infectious disease agent(s), a patient’s enterotype (based 
on gut microbiome bacterial genus and species), or other 
species present in microbiomes of various mucosa or other 
niches in the body (Arumugam et al., 2011). Qualitative and 
quantitative data for disease sub-typing include information 
from structured data (e.g., laboratory values) and unstructured 
data (e.g., physical examination, signalment, results of 
imaging studies, response to specific interventions) (Hripcsak 
and Albers, 2013). Longitudinal data can be used to quantify 
changes in traits over time. Animals can be classified into sub-
types using supervised or unsupervised clustering machine 
learning methods (Hripcsak and Albers, 2013). Further sub-
classification can be based on molecular phenotypes, including 
transcriptomic, epigenetic, metagenomic, metabolomic, and 
proteomic data (Hamada et al., 2016). Ultimately, traits are 
best sub-classified based on integrative analysis across both 
physical, clinical and molecular features. Integration of these 
heterogeneous data (continuous and categorical measures) and 
classifying based on physiology/pathophysiology is referred to 
as endotyping (Saria and Goldenberg, 2015). In contrast to the 
endotype, a trait or disease-centric classification, or verotype, 
is the unique combination of genotypes and phenotypes 
within a single individual.

Opportunities for Biomarker Development 
as High-Throughput Phenotypes
Deep phenotyping aims to improve understanding of 
physiology and disease pathophysiology. Biomarkers can be 
developed from deep phenotyping that are sensitive, specific, 
and relatively inexpensive to detect the trait or disease 
phenotype of interest for accurate classification of animals. A 
biomarker is any substance or process that can be measured in 
a biological specimen that is constantly correlated to the trait 
of interest (Trusheim et al., 2007). Biomarkers are molecules 
such as RNA, metabolites, microbes, or proteins/peptides, 
but may be based on other modalities such as imaging 
(Hartwell et al., 2006). Ideally, biomarker assays should be 
minimally invasive, i.e., measurable in peripheral blood or 
urine (Hartwell et al., 2006; Ziegler et al., 2012). Biomarkers 
are also used as screening tests for subclinical, asymptomatic, 
and early-stage diseases. Further, the benefits of early 
intervention/prevention (including better disease outcomes) 
should outweigh the costs of performing the screening test 
(Ziegler et al., 2012). Mid-infrared spectral data can be 
obtained rapidly and at low cost from samples collected as 
part of monthly dairy herd improvement programs and there 
is a growing body of literature which suggests that such data 
have great potential for predicting risk of disease (Grelet et al., 
2016), greenhouse gas emissions (Dehareng et al., 2012), and 
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many other physiological states in the cow (De Marchi et al., 
2014; Gengler et al., 2016).

Defining Big Data in Livestock: How Much 
Data Are Available in Livestock?
Systematically collected data available for genetic evaluations 
are among the most extensive in livestock, and are an invaluable 
tool in genetic progress and understanding physiology and 
management of animals. Among livestock species, data collected 
in dairy cattle are among the most numerous and easiest to find 
in the public setting. However, large amounts of beef cattle, 
swine, and poultry data also exist for use by genetics companies, 
but are largely kept proprietary. In 2008, when the first genomic 
evaluations for US dairy cattle were published, the National Dairy 
Database (NDDB; Council on Dairy Cattle Breeding, Bowie, 
MD) contained ~1,500 sets of 50k bull genotypes (i.e., ~50,000 
SNP genotypes per animal). As of March 13, 2018, it included 
2,410,699 genotypes, 2,072,977 of which are cow genotypes. This 
continual accumulation of genotype data reflected the ability of 
dairy producers to increase selection in female animals and make 
rapid genetic gains with genomics (Garcia-Ruiz et al., 2016). 
Table 1 shows counts for other types of record in the NDDB.

The rate at which data are being added to livestock databases 
is rapidly increasing, and the increased frequency of sampling 
(e.g., from pedometers, rumen boluses, and digital imaging 
systems) and high dimensionality of some data (e.g., whole-
genome DNA sequence and mid-infrared milk spectral data) are 
driving increases in data transmission and storage requirements. 
While storage is relatively inexpensive, data transmission is 
a challenge as many farms do not have access to broadband 
Internet. This challenge is important because integrated 
databases containing carefully curated data collected over many 
years were essential for the implementation of genomic selection 
(e.g., Wiggans et  al., 2017), and will certainly be needed to 
develop new predictive systems that must be trained on high-
quality data. The existing data and rapidly expanding, serially 
collected data sets are invaluable resources for development of 
such new predictive analytics.

Properties of Data
Data collected for use in management and research represent 
observations of specific phenotypes. Some general principles 
should be considered when preparing data collection plans. 

The first of these is that new data should add new information. 
The ideal case is when new observations have low phenotypic 
and genetic correlations with existing observations, because 
new information is being generated. Collection of data that has 
high correlations with existing data may not be a good use of 
resources unless the cost of collecting new data is much lower or 
the new data have lower measurement errors. In cases where data 
are being collected on commercial farms, there also needs to be a 
value proposition for the farmer. Ideally, the cost of measurement 
will be low and the value of the data high.

Frequency of Recording
Some observations represent intrinsic (i.e., static) properties of 
an animal, such as its breed, sex, or genotype. Such data need to 
be recorded only once in the life of the animal and, in the case 
of the genotype, may be applied in many different ways. There 
are other dynamic measurements, such as carcass quality, that 
can only be recorded one time. In other cases, such as test-day 
milk yield or daily egg production, phenotypes can be measured 
many times in an animal’s life. In some cases, additional 
information can be derived from a sample, such as mid-infrared 
(MIR) spectra that can be derived from milk samples after initial 
determination of protein and fat content. Such derived data may 
have higher dimensionality than the original data, meaning that 
more information must be transmitted and stored.

The frequency with which data are recorded should be 
considered when designing data collection and storage systems, 
with the goal of balancing sampling frequency with predictive 
accuracy. Storage is not a limiting cost as is it once was, but 
recording excessive data presents problems when it is time to 
use them. For example, on-farm weather stations can record 
temperature, wind speed and direction, barometric pressure, 
and humidity every minute, but summary statistics for each 
24-h period are probably all that is needed to capture important 
variation. Similarly, digital image data for tracking changes in 
body condition scores do not need to be captured every time a 
cow moves across a pen for that purpose, but might be needed 
to assess changes in activity. Thus, some imaging data may be 
condensed to fewer observations to acquire the true data of 
interest (body condition), while more serial collection of other 
traits (activity) may provide information that is specific to a 
given period of data based on expected feeding, reproductive, or 
social behavior. Traditionally, milk samples have been collected 
and tested on a monthly basis, but this is probably too infrequent 
for capturing near-real-time changes in fat:protein ratios that 
are useful for health monitoring, or changes in somatic cell 
score patterns indicative of subclinical mastitis. Identification of 
optimal sampling periods is an area that needs active attention 
from the research community.

Dimensionality
The dimensionality of data is, simply, the number of measurements 
included in an observation; for example, an individual weaning 
weight or a single test-day milk yield. In most animal 
production systems, routinely collected data have generally 
been of low dimension, and there is a close correspondence of 
the measurement recorded and the phenotype to be measured. 

TABLe 1 | Observations in the US national dairy database.

Type of observation Record count

Pedigree records 75,538,654
Animal genotypes 2,410,699
Lactation records (since 1960) 139,134,191
Daily yield records (since 1990) 684,182,260
Reproduction event records 196,505,574
Health event records 2,541,411
Calving difficulty scores 27,991,336
Stillbirth scores 18,470,886
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The data are generally easy to transmit and store. However, 
new technologies, such as MIR spectral data, produce many 
more points of data per observation (hundreds per test-day 
milk sample), which shows great promise as a low-cost, high-
throughput approach for measuring many new phenotypes, 
particularly those related to milk composition and animal 
metabolism (e.g., Gengler et al., 2016). There is often a disconnect 
between the observation (e.g., wavelengths in the spectrum) and 
the phenotype of interest. Modeling of the phenotype from the 
observation is more complex, and more resources are needed 
for data transmission and storage. There are many statistical 
techniques that can be used to reduce the dimensionality of the 
data for analysis [e.g., Yao et al. (2012)], but those techniques do 
not reduce the resources required for transmission or storage of 
the data.

Lifecycle of Data
Data, like any other asset, have a lifecycle of their own 
(Figure 1). This five-step model describes each step in the data 
lifecycle: creation, management, distribution, retrieval, and 
archiving. In the past, most research efforts focused on creation 
and management of data because those steps are essential 
to the scientific enterprise. Distribution is receiving more 
attention because it is a key step in Open Science initiatives. 
The rapid growth of large genomics datasets in livestock has 
been accompanied with greater interest in retrieval, as the 
popularity of repositories such as the European Variant Archive 
(Cook et al., 2016) have shown. The final step in the lifecycle, 
archiving, probably does not receive the attention that it should. 
Tracking of data creation, management, edits, metadata, and 
all other aspects of data history are known as data provenance. 

It takes resources to provide for long-term storage of properly 
annotated data that is properly replicated, to avoid corruption or 
loss, and funding for those resources can be difficult to obtain. 
This is slowly changing as funding agencies place more emphasis 
on data management plans to ensure that public investments 
in data are protected, but archiving remains a challenge for 
individual farmers.

Curation And Management Of Data
Collections of data have a natural hierarchical structure that 
can be leveraged to improve organization and annotation. 
Observations of specific phenotypes for individual animals are at 
the lowest level. The next level can be a time period of biological 
significance (such as a lactation) in an animal’s life, or the animal 
itself (in the case of a terminal production system). Animals are 
then grouped together to represent different herds or populations 
which may be separated by time, distance, or both. Finally, those 
populations can be aggregated into larger collections. The shaded 
rectangle labeled “Metadata” should include information about 
the data collected in the next level down. In the case of a herd, 
for example, metadata would include information such as the 
herd location, time period sampled, and person responsible for 
aggregating the data. Additional information may be attached 
as needed, for example, copies of material license agreements 
granting permission to possess and use the data for specific 
digital object identifier (DOI) for manuscripts related to the 
data, licenses, or standards describing how the phenotypes were 
defined and collected.

Metadata, Ontologies, Thesauri, and Data 
Dictionaries
In order to make the best use of data, it is important that users 
of the information have a clear understanding of the content of, 
structure in, and relationships among the data. Metadata refers to 
“data about the data,” and can include such information as sources 
of data, dates of collection, methods used, etc. These data qualifiers, 
or “tags” provide a deeper, more contextual representation than 
the data points alone, especially when research data from various 
researchers is collected and shared in a data repository. Quality 
metadata that also captures the relationships between tagged 
data concepts can enhance search and discovery via search 
engines, which may facilitate data assessment and aggregation 
data across varied research projects or research foci. This can also 
enable the ability to add recommendations of related materials 
within a repository to search results. Ontologies, such as the 
Livestock Product Trait Ontology (https://www.animalgenome.
org/bioinfo/projects/lpt/), are curated vocabularies that can be 
used to ensure that consistent definitions are used to describe 
phenotypes. The International Committee for Animal Recording 
(ICAR) also develops international standards for data recording 
in some livestock species, such as dairy cow health traits [e.g., 
ICAR Functional Traits Working Group, 2014 (ICAR Functional 
Traits Working Group, 2014)]. The use of clearly defined 
terms is strongly recommended to ensure that observations 
are comparable across datasets. Thesauri such as the National 
Agricultural Library Thesaurus (https://agclass.nal.usda.gov/) 

FiGURe 1 | Five-stage data lifecycle model (https://commons.wikimedia.org/
wiki/File:Digital-asset-lifecycle.png).
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are similar to ontologies and include hierarchical concepts and 
relationships that can represent the data in context to broader or 
narrower related concepts. Data dictionaries include definitions 
of the fields in the data, a description of the relationships among 
the fields, and the format of the data. Additional details may 
include permissible ranges/values of observations, data sources, 
etc. There is clearly some overlap among these types of controlled 
vocabularies, but the important point is that users of data are 
provided with comprehensive descriptions of the data, stored 
as consistent metadata across datasets that may facilitate data-
driven discovery and knowledge exchange, and enhance and 
advance PLF research and use.

Data Edits
There is general agreement that quality control (QC) standards 
are needed to ensure that data being used for analysis are 
plausible. The basis of any QC system is robust animal 
identification; without that, it can be difficult or impossible to 
guarantee that the correct observations are associated with the 
correct animal. Genotype tests can be useful for identifying and 
correcting pedigree errors, but the genotype information cannot 
tell you if a milk weight is assigned to the correct animal or not. 
Unique ID numbers should be used for each animal whenever 
possible, while short IDs that are non-unique across locations 
(sometimes called control numbers) should not be used. The 
ICAR protocols provides comprehensive guidelines for, and 
certifies, animal ID devices. The use of ICAR-certified ear tags 
is recommended whenever possible to ensure that animals are 
uniquely identified.

The United States dairy sector has developed very sophisticated 
database-backed systems for processing and storing phenotype, 
pedigree, and genomic information (Norman et al., 1994; 
Wiggans et al., 2017). These systems include rules to identify 
plausible data and ensure consistency across different sources of 
data. When potentially incorrect data are identified, a complex 
series of heuristics is used to correct errors whenever possible. 
The operative philosophy has been to preserve data at all costs, 
but such a strategy may not be feasible in all cases, particularly 
as data sources and volume increase. Most research projects will 
not use such a complex system, but experience has shown that 
details of data edits are often poorly described in manuscripts. 
There appears to be general agreement in the literature on QC 
parameters for SNP genotype date (e.g., call rates, minor allele 
frequencies, departures from Hardy-Weinberg equilibrium), 
but there is less agreement when it comes to other types of 
information. This can be addressed in part by scientists making 
their software programs available (Ince et al., 2012) using GitHub, 
or similar services. Tools such as Jupyter Interactive Notebooks 
(Ragan-Kelley et al., 2014) are very well-suited to this purpose.

Repositories
Data are most useful when they can be easily accessed and 
combined with other information in ways not necessarily 
anticipated when they were compiled. This is best accomplished 
by storing data in a repository that others can access freely, and 
the Human Genome Project showed that the open sharing of 
data does not inhibit the ability of scientists to make discoveries 

using open data (Green et al., 2015). As datasets continue to grow 
in number, there is also a need for a persistent identification 
scheme that uniquely identifies datasets, including revisions 
of datasets. The concept of persistent identifiers, such as those 
provided by the Document Object Identifier (DOI) System, is 
familiar to most scientists, and the ORCID IDs used by many 
journals to identify authors can be thought of as a DOI for 
scientists, rather than publications or datasets. ORCID is a non-
profit organization that tracks researcher scholarship, providing 
unique digital identification numbers to identify researchers and 
other research outputs (https://orcid.org/).

Data repositories offer a solution to both of these problems, 
and there are a number of groups that provide general, as well 
as domain-specific, repositories for datasets. Some repositories 
are free to use (e.g., Open Science Framework), while others 
require the payment of a fee (e.g., Dryad Digital Repository). 
Many repositories also restrict the size of datasets that can be 
deposited. One curated list of such repositories is provided by the 
journal Scientific Data (https://www.nature.com/sdata/policies/
repositories).

Data Preservation
Many individuals have experienced the heartbreak of learning 
that there was only one copy of important data only after 
information has been lost. Data preservation is an important, but 
sometimes tedious, subject. The quote “There is no cloud, there’s 
just somebody else’s computer” is ubiquitous on the Internet, 
and while it is intended to skewer the concept of the cloud as a 
magical solution to all problems, there is an important truth at 
the heart of it: when you put your data in the cloud, you don’t 
really know where it is.

Sharing, Ownership, and Control of Data
The legal issues associated with ownership and control of data 
are complex, and beyond the scope of this paper. However, a few 
general points can be discussed here. Large livestock datasets 
generally are the result of aggregating small datasets from 
hundreds or thousands of farms, sometimes even across countries 
(i.e., Interbull genetic evaluations: https://interbull.org/index). 
It is important to many data providers that their information is 
protected from unwanted third-party access, which may include 
regulators, activists, business partners, business competitors, 
and commodity traders. In a legal context, the term “ownership” 
has a specific meaning that may not apply in the case of an 
intangible item, such as data. It may make more sense to think 
in terms of control of the data, rather than ownership. The use of 
licensing agreements may provide the control that data creators 
desire, but at the cost of additional administrative burden on 
researchers. There are additional issues, such as the ability, or lack 
thereof, under software license agreements, to move data out of 
proprietary systems so that it can be aggregated with other data, 
that may become increasingly important as the number of sensors 
on farms increases. In fact, many farmers have been surprised to 
learn that they must pay additional fees in order to move their 
data from proprietary, cloud-based systems into their on-farm 
computer systems, which highlights a discrepancy between those 
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who generate data and those who control it. While farmers may 
accept that they don't own the software that controls equipment 
they purchase, they probably will not accept the idea that they 
do not own the data that is generated by that equipment. These 
issues are not specific to animal breeding, but affect any discipline 
in the animal sciences in which researchers are permitted access 
to data that they do not own. Challenges in accessing data from 
proprietary systems already slow the speed of research. It is 
difficult to find public funding for the development of software 
resources that may help integrate, share or summarize data from 
existing sensor systems for research; however, the development 
of open software by academics would help to realize the ability 
to share information to develop better predictive tools (i.e., The 
Virtual Dairy Brain: https://research.wisc.edu/funding/uw2020/
round-3-projects/a-virtual-dairy-farm-brain/).

In the US dairy sector, most data are owned by farmers and 
breeding companies, not research institutions. Data are often 
provided to researchers under material license agreements that do 
not permit use of the data beyond the scope of an individual project, 
prohibit redistribution of the data, and do not allow deposition of 
those records in public databases. This allows the industry to retain 
control of the data while also benefitting from research using those 
data. These restrictions are a challenge to the research community 
because, under Open Science initiatives, e.g., (Nosek et al., 2015), a 
growing number of funding agencies and journals require that the 
data used in a study be made publicly available. Anonymization 
has been proposed as one approach to this challenge, but if 
information can be aggregated from enough sources it is possible 
to de-anonymize datasets (Wjst, 2010; Bohannon, 2013).

Restrictions imposed by data owners already have had 
unintended consequences, most notably limiting the ability of 
scientists to publish in journals that require data deposition. There 
is general agreement in the scientific community that data should 
be shared whenever possible, but there is a difference between those 
who would hoard data for their sole benefit, and those who do not 
publicly share data because they are not allowed to by the owners of 
those data. That distinction is not always clearly recognized by data 
access policies. Some journals have permitted authors to include 
instructions for readers who would like to request access to the 
data, although some journals will retract publications if reasonable, 
good-faith data requests are not granted. If data requirements 
imposed by publishers do not recognize this challenge then it 
will have undesirable effects on the ability of many scientists to 
publish. This will result in either animal breeders focusing most 
of their effort on topics which do not require access to field data 
(e.g., computational methods) or on the analysis of data from small 
trials that cannot readily be generalized to large populations. In 
the long run, this will limit the ability of animal scientists to solve 
large-scale problems of substantial importance.

Users of the Data
There are often multiple users of the same data, each of whom 
may have different interests. A three-component model showing 
interactions among people, technology, and data, with livestock 
at the center, is shown in Figure 2. The goal of both data-driven 

decisions by farmers and commercial entities and data-driven 
discovery by scientists is to produce nutritious food and fiber for 
humans using healthy, efficient livestock. Farmers are motivated 
to collect data because they can be used to make on-farm 
decisions, ranging from breeding and treatment choices to long-
term investment in facilities and equipment. Companies are 
interested in aggregating data from many different sources to aid 
in product development and marketing. Scientists are interested 
in using data to better understand animal biology, both for 
the sake of knowledge discovery and to help solve problems of 
production agriculture.

Recommendations For Data Management
Whenever feasible, the following best practices should be 
followed:

• Every project should have a feasible data management plan 
that is followed. Strategies for long-term archiving that support 
data discovery are critical components of such plans.

• A comprehensive data dictionary defining data types, 
permissible ranges of values, etc. should accompany each 
dataset.

• All edits applied to data in an analysis should be reported in 
detail within a manuscript. Authors are strongly encouraged 
to use GitHub (or similar resource) to distribute the software 
programs used for editing data.

• Data should be deposited in public repositories and DOI 
should be used to associate datasets with publications, and 
vice versa.

• Copies of datasets should be distributed to ensure that they are 
protected against corruption or loss.

Animal Phenotypes
It is long-recognized that understanding phenotype, or the 
display or expression of the genotype in measurable traits, is key to 
understanding biological systems (Houle et al., 2010) to advance 

FiGURe 2 | The data-driven decision triad.
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animal agriculture by understanding how to maintain animal 
health, productivity, and economic sustainability (Hamernik and 
Adelson, 2003). With the advent of next-generation sequencing 
(NGS) techniques, the onslaught of genomic sequence data will 
need to be balanced with increased, high-quality phenotypic 
data. Detailed, high-quality phenotypes must be generated so 
we may have a more complete view of the biological information 
useful for on-farm application or basic scientific knowledge 
(Lee and Mockler, 2015). Additionally, non-animal factors such 
as environment or management that can also affect phenotype, 
become critically important. This is known as the G x E x M, or 
genome-by-environment-by-management interaction at work to 
yield particular phenotypes (Hatfield and Walthall, 2015). Starting 
with a foundation and understanding of existing phenotype 
collection methods and data, we can integrate these additional 
non-animal factors, and make the aggregation manageable and 
fruitful with the development of high-throughput phenotyping 
technologies, and the data management systems and training 
needed to manage them.

The United Nations Food and Agriculture Organization 
(FAO) declared in its Second Report on the State of the World’s 
Animal Genetic Resources for Food and Agriculture, that, despite 
significant advances in genomics, the impact of this progress 
is muted due to limitations in phenotyping and pedigree data, 
and that, “Increasing the collection of these data is of critical 
importance, not only for the effective use of genomics, but for 
any type of genetic improvement of conservation program.” 
(The Second Report on the State of the World’s Animal Genetic 
Resources for Food and Agriculture, 2015) Animal phenotypes 
represent a number of biological systems, layered and integrated 
with each other, that are all informed by, or reflected in their 
associated animal genotypes. Thus, animal phenotypes include 
a wide range of both complexity, and collection methods, from 
blood chemistries to body weights, from individual animal 
behaviors to group dynamics, and population adaptations and 
migrations. Additionally, data regarding production systems, 
geography and climate, and socio-economic factors that may 
influence phenotypes, add additional layers, sources, formats, and 
complexity of data. Animal phenotypes traditionally have been 
collected often simply, but in time consuming ways one animal at 
a time. For example, one blood draw, one run through the scale, or 
two weights of feed are measured—one before, and another after 
the meal for each animal to determine feed intake. To collect data 
on a population, this is repeated as many times as money and time 
allows. Today, records from these types of sampling may still be 
collected with pencil and paper for later transfer to computer, or 
directly onto a handheld device in a digital format. There have 
been advances, for example, researchers can now install feed bins 
that can register an animal ID on its collar as it comes up to feed, 
and weights are taken automatically every few seconds and sent 
automatically to a computer for analyses to monitor feed intake. 
Other sampling techniques remain largely unchanged, such as the 
blood draw to measure a vast number of phenotypes seen in blood 
analyses, which may as an example, inform animal health and 
productivity in the field of metabolomics (Rexroad et al., 2019).

SUMMARY
Big data has been common place in livestock genetic evaluations 
for decades, but new technologies have created the ability to 
automatically collect phenotypes on unprecedented scales. 
The first wave of big data came with molecular assays such 
as genotyping and sequencing, but sensors, imaging systems 
and other devices have created the ability to continuously 
phenotype animals at unprecedented levels. Though many 
aspects related to genetics have been presented in this study, 
all disciplines within animal science will benefit and grow 
with the continued development of these high-throughput 
technologies. Defined challenges of big data in livestock include 
how to share data across institutes and private entities, how to 
standardize data recording, management, QC, trait terminology, 
and data processing. Innovative approaches will be needed to 
differentiate information in data from noise, develop accurate 
prediction models, and integrate information across diverse 
sources and locations. Opportunities to leverage crowd-
sourcing, machine learning based artificial intelligence and 
other innovative data transfer and storage approaches will be 
critical to glean knowledge from livestock data. Many data, 
such as those generated in the dairy industry in milk testing, 
are already available for immediate use. Utilization, reuse, and 
generation of data has great potential to enhance the efficiency, 
welfare, and societal benefit of livestock. Deep phenotyping 
also has the potential to provide great benefits to society by 
providing detailed basic physiological knowledge that cannot be 
measured on humans or model organisms on a routine basis. 
Training people to work with big data will provide tremendous 
opportunities for academia and private industry to develop 
knowledge and tools to sustainably feed a growing world.
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