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A B S T R A C T   

In the field of medical engineering, Triply Periodic Minimal Surfaces (TPMS) structures have been 
studied widely owing to their physical attributes similar to those of human bones. Computational 
Fluid Dynamics (CFD) is often used to reveal the interaction between structural architectures and 
flow fields. Nevertheless, a comprehensive study on the effect of manufacturing defects and non- 
Newtonian behavior on the fluid responses in TPMS scaffolds is still lacking. Therefore, the 
present study fabricated Gyroid TPMS with four relative densities from 0.1 to 0.4. Non- 
destructive techniques were used to examine surface roughness and geometric deviation. We 
found that the manufacturing defects had a minor effect on fluid responses. The pressure drop 
comparison between defect-containing and defect-free models could be differed up to 7%. The 
same comparison for the average shear stress showed a difference up to 23%, in which greater 
deviation between both models was observed at higher relative density. On the contrary, the 
viscosity model played a significant role in flow prediction. By comparing the Newtonian model 
with Carreau-Yasuda non-Newtonian model, the resulting pressure drop and average wall shear 
stress from non-Newtonian viscosity could be higher than those of the Newtonian model by more 
than a factor of two. In addition, we matched the fluid-induced shear stress from both viscosity 
models with desirable ranges of shear stresses for tissue growth obtained from the literature. Up 
to 70% from the Newtonian model fell within the desirable range while the matching stress 
reduced to lower than 8% for the non-Newtonian results. Furthermore, by correlating geometric 
features with physical outputs, the geometric deviation was seen associated with surface curva-
ture while the local shear stress revealed a strong correlation with inclination angle. Overall, the 
present work emphasized the importance of the viscosity model for CFD analysis of the scaffolds, 
especially when resulting fluid-induced wall shear stress is of interest. In addition, the geometric 
correlation has introduced the alternative consideration of structural architectures from local 
perspectives, which could assist the further comparison and optimization among different porous 
scaffolds in the future.   
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1. Introduction 

A laser powder bed fusion (LPBF) process is among the most widely used Additive Manufacturing (AM) techniques [1]. It allows the 
formation of complex geometries that are difficult or even cannot be formed by traditional manufacturing processes. The LPBF 
technique applies the laser heat source to melt a thin layer of metal powders [2]. The combination of multiple melted layers enables the 
fabrication of a highly complex three-dimensional object. With such an advantage, the LPBF technique has been adopted greatly in the 
field of medical engineering [3]. Using the AM to fabricate implants enables the complex architectural design which could increase 
biocompatibility and proliferation of cell tissues [4]. Presently, the internal structures of metal implants have been integrated with 
cellular structures with 50–90% porosity [5]. Among many types of cellular structures, the Triply Periodic Minimal Surface (TPMS) 
structures have been regarded as a new class of geometry that provides favorable structural and biological responses. For this reason, 
the TPMS structures have drawn great attention as bone scaffolds [6]. A distinct characteristic of the TPMS structure lies in its 
mathematical-based formulation, in which important features such as pore size, unit cell size, and local relative density can be 
controlled precisely [7]. The nature of the TPMS structure exhibits zero-mean curvature at every local point. However, the Gaussian 
curvature can be non-zero and is adjustable by changing the types of structures or unit cell size. Among many types of TPMS structures, 
Gyroid was manufactured successfully and demonstrated favorable mechanical responses, illustrating its potential as a bone 
replacement architecture [8]. 

To date, researchers have explored the performance of the Gyroid as bone scaffolds using in-vivo, in-vitro, and in-silico approaches 
[9–13]. For instance, Ali et al. performed CFD analysis for several TPMS scaffolds including Gyroid, FRD, Primitive, and Diamond [9]. 
Gyroid provided the highest fluid permeability among the four structures which implied better nutrient transport through the scaf-
folds. Nonetheless, Ali et al. also noted the difficulty in correlating wall shear stress distribution with scaffold architectures. In 
addition, Ma et al. fabricated the Gyroid scaffolds using the LPBF techniques, in which the effect of design variables on mechanical 
properties, fluid transport, and biocompatibility was evaluated [10]. Overall, Gyroid scaffolds showed satisfactory biocompatibility, 
partly due to their large surface area and high fluid permeability. However, since Ma et al. utilized the CAD model for numerical 
simulation, they hypothesized that manufacturing defects such as surface roughness may affect the accuracy of mechanical and flow 
simulation. Moreover, Zou et al. also reported the in-vitro study which confirmed the bio-suitability of TPMS-based scaffolds [11]. In 
addition, Shi et al. [12] and Li et al. [13] have shown the significance of gradient TPMS scaffolds for enhancing biological responses. 
Shi et al. performed a CT scan of a rabbit femoral bone, in which the gradient TPMS scaffolds showed their engineerability to match 
morphological features and mechanical stiffness of natural bones [12]. Li et al., on the other hand, performed an in-vivo study. The 
graded scaffolds were shown to stimulate bone formation, and the early osseointegration of the TPMS-based scaffolds was confirmed 
[13]. 

Although the initial success of TPMS scaffolds for medical implants was evident, recent studies have shown that further design 
enhancement was feasible. Poltue et al. pointed out that TPMS assessment as medical implants was mostly focused on global responses 
such as effective elastic modulus, fluid permeability, and overall relative density [14]. Nonetheless, cell proliferation can also react to 
local stimuli such as fluid-induced shear stress [15]. Therefore, considering both global and local responses could lead to an internal 
structure with superior biological performance. In this regard, a high-fidelity CFD simulation can be a great design asset. Although 
several previous studies have utilized the CFD simulation to estimate the fluid-induced wall shear stress, there still exist some limi-
tations. Firstly, the CFD simulation was often performed on a 3D CAD model [7,9,14]. However, LPBF parts may contain 
manufacturing defects such as surface roughness and geometrical deviation [16,17]. An investigation of manufacturing defects can be 
carried out using micro-computed tomography (micro-CT), where defects are frequently classified into internal and external ones [18]. 
Internal defects are voids inside printed structures while external defects may refer to either surface roughness or geometric deviation 
[17]. For surface roughness, digital microscopy can be an alternative examination method [19]. In solid mechanics, the results from 
micro-CT can be used to generate a defect-containing model, where simulated responses may reveal the influence of different defects 
on mechanical properties [17,20]. Even though the comparison between defect-containing and defect-free models was carried out 
widely for mechanical simulation, a similar comparison from a flow perspective is rarely seen. 

Secondly, many previous studies on CFD simulation of scaffolds assumed Newtonian viscosity as previously seen in Poltue et al. 
[14], Pires et al. [21], and Montazerian et al. [22]. However, human blood, which contains red cells, white cells, platelets, and plasma, 
exhibits the rheological behavior of non-Newtonian fluid [23]. In a numerical framework, Fedosov et al. showed that the 
coarse-grained molecular dynamics could predict accurately the rate-dependent blood viscosity [24]. Such a model can reveal the 
interaction of red blood cells and their impact on blood rheology. Nonetheless, due to the difference in spatial and temporal scales, it is 
computationally challenging to apply a small-scale molecular dynamic framework to simulate the blood flow in vessels and medical 
scaffolds. Instead, phenomenological models were proposed, in which the blood viscosity is prescribed as a function of shear rate based 
on test results. Presently, several constitutive equations were developed including Carreau-Yasuda [25], Casson [26], Herschel-Bulkley 
[27], and power law models [28]. Even though phenomenological blood viscosity models were adopted widely in the CFD simulation 
of blood flow in arteries as seen in Johnson et al. [29], Yan et al. [30], and Zaman et al. [31], the study on the non-Newtonian effect on 
bone scaffolds design is very few. Mahammod et al. considered the non-Newtonian effect using the power law model on 
hydroxyapatite-based scaffolds [32]. Only the resulting pressure drop was analyzed, where the use of non-Newtonian fluid led to a 
larger pressure drop compared to that of Newtonian one. Furthermore, the non-Newtonian effect of TPMS scaffolds was carried out by 
Ali and Sen [33]. Similar to the results from Mahammod et al. [32], Ali and Sen [33] reported that the average shear stress and pressure 
drop of the non-Newtonian model were much larger than those of Newtonian models. However, it should be noted that Mahammod 
et al. [32] and Ali and Sen [33] focused mainly on assessing global responses such as pressure drop and average shear stress. The local 
distribution of resulting shear stress between Newtonian and non-Newtonian models was not comprehensively addressed. This issue is 
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of importance since cells respond to both global and local stimuli. In addition, when addressing the non-Newtonian effect, CAD models 
were used for the numerical simulation in previous works. Thus, although a comparison between Newtonian and non-Newtonian 
models has been carried out as seen in Mahammod et al. [32] and Ali and Sen [33], the competing influence between 
manufacturing defects and viscosity model for a fluid flow in the TPMS scaffolds has not been fully evaluated. 

Therefore, the present study aimed to reveal the effect of manufacturing defects and viscosity models on the flow behavior of TPMS- 
based scaffolds. Gyroid TPMS was chosen in this work due to its prospective as a bone replacement structure. Several Gyroids with 
relative densities from 0.1 to 0.4 were made using the LPBF process. Surface morphologies and printed volumes were assessed for the 
manufacturability of Gyroid-based scaffolds. Based on the micro-CT data, defect-containing Gyroid models would be re-constructed for 
the CFD simulation. In addition, the non-Newtonian blood viscosity model would be implemented for comparison with the Newtonian- 
based results. Followingly, the CFD analyses would be performed to determine velocity profile, pressure drop, and fluid-induced wall 
shear stress. The influence of surface defects and viscosity models would be thoroughly examined from a perspective of a scaffold 
design and biological compatibility. Lastly, the correlation between geometrical features and outputs such as surface defects and local 
shear stresses would be evaluated. The physical correlation would provide insight into the controlling features of the Gyroids on their 
manufacturability and fluid behaviors. This understanding would assist in further development and optimization of the TPMS-based 
bone scaffolds. 

2. Numerical models 

2.1. Gyroid model 

Triply Periodic Minimal Surface (TPMS) is categorized as surface-based lattice structures, which exhibit zero-mean curvature at 
every local point on their surfaces [34]. Even though many TPMS structures were examined for their physical responses in the 
literature, Gyroid is among the most widely used ones for bone implant application [35,36]. The nodal surface of the Gyroid could be 
formulated by solving Eq. (1). According to Eq. (1), ‘L’ represents the unit cell size. ‘c’ defines the level-set parameter, which can alter 
to adjust the shape of the Gyroid surface. To create the solid Gyroid, two surfaces with positive and negative ‘c’ are created, where the 
enclosed volume between two surfaces defines a sheet-based Gyroid solid. The present work utilized the MSLattice software to create 
the solid Gyroid with relative densities between 0.1 and 0.4 as shown in Fig. 1a [37]. Referring to Fig. 1a, the Gyroid solid was 
constructed with a 4 × 4 x 4 configuration and with a constant L of 5 mm. Therefore, the sample size (Lsample) is 20 × 20 × 20 mm3, 
where a designated relative density was achieved by changing the sheet thickness by varying ‘c’ values. With the relative density of 0.1, 
0.2, 0.3, and 0.4, the equivalent thicknesses of the Gyroid are 0.16, 0.32, 0.49, and 0.65 mm, respectively. 
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Fig. 1. a) Sheet-based Gyroid models with relative densities of 0.1, 0.2, 0.3 and 0.4 and b) Computational domain and boundary conditions for CFD 
analysis. The sample size is 20 × 20 × 20 mm3. 
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2.2. Governing equation and boundary conditions 

Navier-Stokes equation, formulated by mass and momentum conservations as seen in Eq. (2), was solved to obtain the fluid be-
haviors through the Gyroid scaffold. Fig. 1b illustrated the computational domain and boundary conditions adopted in the present 
work. An inlet velocity of 0.5 mm/s was chosen according to the blood flow from computational and experimental studies [33,38]. The 
zero-gauge pressure was defined at the outlet. Solid walls were defined with non-slip conditions while the fluid domain walls are 
specified with symmetry. Blood density was assumed to be 1050 kg/m3. The CFD analysis was performed using COMSOL Multiphysics 
software under the steady state condition. In addition to the flow fields, the pressure drop and fluid-induced wall shear are the pa-
rameters of the interest in the present work. According to Darcy’s law, the pressure drop could be used to determine the intrinsic fluid 
permeability of porous media using Eq. (3) [39]. Higher permeability indicates better nutrient transport in the scaffolds. On the other 
hand, the shear stress, determined from Eq. (4), can provide the mechanical stimuli for tissue growth and proliferation. In addition, the 
effect of domain size, mesh sensitivity study, and numerical model validation have been included in Appendix B - Appendix D, 
respectively. 

ρ( u→•∇) u→− μ∇2 u→+∇p= 0,∇ • u→= 0 (2)  

kn =
QμL
AΔP

(3)  

τw = μγ̇  

where 

γ̇ =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2ε̇ij : ε̇ij

√
(4)  

2.3. Non-Newtonian fluid model 

Human blood is a complex heterogeneous mixture, which consists of red blood cells, white blood cells, and platelets combined 
within the liquid plasma. The physical properties of the blood lie in the interaction of these components with surrounding conditions 
[40]. In addition, the effective properties of the blood may change based on the viscosity of plasma, hematocrit level, blood cell 
distribution, mechanical properties of blood cells, and applying forces. To account for the rheology of the blood, several 
non-Newtonian models have been proposed accordingly. However, despite several rheological models proposed in the literature, 
Carreau-Yasuda is among the most widely used ones and, thus, chosen in the present work [41]. 

Thus, the Carreau-Yasuda model is formulated as seen in Eq. (5). According to Eq. (5), μ0 and μ∞ are the viscosities at shear rates of 
zero and infinity, which represent the upper and lower bounds of the blood viscosity, respectively. λ and n are the fitting parameters for 
the Carreau-Yasuda model. Based on the results from Fedosov et al. [24], Table 1 summarized the viscosity models and fitting pa-
rameters which are presently adopted. In addition, Fig. 2 displayed both Newtonian and non-Newtonian fluid viscosities. For the 
non-Newtonian viscosity, it could be seen that the viscosity exhibits the rate-dependent behavior at the shear rate approximately 
between 0.01 and 1000 s− 1, spanning mostly five orders of magnitude. 

μc(γ̇)= μ∞ + (μ0 − μ∞)
(
1 + (λγ̇)2)n− 1

2 (5)  

2.4. Surface characterization 

Although TPMS structures could be formulated based on the set of implicit equations, it is intriguing to see if the surface char-
acteristics could be correlated with physical responses and manufacturing defects. Experimental studies showed that cells adhered and 
proliferated non-uniformly based on different curvatures [42,43]. Thus, the importance of Gaussian curvature was emphasized in 
designing cell tissue scaffolds [43,44]. In addition, Jones et al. showed that geometric deviation of the TPMS structure is highly related 
to inclination angle and Gaussian curvatures [45]. Greater positional errors were observed with lower inclination angles and less curvy 
surfaces. As a result, Gaussian curvature and inclination angle of Gyroid samples would be examined in the present work. Fig. 3a - 
Fig. 3c displayed a schematic of different Gaussian curvatures with positive, negative, and zero values, respectively. Although Gaussian 
curvature could be determined from the product of two principal curvatures as shown in Eq. (6), Mackay proposed the set of the 

Table 1 
Newtonian and non-Newtonian blood viscosity models.  

Parameters Units Models 

Newtonian Carreau-Yasuda non-Newtonian model 

μ∞ Pa⋅s 0.0035 0.0035 
μ0 Pa⋅s – 0.25 
λ s – 69.1 
n – – 0.3621  
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derivative equations as shown in Eq. (7) to determine analytically local Gaussian curvatures [46]. Consequently, Eq. (7) was adopted 
and implemented in MATLAB. Besides, the inclination angle was based on the angle of the surface relative to the horizontal plane 
(XY-plane). According to Fig. 4a, the vector ̂k and ̂n are the normal vectors of the horizontal and selected planes, respectively. An angle, 

Fig. 2. Newtonian and non-Newtonian viscosity of human blood. Experimental results were obtained from Fedosov et al. [24]. The fitting was based 
on the Carreau-Yasuda model as shown in Eq. (5). 

Fig. 3. Illustration of different Gaussian curvatures, showing a) Positive curvature, b) Zero curvature, and c) Negative curvature, respectively.  

Fig. 4. a) Inclination angle of a plane in 3D system, b) Inclination angle of 0◦, c) Inclination angle of 45◦, and d) Inclination angle of 90◦.  
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IA, defines an inclination angle and could be calculated from Eq. (8). Subsequently, Fig. 4b–d show inclination angles of 0◦, 45◦, and 
90◦, respectively. 

KG = k1k2 (6)  

KG =
Δ

(
f 2
x + f 2

y + f 2
z

)2  

where 

Δ=

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

fxx fxy fxz fx
fyx fyy fyz fy
fzx fzy fzz fz
fx fy fz 0

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

(7)  

IA = cos− 1
(
|n̂ • k̂|
|n̂| |k̂|

)

(8)  

3. Experiments 

3.1. Sample fabrication 

Gyroid samples were fabricated using the LPBF system, TRUMPF TruPrint 1000. Ti–6Al–4V was a material of choice due to its 
biocompatibility and wide adoption in medical applications [13]. The production was carried out under the low oxygen condition, 
where the Argon was continuously supplied to the build chamber. The process parameters consist of laser power of 90 W, scanning 
speed of 905 mm/s, hatch spacing of 80 μm, laser diameter of 55 μm, and layer thickness of 20 μm. After the build was completed, 
samples were removed from the substrate using the wire electrical discharge machining. Besides, samples did not undergo any 
post-treatment process. Followingly, printed samples were subjected to surface and geometrical characterization using the digital 
microscope and micro-computed tomography, respectively. 

3.2. Geometrical characterization 

A non-destructive assessment, micro-CT, was carried out in the as-built state to determine the overall volume and geometrical 
errors. Fig. 5a - Fig. 5c shows the schematic for the micro-CT, which was performed using the Bruker SkyScan 1173 scanner. The 
scanning system consists of X-ray source, sample, and X-ray detector. The voxel resolution was set to 20 μm. Based on the micro-CT, the 

Fig. 5. (Top) Schematic for a micro-computed tomography consisting of a) X-ray source, b) Sample, and c) X-ray detector. (Bottom) Re-construction 
of 2D CT images into a 3D object consisting of d) 2D projection of the sample, e) 2D slices of the sample, and f) Reconstruction of 2D slices into 
3D model. 
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series of 2D images were created along the height. Therefore, to reconstruct 2D images into 3D objects, the Simpleware ScanIP software 
was utilized as seen in Fig. 5d–f. The reconstructed objects were used to assess experimental samples and generation of as-built CFD 
domains. Moreover, the comparison between as-designed and as-built profiles was carried out to assess the geometric deviation. To do 
so, each vertex in the CAD model would find the nearest points in the reconstructed geometry. Then, a geometric error is determined by 
a minimum Euclidean distance. Fig. 6a and b illustrated the deviated geometry for the sample with relative densities of 0.1 and 0.4, 
respectively. According to the figures, it could see that the deviated domain can offset both inward and outward from as-designed 
geometry, referring that the printed parts can be either thicker or thinner than the CAD model. Additionally, even though a devi-
ated profile can be classified as either surface roughness, waviness, or form errors based on the texture wavelength [47], the present 
work did not attempt to differentiate them and referred to the deviated profiles as geometry deviation. In addition, although micro-CT 
may reveal surface features from manufacturing, its resolution is insufficient to capture precisely the surface roughness. Thus, to 
examine the surface roughness, digital microscopy, KEYENCE VHX-series 5000, was utilized. 28 sampling points were taken on each 
sample, in which the average roughness was determined and reported. 

4. Results 

4.1. Geometrical deviation of additively manufactured Gyroid structures 

An initial inspection showed no apparent cracks for all samples after the build. Therefore, samples were removed from the substrate 
as shown in Fig. 7a, and the reconstructed models from micro-CT were shown in Fig. 7b. In addition, to explore the surface roughness, 
Fig. 8a displayed the surface features of the as-built samples. In addition, surface topographies from digital microscopy were shown in 
Fig. 8b. Fig. 8c displayed surface profiles at higher magnification for roughness assessment. 28 measurements were performed for each 
sample, in which the arithmetical mean height, Sa, and its standard deviation were 14 ± 2, 19 ± 3, 17 ± 2, and 19 ± 1 μm for the 
samples with the relative densities of 0.1, 0.2, 0.3, and 0.4, respectively. From these results, it could notice that the average surface 
roughness does not show a strong dependency on the relative density of samples. Furthermore, after micro-CT reconstruction, Fig. 9a - 
Fig. 9d illustrated the geometric deviation between as-designed and as-built Gyroid structures for the samples with relative densities 
from 0.1 to 0.4. According to Fig. 9a–d, it could see that the geometric deviation varied in different regions of the structures. Therefore, 
geometric deviation may correlate with surface characteristics, where such assessment would be performed in the latter section. 
Fig. 9a–d also showed that geometric deviation did not strongly vary with height (z-axis) or along the cross-section of the sample (x- 
and y-axis). Therefore, it may imply that the sample dimension might not be a significant factor affecting a deformation pattern. 

Moreover, Fig. 10 exhibited a box plot representation of the as-built deviation. In Fig. 10, the blue box describes the data between 
the 25th and 75th percentile, and the black lines describe data between the 5th and 95th percentile. In addition, the red line indicates 
the average value, where the average values were also shown in the figure. The deviation was extracted from approximately 500,000 
nodal points for all samples. According to Fig. 10, the geometrical deviation tended toward the negative values, implying that printed 
samples were smaller than the designed ones. In addition, the average deviation was comparable for the samples with relative densities 
of 0.1, 0.2, and 0.3. However, the average deviation seemed to be significantly more negative for the sample with the relative density of 
0.4. These results were consistent with Sombatmai et al. [17] who observed a tendency of the undersizing in large samples. Addi-
tionally, as-designed and as-built volumes were compared as shown in Table 2. According to Table 2, the volume errors increased with 
greater relative densities. At the relative density of 0.1, the difference between as-designed and as-built models was around 0.001%. 
However, such a difference increased to 3.4% at a relative density of 0.4. Nevertheless, despite a geometric deviation, the results from 
micro-CT reconstruction showed that the LPBF process can fabricate complex parts with satisfactory precision. 

Fig. 6. Determination of domain deviation between CAD and reconstructed models from micro-CT for the samples with a) relative density 0.1 and 
b) relative density 0.4. 
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4.2. Influence of geometrical defects on flow behavior 

In this section, the simulations were performed using only Newtonian viscosity. The aim was to reveal the influence of 
manufacturing defects on fluid behaviors. Fig. 11a - Fig. 11d illustrated the streamlines, velocity profiles, and fluid-induced wall shear 
stress contours for as-designed and as-built models for the sample with a relative density of 0.1. According to Fig. 11a and b, the 
velocity profiles were strongly affected by the geometrical architecture. Although the inlet velocity of 0.5 mm/s was applied, the 
internal velocity could be as high as 2 mm/s. In addition, non-uniform fluid-induced wall shear stress could be seen in Fig. 11c and d, 
where the shear stress could vary from as close to zero to as high as 20 mPa. Nonetheless, despite complex velocity and stress contours, 
Figs. 11a–d illustrated that both as-designed and as-built models provided mostly indistinguishable results. Subsequently, Table 3 and 
Table 4 reported the average fluid-induced wall shear stress and average pressure drop, respectively, for further comparison. 

Fig. 7. Additively manufactured Gyroid samples with the relative densities of 0.1, 0.2, 0.3, and 0.4. a) Experimental samples and b) Reconstructed 
models from micro-CT. 

Fig. 8. a) As-built surface of an additively manufactured Gyroid, b) As-built surface profile from digital microscopy, and c) As-built surface profile at 
high magnification for surface roughness assessment. 
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According to Table 3, the average shear stress deviation became larger with greater relative densities, in which the maximum deviation 
could be up to 23%. On the other hand, the deviation in the pressure drop was only around 5–7% for all samples. The marginal 
difference between as-designed and as-built models is somewhat surprising since one would expect that the intrinsic defects from the 
LPBF process would noticeably alter the physical responses compared to those from the as-designed model. From the macro 
perspective, the defect from the LPBF process could be from oversizing and undersizing, in which the printed samples could appear 
either larger or smaller than the CAD model. The surface roughness, on the other hand, could be seen as a defect at the micro level. 
Typically, both macro and micro defects affect physical behaviors synergistically. Nonetheless, there are three reasons which may 

Fig. 9. (a–d) Geometrical deviation contours of as-built Gyroids with relative densities from 0.1 to 0.4, and (e–h) Geometrical deviation contours at 
high magnification for the sample with relative densities from 0.1 to 0.4. 

Fig. 10. Box plot representation of geometrical deviation of as-built Gyroid at the relative densities from 0.1 to 0.4.  

Table 2 
Volume comparison between as-designed and as-built Gyroid models.  

As-designed volume (mm3) As-built volume (mm3) As-designed ρ* As-built ρ* 

800 793.5 0.1 0.099 
1600 1555.4 0.2 0.194 
2400 2291.4 0.3 0.286 
3200 2929.8 0.4 0.366  
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explain the minor deviation between the CAD and defects-embedded models. Firstly, the quality of surface reconstruction depended 
greatly on a CT voxel resolution. Due to the scan of the entire sample, the voxel size was chosen to be 20 μm. Since the average surface 
roughness shown in the previous section was around 15–20 μm, the 20 μm voxel size may not be sufficient to capture precisely the 
surface profiles. Secondly, according to the parameters adopted in the present work, the Reynolds number based on the channel size 
would be around 1. With such a low Reynolds number, the effect of surface roughness on local flow fields may be mostly inconse-
quential. Lastly, based on the volume comparison shown in Table 2, the deviations between as-designed and as-built volumes were 
between 1 and 8%. The maximum volume deviation was seen at the relative density of 0.4. However, a subtle macro defect may have a 
minute impact on flow behaviors. Of note, although we noticed the negligible effect of manufacturing defects on flow responses, the 

Fig. 11. Comparison of (a, b) velocity profiles and (c, d) wall shear stress contours for as-designed and as-built models at the relative density of 0.1.  

Table 3 
Average fluid-induced wall shear stress comparison between as-designed and as-built models.  

As-designed ρ* τw, avg (mPa) Deviation between as-designed and as-built simulation models 

As-designed As-built 

0.1 7.5 7.5 0.4% 
0.2 8.7 9.2 5.8% 
0.3 9.2 10.1 9.9% 
0.4 14.2 10.9 − 22.9%  

Table 4 
Pressure drop comparison between as-designed and as-built models.  

As-designed ρ* ΔP (Pa) Deviation between as-designed and as-built simulation models 

As-designed As-built 

0.1 0.48 0.51 6.3% 
0.2 0.78 0.73 − 6.4% 
0.3 1.02 0.95 − 6.9% 
0.4 1.64 1.72 4.9%  
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severity of the defects could change based on geometries, sample sizes, materials, and LPBF process conditions. Therefore, the finding 
presented herein may only apply to the selected geometry, material, and manufacturing system. 

4.3. Influence of non-Newtonian model on flow behavior 

As mentioned previously, fluid-induced wall shear stress can act as a stimulus for bone tissues [48]. Although suitable wall shear 
stress may promote bone tissue proliferation, insufficient or excessive shear stress may lead to inactive cell responses and cell damage, 
respectively [7]. In this regard, a high-fidelity CFD model can provide useful information for the design of bone substituting archi-
tecture. Although the manufacturing defects including geometric deviation and surface roughness were shown to exhibit slight effect 
of fluid responses, blood viscosity is another important factor, dictating local flow characteristics. The present work captured the effect 
of shear rate on blood viscosity using the Carreau-Yasuda model as seen in Eq. (5). As a result, this section provided an assessment on 
the effect of non-Newtonian properties on flow responses. Both Newtonian and non-Newtonian viscosity models were utilized with the 
as-designed models. The same boundary conditions were applied for both viscosities. 

Fig. 12a–d displayed flow fields and wall shear stress contours for both Newtonian and non-Newtonian models. Fig. 12a and b 
showed the velocity profiles under Newtonian and non-Newtonian properties, respectively. According to the figures, the velocity 
profiles of both viscosities were largely indistinguishable, where the maximum flow velocity was around 2 mm/s. However, the stress 
contours in Fig. 12c and d clearly illustrated the greater shear stress for the non-Newtonian model. Although higher shear stress can be 
anticipated with higher fluid viscosity, it is critical to determine the deviation’s magnitude from the Newtonian model. Thus, Fig. 13a - 
Fig. 13d compared the shear stress distribution for both Newtonian and non-Newtonian viscosities for the samples with relative 
densities from 0.1 to 0.4. In addition, the range of favorable shear stresses, which were found to support the growth of bone tissue, was 
also defined in the figures. According to Karuna et al. [7], the favorable shear stresses were between 0.05 and 10 mPa. According to 
Fig. 13a–d, the distribution for both viscosity models was similar, in which the left-skewed pattern was observed. However, with a 
non-Newtonian property, the shear stress distribution shifted toward the higher value region. Table 5 displayed the average shear 
stresses for both Newtonian and non-Newtonian models, in which those of non-Newtonian were a factor of 1.5–2 greater than those of 
Newtonian ones. A maximum deviation occurred at the low relative density and was reduced when the relative density increased. 
Moreover, it was observed that the average shear stress was more sensitive to the sample’s relative density under the Newtonian model. 
With the Newtonian model, the average shear stress increased by mostly a factor of two when the relative density changed from 0.1 to 
0.4. However, such an increase is seen to be only 40% when the non-Newtonian model was applied. Furthermore, Table 6 indicated the 
resulting shear stress, which falls within the favorable stress regime for bone tissue ingrowth. For the Newtonian results, the matching 

Fig. 12. Comparison of (a, b) velocity profiles and (c, d) wall shear stress contours for the models with Newtonian and non-Newtonian viscosities.  
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shear stress could be as high as 70% for the sample with relative density of 0.1 and reduced to 31.6% when the relative density 
increased to 0.4. On the contrary, since the shear stress became much higher with the non-Newtonian model. The shear stress falling 
into the favorable regime was only around 5%. Although the resulting shear stress can be modified with the change in unit cell sizes, 
these results emphasized the importance of constitutive models for blood responses. An overly simplified blood viscosity may lead to a 
sub-optimal scaffold design, especially when the fluid-induced wall shear stress is of great concern. In addition, although Table 5 and 
Fig. 13 displayed the considerable impact of non-Newtonian viscosity on shear stress responses, the range of shear rates encountered 
by the fluid within the scaffolds was not evident. Therefore, Fig. 14 displayed the shear rate distribution for the scaffolds with relative 
densities of 0.1 and 0.4. According to Fig. 14, resulting shear rates for both specimens were within the comparable ranges of 10− 1 and 

Fig. 13. Wall shear stress distribution under Newtonian and non-Newtonian properties for the samples with the relative density of a) 0.1, b) 0.2, c) 
0.3, and d) 0.4. A shaded area defined the favorable wall shear stress for the growth of bone tissue [7]. 

Table 5 
Average fluid-induced wall shear stress comparison between Newtonian and non-Newtonian viscosity models.  

As-designed ρ* τw, avg (mPa) Deviation between Newtonian and non-Newtonian viscosity models 

Newtonian non-Newtonian 

0.1 7.5 25.2 236% 
0.2 8.7 26.6 206% 
0.3 9.2 29.1 216% 
0.4 14.2 35.5 150%  

Table 6 
Resulting fluid-induced wall shear stress that falls within the favorable regime for bone growth.  

As-designed ρ* Newtonian model non-Newtonian model 

0.1 70.5% 5.3% 
0.2 54.9% 7.4% 
0.3 52.6% 6.0% 
0.4 31.6% 4.6%  
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101 s− 1. These shear rate ranges were in accordance with the upper and lower limits of the blood viscosity model, which were between 
10− 2 and 103 s− 1. Thus, the CFD analysis indicated clearly that resulting shear rates from the flow within the Gyroids are under the 
ranges, where non-Newtonian effect is critically important. 

Moreover, the pressure drops, which could indicate nutrient transportability through the structure, were shown and compared for 
both viscosity models as seen in Fig. 15. According to Fig. 15, the influence of the non-Newtonian model for both average wall shear 
stress and pressure drop was noticeably similar. The responses from the non-Newtonian model were higher than those from the 
Newtonian model by the factors of 1.5 and 2. The greatest difference was seen in the least dense sample, and the difference between 
both viscosity models became more subtle at higher relative densities. 

4.4. Correlations between geometrical features and physical responses 

Previous sections examined the manufacturing defects and fluid behaviors of Gyroid TPMS scaffolds. Nonetheless, a better un-
derstanding of the influence of geometrical features would allow us to quickly assess the parameters that dictate outputs such as part 
deviation and fluid-induced shear stress. Followingly, Fig. 16a and b displayed 3D contours of Gaussian curvatures and inclination 
angles, respectively. In addition to 3D contours, the distribution of Gaussian curvatures and inclination angles was subsequently shown 
in Fig. 16c and d. According to Fig. 16c, the curvature deviation was seen mostly between − 1.2 and 0 mm− 2. In addition, the incli-
nation angle exhibited a wide distribution from 0◦ to 90◦ as seen from Fig. 16d. At 90◦, the surface angle would be parallel with the 
incoming flow while the incoming flow would be perpendicular to the surface at 0◦ surface angle. Fig. 17 showed the normalized heat 
map combining Gaussian curvature and inclination angle. A similar heat map has been reported previously by Jones et al. [45]. By 
comparing Fig. 17 with the results from Jones et al., we noticed that although the curvature and inclination angle heat map looks 

Fig. 14. Comparison of shear rate distribution between samples with the relative density of 0.1 and 0.4.  

Fig. 15. Pressure drop comparison between Newtonian and non-Newtonian models for the samples with the relative density from 0.1 to 0.4.  
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relatively similar, the magnitude of the curvature was greatly different. Our maximum curvature was noticeably larger than that of 
Jones et al. [45]. Nonetheless, the difference in the curvature was comprehensible since Jones et al. adopted the unit cell size of 10 mm 
while that of 5 mm was used in the present work. A smaller unit cell size can lead to a larger curvature. On the other hand, the 
inclination angle of the Gyroid is independent of the unit cell size. 

According to Jones et al. [45], curvature was noted for its great influence on geometrical accuracy and manufacturability of LPBF 
samples. Thus, the surface deviation was plotted against curvature as shown in Fig. 18a - Fig. 18d for samples with the relative density 

Fig. 16. a) Contour of Gaussian curvature, b) Contour of inclination angle, c) Normalized distribution of Gaussian curvature, and d) Normalized 
distribution of inclination angle. Results were plotted for the Gyroid with a relative density of 0.1. 

Fig. 17. Normalized heat map for Gaussian curvature and inclination angle for Gyroid with relative density of 0.1.  
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between 0.1 and 0.4. According to the figures, although the effect of curvature on geometry deviation was noticed, such an effect was 
seen depending on the relative density of the sample. For example, as seen in Fig. 18a, at the relative density of 0.1, the curvature effect 
on surface deviation seemed highly inconsequential. The geometric deviation varied approximately between − 0.2 and 0.2 mm 
regardless of the surface curvature. On the contrary, the influence of curvature was more apparent at higher relative density. As seen in 
Fig. 18d, at the relative density of 0.4, the sample deviated greatly when the curvature was close to zero, and the deviation reduced 
significantly at greater Gaussian curvature. Additionally, it was observed from Table 2 and Fig. 10 that the deviations of relative 
densities and positional errors were smaller when the samples had lower relative densities. Based on these results, the LPBF process 
appeared to exhibit better manufacturability for the Gyroid with low density. 

In addition to the surface deviation, we assessed the correlation between curvature and inclination angle with resulting shear stress. 
Of the two variables, we found that the resulting shear stress strongly correlated with the inclination angle. Therefore, the relationship 
between inclination angle and shear stress was shown in Fig. 19a - Fig. 19d for samples with the relative density between 0.1 and 0.4. 
And the correlation between curvature and shear stress was shown in Appendix A. According to Fig. 19a–d, the fluid-induced wall 
shear stress increased with the inclination angle. However, we noted a steep increase at the inclination angle between 0◦ and 50◦. 
Subsequently, at the inclination angle between 50◦ and 90◦, the magnitude and distribution of shear stress are seemingly identical. In 
addition, although the inclination angle and fluid-induced shear stress correlated similarly for all samples, the correlation became 
more signified at higher relative density. For example, as seen in Fig. 19a, at the relative density of 0.1, the average shear stress for the 
angle between 0◦ and 10◦ was 3.5 mPa and became 7.5 mPa under the angle between 80◦ and 90◦. Nonetheless, those average stresses 
were changed to 4.65 and 20.3 mPa under the same angle intervals for the sample with relative density of 0.4 as seen in Fig. 19d. 

Fig. 18. Comparison between Gaussian curvature and surface deviation for the samples with the relative density of a) 0.1, b) 0.2, c) 0.3, and d) 0.4.  

Fig. 19. Comparison between fluid-induced wall shear stress and inclination angle for the samples with the relative density of a) 0.1, b) 0.2, c) 0.3, 
and d) 0.4. 
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5. Conclusion 

The present study explored the sensitivity of manufacturing defects and fluid viscosity model on the flow behavior of Gyroid TPMS 
scaffolds. Gyroids with relative densities between 0.1 and 0.4 were made additively using the LPBF process. Digital microscopy was 
used to measure the surface roughness, and micro-CT was utilized to obtain the reconstructed 3D models. Positional errors were 
determined by comparing as-built and as-designed models. Subsequently, CFD simulations were carried out to evaluate the effect of the 
geometrical defects and the non-Newtonian fluid model on pressure drop and fluid-induced wall shear stress. Lastly, an attempt to 
correlate geometrical characteristics such as Gaussian curvature and inclination angle with surface deviation and local shear stress was 
made. The conclusion from the present work could be identified as follows.  

1. The surface roughness of printed Gyroids was between 14 and 19 μm. In addition, although the surface roughness was not strongly 
correlated with relative density, we found that the deviation between as-designed and as-built volumes became greater with the 
increase in the relative density. The volume deviation increased approximately from 1 to 8% when the targeted relative density 
changed from 0.1 to 0.4. Moreover, the samples explored in the present work exhibited an undersized characteristic compared to 
the as-designed volume.  

2. The pressure drop and fluid-induced shear stress were largely comparable between as-designed and as-built models. The maximum 
deviation for the average shear stress and pressure drop was approximately 20 and 7%, respectively. It was anticipated that low 
incoming Reynolds number and limited voxel resolution from micro-CT are a primary reason for a subtle difference between both 
models.  

3. On the other hand, the non-Newtonian viscosity was found to have a significant impact on flow responses. Both average shear stress 
and pressure drop from non-Newtonian model could be a factor of two greater than those from the Newtonian model. The resulting 
shear rate from CFD simulation was between 10− 1 and 101 s− 1, which was within the non-Newtonian shear rate regime, which is 
around 10− 2 and 103 s− 1.  

4. We compared the resulting shear stress with favorable stress for tissue growth. Based on Newtonian results, 30–70% of resulting 
stress falls within the favorable regime. However, those numbers were reduced to approximately 5% when the non-Newtonian 
model was adopted. This comparison signified the importance of the viscosity model, especially when the resulting shear stress 
is an output of interest.  

5. A better manufacturability was seen for a curvier region. The surface deviation was reduced with larger Gaussian curvature. In 
addition, the fluid-induced wall shear stress increased with a greater inclination angle, where the steep escalation in the shear stress 
was seen between the surface angle of 0◦ and 50◦. In addition, the correlation between geometrical features and physical outputs 
was more noticeable for the samples with greater relative densities. 

Author contribution statement 

Saran Seehanam: Performed the experiments; Contributed reagents, materials, analysis tools or data; Wrote the paper. 
Wares Chanchareon: Contributed reagents, materials, analysis tools or data; Wrote the paper. 
Patcharapit Promoppatum: Conceived and designed the experiments; Analyzed and interpreted the data; Contributed reagents, 

materials, analysis tools or data; Wrote the paper. 

Data availability statement 

Data will be made available on request. 

Declaration of competing interest 

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to 
influence the work reported in this paper. 

Acknowledgments 

PP would like to acknowledge the financial support from National Research Council of Thailand (NRCT) under the projects with the 
grant numbers N23D650026 and N42A660524. SS is grateful to the support from National Research Council of Thailand (NRCT) under 
the project “Influence of geometrical features on flow behavior of TPMS bone scaffolds”. 

Appendix A. Correlation between fluid-induced wall shear stress and Gaussian curvature 

Fig. 1A illustrated the correlation between fluid-induced wall shear stress and Gaussian curvature for samples with relative den-
sities from 0.1 to 0.4. From the figure, it could see that the fluid-induced shear stress is not strongly correlated with the Gaussian 
curvature, especially when considering the correlation between fluid-induced wall shear stress and inclination angle as seen in Fig. 19. 
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Fig. 1A. Comparison between fluid-induced wall shear stress and Gaussian curvature for samples with relative densities from 0.1 to 0.4   

Appendix B. Domain size sensitivity 

The domain size sensitivity was determined to ensure that the physical outputs were independent of the cell configuration. In the 
present work, we changed the configuration of the computational domain from 1 × 1 x 1 to 4 × 4 x 4 as seen in Fig. 2A. Fluid 
permeability and wall shear stress were determined accordingly as shown in Table 1A. According to Table 1A, resulting fluid responses 
changed significantly when the domain configuration changed from 1 × 1 x 1 to 2 × 2 x 2. Nonetheless, fluid responses became much 
more consistent when a domain configuration larger than 2 × 2 x 2 was chosen. As a result, the domain configuration of 4 × 4 x 4 was 
adopted in the present work.  

Table 1A 
Domain size sensitivity of permeability and fluid-induced wall shear stress under 
Newtonian viscosity  

Domain configuration kn (10− 9 m2) τw,avg (mPa) 

1 × 1 x 1 14.1 13.97 
2 × 2 x 2 21.0 14.01 
3 × 3 x 3 21.1 14.24 
4 × 4 x 4 21.2 14.20   

Fig. 2A. Gyroid with a relative density of 0.4 and domain configuration varied from 1 × 1 x 1 to 4 × 4 x 4   

Appendix C. : Mesh sensitivity analysis 
For mesh sensitivity analysis, the sample with 4 × 4 x 4 configuration was tested with the mesh size varied between 0.2 and 0.5 mm 

as seen in Fig. 3A. Under the same boundary conditions, the pressure drop and fluid-induced wall shear stress of different mesh sizes 
were determined and compared as shown in Table 2A. According to Table 2A, the fluid responses changed noticeably when the mesh 
sizes changed from 0.5 to 0.3 mm. However, when the mesh size changed from 0.3 to 0.2 mm, the pressure drop and fluid-induced 
shear stress only altered by less than 1%. Therefore, the mesh size of 0.3 mm was adopted in our study. 
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Table 2A 
Mesh sensitivity analysis for CFD simulation  

Mesh size (mm) Number of elements ΔP (Pa) τw, avg (mPa) 

0.5 980,329 4.45 34.2 
0.4 1,601,111 4.32 35.3 
0.3 3,569,410 4.21 35.5 
0.2 12,241,678 4.19 35.7   

Fig. 3A. Fluid domain with 4 × 4 x 4 configuration, and mesh size varied between 0.2 and 0.5 mm   

Appendix D. Numerical model validation. For CFD simulation, the model was validated by comparing present results with those re-
ported by Asbai-Ghoudan et al. [49]. Asbai-Ghoudan et al. studied numerically the fluid permeability of several TPMS scaffolds. In 
their simulation, a cell configuration of four rows was used, and the Newtonian fluid property was assumed. We compared their results 
with our prediction as shown in Table 3A. According to Table 3A, results from both studies are in good agreement with a difference of 
less than 10%. As a result, it could imply that a numerical model adopted in the present work could provide a reasonable prediction of 
flow responses.  

Table 3A 
Predicted fluid permeability from Asbai-Ghoudan et al. [49] and present study  

ρ* kn (10− 9 m2) Difference 

Present study Asbai-Ghoudan et al. 

0.1 72.9 74.2 1.8% 
0.2 44.8 48.3 7.6% 
0.3 34.3 35.8 4.3% 
0.4 21.1 23.3 9.2%  
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