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Although 17β-estradiol (E2) is a naturalmolecule involved in the endocrine system, itswidespreaduse in various
applications has resulted in its accumulation in the environment and its classification as an endocrine-disrupting
molecule. These molecules can interfere with the hormonal system, and have been linked to various adverse ef-
fects such as the proliferation of breast cancer. It has been proposed that E2 could contribute to breast cancer by
the induction of DNA damage.Mass spectrometry has demonstrated that E2 can bind to DNA but themechanism
by which E2 interacts with DNA has yet to be elucidated. Using all-atom molecular dynamics simulations, we
demonstrate that E2 intercalates (inserts between two successive DNA base pairs) in DNA at the location specific
to estrogen receptor binding, known as the estrogen response element (ERE), and to other random sequences of
DNA. Our results suggest that excess E2 has the potential to disrupt processes in the body which rely on binding
to DNA, such as the binding of the estrogen receptor to the ERE and the activity of enzymes that bind DNA, and
could lead to DNA damage.
© 2016 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and Structural
Biotechnology. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.

0/).
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1. Introduction

17β-estradiol (or E2) is a natural steroidal hormone and is also com-
monly used in therapeutics such as postmenopausal estrogen replace-
ment therapy and the treatment of Alzheimer's disease. Unfortunately,
it has also become one of the most widely encountered endocrine-
disrupting molecules in the environment [1]. Endocrine-disrupting
molecules, either natural or synthetic, can interfere with the hormonal
system. For example, they have the potential to cause cancerous tu-
mours, birth defects, and developmental disorders in humans, while
low concentrations (ng/L) of natural and synthetic estrogen hormones
have been shown to have a harmful effect on fish [2]. Unfortunately,
their widespread use in applications such as therapeutics and plastics
has resulted in the accumulation of endocrine disrupting molecules in
groundwater, rivers and lakes. Environmental exposure to endocrine-
disrupting molecules such as E2 has the potential to cause adverse
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effects to the ecosystem and to humans [2–5], particularly through
their presence in drinking water.

In the presence of normal levels of E2, the consensus responsemech-
anism involves E2 first binding to an estrogen receptor (ER) protein.
Then, this E2-ER complex forms a dimer and binds to the estrogen
response element (ERE) on the DNA strand to initiate a hormone re-
sponse. This ERE is a palindromic DNA sequence, and similar sequences
have been identified in numerous sequences involving estrogen action
such as oxytocin [6]. The E2-ER complex measures both the spacing
and helical repeat of it's ERE, thus greatly increasing the specificity of
the interaction [7]. A disruption to this spacing and the helical repeat
may be sufficient to disturb this very delicate conformational equilibri-
um and cause unwanted side effects.

In the presence of elevated levels of E2, it has been suggested that E2
can directly interact with the ERE and interfere with normal signalling.
Estrogen signalling drives cell proliferation in 60–70% of breast cancers
that express the estrogen receptor [8], and anti-estrogen therapy is pre-
scribed to the majority of these patients to prevent breast cancer recur-
rence. Estrogen exposure is now widely accepted as a risk factor in
breast cancer development, but the mechanisms through which estro-
gens induce breast carcinogenesis have not been fully elucidated [9].
Typically, research has demonstrated that endocrine disrupting mole-
cules, such as bisphenol-A inhibit the hormone binding pocket on the
estrogen receptor [10–12]. However, this may not be the only mecha-
nism by which endocrine disruptors cause harm. Caldon [8] state that
omputational and Structural Biotechnology. This is an open access article under the CC BY
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Table 1
TheDNA sequence taken fromPDB ID: 1HCQ (12). The two6 base pair consensus half sites
are highlighted in grey. Arrows indicate bases involved in binding to E2.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
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high levels of estrogen are a major risk for breast cancer, and that one
mechanism by which estrogen could contribute to breast cancer is via
the induction of DNA damage. Using mass spectrometry, Heger et al.
[9] found that E2 binds to DNA and leads to destabilization of hydrogen
bonds between nitrogenous bases of DNA strands resulting in a de-
crease of their melting temperature. Their results revealed that E2
forms non-covalent physical complexes with DNA, and they suggest
that these interactions could trigger mutations leading to unwanted
side effects [9]. DNA damage as a result of exposure to E2 has also
been demonstrated in barnacle larvae [13] and rodents [14], for
example. In rodents, this DNA damage ultimately led to tumours in
estrogen-responsive tissues [14]. Zhang et al. [15] demonstrated exper-
imentally that bisphenol-A intercalates between adjacent base pairs of
DNA.

Despite the risks associated with estrogen exposure the exactmech-
anisms by which estrogen contributes to the initiation and progression
of breast cancer remains elusive [8]. However, amajormechanism is po-
tentially the induction of DNA damage as estrogen treatment leads to
double stranded DNA breaks and genomic instability [8]. We use all-
atom molecular dynamics (MD) simulations to elucidate how E2 binds
to DNA, and to obtain critical understanding of the effect of this binding
on the DNA structure. We demonstrate that excess E2 could disrupt es-
trogenic processes in our bodies by binding directly to the ERE.

2. Material and Methods

2.1. System Setup

The initial coordinates for the ER DNA-binding domain (DBD) were
taken from the Protein Data Bank (PDB) with the entry 1HCQ, deter-
mined to 2.4 Å resolution [7]. The crystal structure contains the ER sym-
metric dimer (ER-α, and ER-β) bound to DNA at its palindromic binding
site, as shown in Fig. 1. The palindromic binding site consists of two 6
base pair (bp) consensus half sites with 3 intervening bps, illustrated
in Table 1. This sequence is referred to as erDNA.

2.2. Molecular Docking

Weused the rigid body docking program ZDOCK 3.0.1 [16] to gener-
ate a set of conformations of E2 bound to erDNA in the absence of the ER
protein. The erDNA sequence in Table 1 was isolated from the ER-DNA
complex and the double stranded erDNA was used as input into the
Fig. 1. ER dimer-DNA complex. Atomic coordinates are taken from Protein Data Bank
(PDB) entry 1HCQ (12) and image is created using VMD (18). Each monomer is
represented as a ribbon (orange and pink, respectively). Grey spheres represent the two
zinc ions associated with each monomer. The DNA sequence of one strand is given
below the ER-DNA complex. The two half-sites are highlighted in grey. Colours are used
to help identify DNA backbone (purple), and bases adenosine (blue), guanine (green),
thymine (yellow) and cytosine (red). Note that for clarity bases are only shown on the
strand of DNA given in the sequence shown. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
rigid docking program ZDOCK [16] to generate a set of likely bound
complexes with E2. The atomic coordinates of E2 were obtained from
the Protein Data Bank (PDB) entry 1FDS [17], and the chemical structure
of E2 is shown in Fig. 2A [18]. Chemicalize.org was used to obtain the
atomic partial charges, January 2015, chemicalize.org and ChemAxon
(http://www.chemaxon.com). Although ZDOCK is typically used
for protein-ligand docking, Fanelli and Ferrari [19] have proven the
effectiveness of ZDOCK for DNA-protein docking. We searched the
top-100 ranked structures for possible E2-erDNA complexes. The flexi-
bility of the complex is not taken into account in ZDOCK. Therefore,
we performed MD simulations to determine the predicted bound
state. The highest-ranked docked structure was used as the starting
configuration in MD simulations.

2.3. Molecular Dynamics Simulations

MD simulations are used to determine the bound configuration of
E2-erDNA complex and estimate the strength of binding. All MD simu-
lations are performed using NAMD 2.10 [20] and visualized using
VMD 2.9.2 [21]. Throughout, we used the CHARMM36 force field [22,
23], and CHARMM27 force field for nucleic acids [24,25]. We used
TIP3P water, with a time step of 2 fs, at a constant pressure (1 atm),
and temperature (310 K). The temperature is below the expected melt-
ing temperature of the double stranded erDNA, which is approximately
325.6 K [26]. The E2-erDNA complex was solvated in a water box such
that there is a layer of water 20 Å in each direction from the atom
with the largest coordinate in that direction. The particle-mesh-Ewald
(PME) algorithm was used for the electrostatics with a tolerance of
10−6. The erDNA strand and E2 were initially held fixed to allow the
water to equilibrate during the simulation period of 0.15 ns. Unbiased
MD simulations were run for 40 ns to determine the stability of the
bound complex. In these simulations no constraints are applied. Both
the electrostatic and van der Waals non-bonded interaction energies
are calculated using the NAMD Energy plugin available in NAMD2.10
[20].

We estimate the free energy of binding for the E2-erDNA complex
using free energy perturbation (FEP) method. For FEP, the target is
both annihilated and created in both a free and bound state. In other
words, the transformation is performed bidirectionally and the forward
and backward simulations are combined using the Bennett acceptance-
ratio (BAR) estimator of the free energy which corresponds to themax-
imum likelihood value of the free energy. The ParseFEP plugin is used,
with the Gram-charlier order set to 0 to compute the free energy differ-
ence between annihilation and creation simulations, and estimate the
statistical error [27].

We build two differentmolecular systems; E2 in awater bath and E2
bound to erDNA, also in a water bath. To avoid any differences in the
two simulations the dimensions of the simulation cell are identical for
the free and bound state. In both cases a water box of 64 by 64 by
100 Å3 is used. The annihilation is performed using 40 λ windows, dif-
fering by 0.025. For each window, 5000 fs of equilibration is performed,
before ensemble averaging is turned on for a further 20,000 fs. A
softcore potential is used to avoid explosively large energy values at
each end of the λ scale when E2 is nearly annihilated. This scales
down the electrostatic interactions from λ = 0.5 to λ = 1.0, and the
van der Waals interactions from λ = 0 to λ = 1.0 for the annihilated
molecule. To prevent E2 from moving away it is restrained to stay

http://Chemicalize.org
http://chemicalize.org
http://www.chemaxon.com
pdb:1HCQ


Fig. 2. Chemical structure of A) 17β-estradiol (C18H24O2), B) testosterone (C19H28O2), and C) aspirin (C9H8O4). Image obtained from the Chemical Entities of Biological Interest (ChEBI)
reference database (17β-estradiol, ChEBI ID: 16,469; testosterone, ChEBI ID: 17,347; aspirin, ChEBI ID: 15,365) (15).
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within its normal fluctuating position from equilibration simulations.
The positional restraint results in a loss of translational entropy, ΔGrest

equal to −1/β ln(c0Δv), where β is equal to 1/kBT, Δv is the effective
volume sampled by the target and c0 is the usual standard concentra-
tion. The difference between the net free-energy changes for E2 in its
free and bound states yields the binding free energy, to which the con-
tribution due to the positional restraint is added, thus

ΔGbind ¼ ΔGfree−ΔGbound þ ΔGrest ð2Þ

We can then estimate the dissociation constant of target binding
using the relation

Kd ¼ 1= exp −ΔGbind=kBTð Þ: ð3Þ

The accuracy of MD simulations is dependent on the quality of sam-
pling and the accuracy of the force-field [28]. Two forcefields commonly
used for simulations of nucleic acid-protein complexes are AMBER [29]
and CHARMM [22–25]. The CHARMM force field has performed well
with nucleic acid structural integrity due to its sophisticated atom-
based smoothing of electrostatic forces [30]. Galindo-Murillo et al. [31]
recently demonstrated the convergence and reproducibility of MD sim-
ulations using both AMBER and CHARMMnucleic acid force fields. They
suggested that ~1 μs length simulation or longer are needed to converge
the structural properties of free-DNA in solution, minus the two termi-
nal base pairs at each end [31]. Due to the computational cost we were
unable to run our simulations this long. However, investigations into
several protein-DNA, ligand-DNA systems have demonstrated the feasi-
bility of the MD simulation approach with smaller time scales [30,32].
For example, Mukherjee et al. [32] successfully used MD to provide de-
tailed mechanistic insight into the intercalation of the anticancer drug
duanomycin into DNA. Moreover, their results using only 7.5 ns MD
simulations comparewellwith experimental results. Laughton andHar-
ris [33] provide a good review relating to the computational simulation
of DNA. As a control, we ran an additional simulation of the erDNA
strand in the absence of E2 for 40 ns. We then compared the erDNA
structures in the presence and absence of E2 to assess the effect of the
force field and to determine the effect that E2 has on erDNA structure.
As a further assessment of the chosen force fieldwe also ran simulations
of the erDNA structure with and without E2 using a recently developed
CHARMM force field which was optimized for DNA [34].

To assess the importance of the ERE in the erDNA sequence in bind-
ing to E2 we ran two additional simulations. First, we used a DNA ran-
dom sequence generator to scramble the ERE half site (www.faculty.
Table 2
The DNA sequence taken from PDB ID: 1HCQ (12) with the ERE palindromic half-site
randomised. The two 6 base pair half sites are highlighted in grey.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

5 - C C T C A A G C C A G G C T T G A G -3
ucr.edu/~mmaduro/random.htm). This new sequence (rDNA) is illus-
trated in Table 2. Using 3D-DART we generated a 3D model of this
randomised sequence [35]. Second, we examined the binding of testos-
terone to the original erDNA sequence. The atomic coordinates of
testosterone were obtained from the Protein Data Bank (PDB) entry
2Q7I [36], and the chemical structure of testosterone is shown in
Fig. 2B [18]. Chemicalize.org was used to obtain the atomic partial
charges, January 2015, chemicalize.org and ChemAxon (http://www.
chemaxon.com). As described above, we used ZDOCK and MD simula-
tions to examine these additional bound complexes.

Spectroscopic studies have shown that aspirin binds to the minor
groove of DNA, but does not intercalate into DNA [37]. Therefore, we
also examine the binding of aspirin to the original erDNA sequence to
provide a comparisonwith E2 and testosterone. The atomic coordinates
of aspirin were obtained from the Protein Data Bank (PDB) entry 1TGM
[38], and the chemical structure of aspirin is shown in Fig. 2C [18]. The
atomic partial charges were taken from Jämbeck et al. [39].

Our simulations do not have explicit ions in the system rather a neu-
tralizing background charge is applied [40]. We examine the effect of
neutralizing background charge by simulating one of the bound com-
plexes of E2 to erDNAwith 34 explicit Na+ ions.We find that the effect
is negligible and therefore ions are not included in our system.

3. Results and Discussion

3.1. Molecular Docking

For the binding of E2 to erDNA, only two bound complexes are ob-
served in the top-100 ranked structures from our rigid body docking
simulations. These two complexes are bound at the location of the
two palindromic half sites (Table 1) previously identified as important
for binding with ER [7]. Specifically, in 67% of the complexes E2 is
bound at G5 and T6, and in the remaining 33% of complexes E2 is
bound at A14 and C15 (arrows shown in Table 1). These locations are
identical due to DNA symmetry and therefore only one is included in
subsequent MD simulations. The bound complex is shown in Fig. 3B.

For the binding of E2 to rDNA, there are twomain bound complexes
observed in the top-100 ranked structures. Specifically, E2 is bound to
C8 and C9 in 51% of the complexes, and G12 and C13 in 48% of the com-
plexes. Both of these complexes are included in subsequent MD
simulations.

Two bound complexes are also observed in the top-100 ranked
structures for the binding of testosterone to erDNA. As with E2 binding,
these two complexes are bound at the location of the two palindromic
half sites. Specifically, in 53% of the complexes testosterone is bound
at G5, and in the remaining 47% of complexes testosterone is bound at
C16. Again, due to symmetry only one of these complexes is included
in subsequent MD simulations.

Similarly, two bound complexes are observed in the top-100 ranked
structures for the binding of aspirin to erDNA at the location of the two
palindromic half sites. Specifically, aspirin is bound at G4 and G5 in 67%

http://www.faculty.ucr.edu/~mmaduro/random.htm
http://www.faculty.ucr.edu/~mmaduro/random.htm
http://Chemicalize.org
http://chemicalize.org
http://www.chemaxon.com
http://www.chemaxon.com
pdb:1HCQ


Fig. 3. Palindromic consensus half site with E2 (A) absent, (B) bound complex from ZDOCK, and (C) bound complex after 40 nsMD simulations. Note that only a portion of the DNA strand
is shown, and is the location of the palindromic consensus half site. Colours are used to help identify backbone (purple), adenosine (blue), guanine (green), thymine (yellow) and cytosine
(red). For clarity, in (B) E2 is shown in licorice with hydrogen atoms removed but as VdW spheres in (C). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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of the complexes and in the remaining 33% is bound to C15 and C16.
Therefore, due to symmetry we consider only one of these complexes
in subsequent MD simulations.

3.2. MD Simulations

After 40 ns E2 remains bound to both the erDNAand one of the rDNA
sequences. As shown in Fig. 3C, E2 is inserted into the erDNA strand at
the centre of the palindromic half site. In agreementwith themass spec-
trometry results of Heger et al. [9], we find evidence for the plausibility
of non-covalent bonding that is dominated by van der Waals interac-
tions. As shown in Fig. 4, electrostatic interactions between E2 and the
erDNA strand are approximately −4.47 ± 2.77 kcal/mol, whereas van
Fig. 4. Electrostatic and van derWaals (VdW) interaction energies between 17β-estradiol and te
der Waals interactions are approximately −35.69 ± 3.98 kcal/mol.
Our results provide detailed molecular insight into this interaction.

For the binding to erDNA, we find that E2 forms aromatic interac-
tions with the thymine base on one strand and the cytosine base on
the opposing strand, intercalating between bases G5 and T6. Fig. 5 illus-
trates the two hydrogen bonds which are formed between the base T6
and E2. A hydrogen bond is assumed to be formed if the donor-
acceptor distance is b3.0 Å and the donor-hydrogen-acceptor angle is
≤30°. Both face-to-face and parallel displaced pi stacking is occurring
between the bases T6 and C34 with E2, respectively. A pi-pi face-to-
face interaction is assumed to be formed if the angle between two aro-
matic ring planes is less than 30° and the distance between the ring cen-
troids is less than 4.4 Å (https://www.schrodinger.com/kb/1556). The
stosterone, and the ds-erDNA.Moving average is displayed, averaging over 20 data points.

https://www.schrodinger.com/kb/1556


Fig. 5. Hydrogen bonding between base T6 and 17β-estradiol.
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distance between T6 and E2 aromatic ring centroids is 3.98 Å with an
angle of 19.4°, so that this interaction can be considered as a face-to-
face pi-pi interaction. The interaction of E2 with C34 has a distance be-
tween aromatic ring centroids of 4.56 Å and an angle of 76.1°. These
values are greater than the requirements for a face-to-face pi-pi interac-
tion, but the offset distance of these aromatic rings is 1.09 Å, so that this
interaction can be considered as a parallel displaced pi-pi interaction
following the definition given by Hunter and Sanders [41] for an ideal-
ized pi atoms and provided in Fig. S1 of the Supporting Information.
The Movie S1 in the Supporting Information illustrates E2 moving
from its initial ZDOCK bound state to the intercalated state. The binding
between G5 and T6 is fairly stable, as shown in Fig. 6 after approximate-
ly 2.5 ns there is little fluctuation of the distance between the centre of
mass of E2 and the centre of the palindromic half site (1.49 ± 0.69 Å).
Furthermore, one cytosine base swings away from the interior of the
erDNA strand to accommodate the E2 molecule (see Fig. 3C). The
RMSD between the erDNA strand in its bound form and the erDNA crys-
tal structure is 11.68 Å, suggesting that there is considerable deviation
from the original crystal structure. Furthermore, the RMSD between
erDNA after 40 ns in the presence and absence of E2 is 8.21 Å. The differ-
ences in these structures in the vicinity of the half site are illustrated in
the Supporting Information Fig. S2.

For the binding to rDNA, we find that E2 forms aromatic interactions
with C8 on the first strand and the opposing guanine residues on the op-
posing strand (G11 and G12 in Table 2). As shown in Fig. 7, the interac-
tion energies are similar magnitude to the binding to erDNA and
binding is dominated by van der Waals interactions. The electrostatic
Fig. 6. The distance between the centre of mass (CoM) of E2 and the palindromic half site
(located atG5/T6) as a function of simulation time.Moving average is displayed, averaging
over 20 data points.
interactions between E2 and the rDNA strand are −6.26 ± 2.64 kcal/
mol, whereas the van der Waals interactions are −34.08 ± 3.19 kcal/
mol. This suggests that binding is not specific to the ERE sequence.

We also find that after 40 ns testosterone remains bound to erDNA.
Testosterone intercalates between bases G4 and G5. Again, van der
Waals interactions dominate with interaction energies a similar magni-
tude to E2, as shown in Fig. 4. The electrostatic interaction energy be-
tween testosterone and erDNA is −6.15 ± 3.13 kcal/mol, whereas the
van derWaals interaction energy is−33.36± 3.42 kcal/mol. This dem-
onstrates that binding is not specific to the hormone E2, and that excess
testosterone could have a similar negative impact on DNA.

In our simulations, the hormone (either E2 or testosterone) prefer-
entially binds to the sequence GGT. These bases then stabilize the bind-
ing through aromatic interactions either on opposing strands, or in the
case of rDNA between the two guanine bases. The anticancer drug dau-
nomycin also intercalates into DNA [32] and has been shown to bind
preferentially to the sequence A/T,C,G [42]. Another endocrine
disruptor, bisphenol-A has been shown to intercalate between adjacent
base pairs of DNA [15]. The presence of aromatic rings in these mole-
cules renders them able to intercalate with the aromatic bases. An aro-
matic ring is also present in aspirin, but unlike E2 and testosterone we
find that aspirin binds to theminor groove of erDNA and does not inter-
calate into the DNA strand as demonstrated in earlier spectroscopic
studies [37]. Furthermore, aspirin does not stay bound to erDNA for lon-
ger than 0.5 ns. Prior to unbinding, the average electrostatic and van der
Waals interaction energy over the first 0.5 ns is −11.03 ± 5.84 and
−11.47 ± 2.75 kcal/mol, respectively. Fig. S3 in the Supporting Infor-
mation illustrates the interaction energy between aspirin and erDNA
over the 4 ns simulation.

As shown in Fig. 3 the binding of E2 has opened a gap in the DNA
structure and disrupted the DNA structure such that the helical param-
eters have changed compared to the crystal structure [7]. It is well
known that the binding of intercalators to DNA induces conformational
changes in DNA structures including the opening of a gap between the
flanking bases and an elongation and unwinding of the helical twist
[43]. These structural changes affect the biological functions of DNA in-
cluding the inhibition of transcription, replication, and DNA repair pro-
cesses, thereby making intercalators potent mutagens and potential
antitumor drugs [43]. Destabilization can trigger mutations leading to
unwanted side effects [9].

The crystal structure of the erDNAduplex (1HCQ) has amean helical
twist and rise of 35.88° and 3.39 Å, respectively [7]. Using Curves+ [44,
45], we obtain local helical parameters of the erDNA structure in the vi-
cinity of binding after 40 ns (i) in the presence of E2, (ii) in the presence
of testosterone and (iii) in the absence of any hormone. We also exam-
ine the local helical parameters of the erDNA structure after 40 ns in the
presence and absence of E2 for the alternative CHARMM force field [34].
In all cases (with andwithout E2/testosterone) themeanhelical twist in
the vicinity of binding decreases compared to the crystal structure.
Thus, since both our control and bound complexes exhibited unwinding
we are unable to comment on whether the binding of these hormones
induces unwinding of the DNA duplex.

On the other hand, themean rise of the equilibrated crystal structure
in the absence of any hormone compares well with the unequilibrated
crystal structure (3.39 Å) and is 3.5 Å. In contrast, the mean rise in the
vicinity of binding in the presence of E2 and testosterone increases to
4.2 Å and 3.9 Å, respectively, demonstrating a lengthening of the DNA
duplex compared to the equilibrated crystal structure. Since our results
are showing that the mean helical twist decreases regardless of the
presence of hormone it is likely that the force field is influencing these
structural changes observed in our simulations.We are currently collab-
orating with quantum chemists to devise a more accurate force field
specific for this DNA strand.



Fig. 7. Comparison of the electrostatic and van derWaals (VdW) interaction energies between 17β-estradiol and either the rDNA (randomDNA) or erDNA (ERE) strand.Moving average is
displayed, averaging over 20 data points.
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3.3. Effect on ER Binding

The ER protein is shown to interactwith the central four base pairs of
the 6 bp half site using four amino acid side chains on the surface of the
recognition helix [7]. ER-α and ER-β bind cooperatively to DNA forming
a dimer, as shown in Fig. 1. By forming this cooperative dimer, the pro-
tein measures both the spacing and helical repeat of its response ele-
ment, thus greatly increasing the specificity of the interaction [7]. Side
chains of the proteins make sequence specific hydrogen bonds to the
phosphate backbone of the central 4 base pairs of the 6 bp half site.
The dissociation constant of ER-α and ER-β binding to the consensus
half site is approximately 0.6 nM and 1.5 nM, respectively [46,47],
equivalent to a binding energy of between −12.1 and −12.7 kcal/
mol. This binding is specific to the consensus half site as demonstrated
by the fact that the dissociation constant of ER-α binding to plasmid
DNA is 400-fold higher [47]. Using FEP we obtain a free energy of bind-
ing of E2 to erDNA -8.8 ± 1.2 kcal/mol, which corresponds to a dissoci-
ation constant of 388 nM.

The binding of E2 (or other hormones such as testosterone) may be
sufficient to disturb the position of this very delicate conformational
equilibrium. Typically, estrogens exert their biological effects through
a direct interaction with the estrogen receptor which then activates
the expression of genes encoding proteins with important biological
functions. However, research has shown that unbound hormones can
readily diffuse into cells. Oren et al. [48] demonstrated that steroid hor-
mones, such as progesterone, testosterone and estradiol freely diffuse
across biomembranes and that this diffusion is rapid, ~0.01 s to cross a
30 Å thick biomembrane. It is also possible for small molecules, such
as hormones, to diffuse into the nucleus, either by passive diffusion
[49] or through nuclear pore complexes [50]. Thus, excess E2 could
bind to or near the response element prior to ER binding thus disrupting
the DNA structure such that the protein spacing does not match the he-
lical repeat of its response element. Alternatively, the portion of DNA
structurewith E2 boundmay be recognized as an ‘error’which could re-
sult in a deletion from the DNA sequence or a frameshift mutation
which would again affect the interaction of ER with DNA response
element and interfere with signalling and regulation. Both of these pos-
sibilities could cause some serious unwanted side effects of E2 accumu-
lation to normal hormone function. Intercalating drugs, such as
ethidium bromide, have already been shown to inhibit the interaction
of ER with DNA [51]. It is also possible that E2 could intercalate with
DNA sequences other than the ERE, since we have demonstrated that
E2 also remains bound to the randomised sequence (rDNA), thus dam-
aging other cellular processes such as the activity of enzymes that bind
DNA [51]. For example, some anticancer drugs (such as daunomycin)
act by intercalating into DNA thus inhibiting the enzyme topoisomerase
which stops DNA replication and leads to cell death [32].

4. Conclusions

We have demonstrated that E2 can bind to DNA directly and that
binding not only occurs at the centre of the ERE half site but can also
bind to random DNA sequences. E2 is shown to intercalate between
base pairs, forming aromatic interactions with these base pairs. We
demonstrate the intercalation results in a lengthening of the DNA du-
plex, but are unable to comment on the unwinding due to inaccuracies
in the forcefield. In ongoingworkwe areworkingwith colleagues to de-
velop a more accurate force field to represent specific DNA sequences.
We predict that this intercalation will alter the structure of the DNA du-
plex, and therefore have the potential to affect the biological functions
of DNA including the inhibition of transcription, replication, and DNA
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repair processes [40]. Therefore, excess E2 has the potential to exert
some serious side effects such as disruption of ER-DNA binding, DNA
damage and possibly the initiation of cancer.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.csbj.2016.12.001.

Declaration of Interest

The authors declare that there is no conflict of interest.

Author Contributions

Themanuscriptwaswritten through contribution of all authors. TAH
conducted the simulations.

Acknowledgement

This research was undertaken with the assistance of resources from
the National Computational Infrastructure (NCI), which is supported by
the Australian Government. We gratefully acknowledge the support
from the Australian Research Council through a Discovery Early Career
Researcher Award. We thank Kenneth P. McNatty and Shalen Kumar
for useful discussions leading to this work.

References

[1] Rodgers-Gray TP, Jobling S, Kelly C, Morris S, Brighty G, et al. Exposure of juvenile
roach (Rutilus rutilus) to treated sewage effluent induces dose-dependent and per-
sistent disruption in gonadal duct development. Environ Sci Technol 2001;35:
462–70.

[2] Auriol M, Filali-Meknassi Y, Tyagi RD, Adams CD, Surampalli RY. Endocrine
disrupting compounds removal fromwastewater, a new challenge. Process Biochem
2006;41:525–39.

[3] Pacáková V, Loukotková L, Bosáková Z, Štulík K. Analysis for estrogens as environ-
mental pollutants. J Sep Sci 2009;32:867–82.

[4] Diamanti-Kandarakis E, Bourguignon J-P, Giudice LC, Hauser R, Prins GS, et al.
Endocrine-disrupting chemicals: an endocrine society scientific statement. Endocr
Rev 2009;30:293–342.

[5] Basile T, Petrella A, Petrella M, Boghetich G, Petruzzelli V, et al. Review of endocrine-
disrupting-compound removal technologies in water and wastewater treatment
plants: an EU perspective. Ind Eng Chem Res 2011;50:8389–401.

[6] Gruber CJ, Gruber DM, Gruber IML, Wieser F, Huber JC. Anatomy of the estrogen re-
sponse element. Trends Endocrinol Metab 2004;15:73–8.

[7] Schwabe JW, Chapman L, Finch JT, Rhodes D. The crystal structure of the estrogen
receptor DNA-binding domain bound to DNA: how receptors discriminate between
their response elements. Cell 1993;75:567–78.

[8] Caldon CE. Estrogen signalling and the DNA damage response in hormone depen-
dent breast cancers. Front Oncol 2014;4(106).

[9] Heger Z, Guran R, Zitka O, Beklova M, Adam V, et al. In vitro interactions between
17β-estradiol and DNA result in formation of the hormone-DNA complexes. Int J
Environ Res Public Health 2014;11:7725–39.

[10] Li L, Wang Q, Zhang Y, Niu Y, Yao X, et al. The molecular mechanism of bisphenol A
(BPA) as an endocrine disruptor by interacting with nuclear receptors: insights from
molecular dynamics (MD) simulations. PLoS One 2015;10, e0120330.

[11] le Maire A, Bourguet W, Balaguer P. A structural view of nuclear hormone receptor:
endocrine disruptor interactions. Cell Mol Life Sci 2010;67:1219–37.

[12] Celik L, Lund JDD, Schiøtt B. Exploring interactions of endocrine-disrupting com-
pounds with different conformations of the human estrogen receptorα ligand bind-
ing domain: a molecular docking study. Chem Res Toxicol 2008;21:2195–206.

[13] Atienzar FA, Billinghurst Z, Depledge MH. 4-n-Nonylphenol and 17-β estradiol may
induce commonDNA effects in developing barnacle larvae. Environ Pollut 2002;120:
735–8.

[14] Roy D, Liehr JG. Estrogen, DNA damage andmutations. Mutat Res 1999;424:107–15.
[15] Zhang Y-L, Zhang X, Fei X-C, Wang S-L, Gao H-W. Binding of bisphenol A and acryl-

amide to BSA and DNA: insights into the comparative interactions of harmful
chemicals with functional biomacromolecules. J Hazard Mater 2010;182:877–85.

[16] Chen R, Li L, Weng Z. ZDOCK: an initial-stage protein-docking algorithm. Proteins
Struct Funct Genet 2003;52:80–7.

[17] Breton R, Housset D, Mazza C, Fontecilla-Camps JC. The structure of a complex of
human 17beta-hydroxysteroid dehydrogenase with estradiol and NADP+ identifies
two principal targets for the design of inhibitors. Structure 1996;4:905–15.

[18] Hastings J, de Matos P, Dekker A, Ennis M, Harsha B, et al. The ChEBI reference data-
base and ontology for biologically relevant chemistry: enhancements for 2013.
Nucleic Acids Res 2013;41:D456–63.

[19] Fanelli F, Ferrari S. Prediction of MEF2A-DNA interface by rigid body docking: a tool
for fast estimation of protein mutational effects on DNA binding. J Struct Biol 2006;
153:278–83.
[20] Phillips JC, Braun R, Wang W, Gumbart J, Tajkhorshid E, et al. Scalable molecular dy-
namics with NAMD. J Comput Chem 2005;26:1781–802.

[21] Humphrey W, Dalke A, Schulten K. VMD: visual molecular dynamics. J Mol Graph
1996;14:33–8.

[22] MacKerell Jr AD, FeigM, Brooks III CL. Extending the treatment of backbone energet-
ics in protein force fields: limitations of gas-phase quantummechanics in reproduc-
ing protein conformational distributions in molecular dynamics simulations.
J Comput Chem 2004;25:1400–15.

[23] MacKerell Jr AD, Bashford D, Bellott M, Dunbrack Jr RL, Evanseck JD, et al. All-atom
empirical potential for molecular modeling and dynamic studies of proteins. J Phys
Chem B 1998;102:3586–616.

[24] FoloppeN,MacKerell Jr AD. All-atomempirical forcefield for nucleic acids: 1. Parameter
optimization based on small molecule and condensed phase macromolecular target
data. J Comput Chem 2000;21:86–104.

[25] MacKerell Jr AD, Banavali N. All-atom empirical force field for nucleic acids: 2. Appli-
cation to molecular dynamics simulations of DNA and RNA in solution. J Comput
Chem 2000;21:105–20.

[26] Kibbe WA. OligoCalc: an online oligonucleotide properties calculator. Nucleic Acids
Res 2007;35:W43–6.

[27] Liu P, Dehez F, Cai W, Chipot C. A toolkit for the analysis of free-energy perturbation
calculations. J Chem Theory Comput 2012;8:2606–26.

[28] Dans PD, Walther J, Gómez H, Orozco M. Multiscale simulation of DNA. Curr Opin
Struct Biol 2016;37:29–45.

[29] Cornell WD, Cieplak P, Cl B, Gould IR, Merz KM, et al. A second generation force field
for the simulation of proteins, nucleic acids, and organic molecules. J Am Chem Soc
1995;117:5179–97.

[30] MacKerell Jr AD, Nilsson L. Molecular dynamics simulations of nucleic acid-protein
complexes. Curr Opin Struct Biol 2008;18:194–9.

[31] Galindo-Murillo R, Roe DR, Cheatham III TE. Convergence and reproducibility inmo-
lecular dynamics simulations of the DNA duplex d(GCACGAACGAACGAACGC).
Biochim Biophys Acta 2015;1850:1041–58.

[32] Mukherjee A, Lavery R, Bagchi B, Hynes JT. On the molecular mechanism of drug in-
tercalation into DNA: a simulation study of the intercalation pathway, free energy,
and DNA structural changes. J Am Chem Soc 2008;130:9747–55.

[33] Laughton CA, Harris SA. The atomistic simulation of DNA. WIREs Comput Mol Sci
2011;1:590–600.

[34] Hart K, Foloppe N, Baker CM, Denning EJ, Nilsson L, MacKerell Jr AD. Optimization of
the CHARMM additive force field for DNA: improved treatment of the BI/BII confor-
mational equilibrium. J Chem Theory Comput 2012;8:348–62.

[35] van Dijk M, Bonvin AMJJ. 3D-DART: a DNA structure modelling server. Nucleic Acids
Res 2009;37:W235–9.

[36] Askew EB, Gampe RT, Stanley TB, Faggart JL, Wilson EM. Modulation of androgen re-
ceptor activation function 2 by testosterone and dihydrotestosterone. J Biol Chem
2007;282:25801–16.

[37] Bathaie SZ, Nikfarjam L, Rahmanpour R, Moosavi-Movahedi AA. Spectroscopic stud-
ies of the interaction of aspirin and its important metabolite, salicylate ion, with
DNA, A·T and G·C rich sequences. Spectrochim Acta A 2010;77:1077–83.

[38] Singh RK, Ethayathulla AS, Jabeen T, Sharma S, Kaur P, Singh TP. Aspirin induces its
anti-inflammatory effects through its specific binding to phospholipase A2: crystal
structure of the complex formed between phospholipase A2 and aspirin at 1.9 ang-
stroms resolution. J Drug Target 2005;13:113–9.

[39] Jämbeck JPM, Mocci F, Lyubartsev AP, Laaksonen A. Partial atomic charges and their
impact on the free energy of solvation. J Comput Chem 2013;34:187–97.

[40] Hub JS, de Groot BL, Grubmüller H, Groenhof G. Quantifying artifacts in ewald sim-
ulations of inhomogeneous systemswith a net charge. J Chem Theory Comput 2014;
10:381–90.

[41] Hunter CA, Sanders JKM. The nature of π-π interactions. J Am Chem Soc 1990;112:
5525–34.

[42] Chaires JB, Herrera JE, Waring MJ. Preferential binding of daunomycin to 5′A/TCG
and 5′A/TGC sequences revealed by footprinting titration experiments. Biochemist
1990;29:6145–53.

[43] Gilad Y, Senderowitz H. Docking studies on DNA intercalators. J Chem Inf Model
2014;54:96–107.

[44] Lavery R, Moakher M, Maddocks JH, Petkeviciute D, Zakrzewska K. Conformational
analysis of nucleic acids revisited: curves+. Nucleic Acids Res 2009;37:5917–29.

[45] Blanchet C, Pasi M, Zakrzewska K, Lavery R. CURVES+ web server for analyzing and
visualizing the helical, backbone and groove parameters of nucleic acid structures.
Nucleic Acids Res 2011;39:W68–73.

[46] Tyulmenkov VV, Klinge CM. A mathematical approach to predict the affinity of es-
trogen receptors α and β binding to DNA. Mol Cell Endocrinol 2001;182:109–19.

[47] Peale Jr FV, Ludwig LB, Zain S, Hilf R, Bambara RA. Properties of a high-affinity DNA
binding site for estrogen receptor. Proc Natl Acad Sci U S A 1988;85:1038–42.

[48] Oren I, Fleishman SJ, Kessel A, Ben-Tal N. Free diffusion of steroid hormones across
biomembranes: a simplex search with implicit solvent model calculations. Biophys
J 2004;87:768–79.

[49] Alberts B, Johnson A, Lewis J, et al. The transport of molecules between the nucleus
and the cytosol. Molecular biology of the cell. 4th ed. New York: Garland Science;
2002.

[50] Hough LE, Dutta K, Sparks S, Temel DB, Kamal A, et al. The molecular mechanism of
nuclear transport revealed by atomic-scale measurements. Elife 2015;4, e10027.

[51] André J, Pfeiffer A, Rochefort H. Inhibition of estrogen-receptor-DNA interaction by
intercalating drugs. Biochemist 1976;15:2964–9.

http://dx.doi.org/10.1016/j.csbj.2016.12.001
http://dx.doi.org/10.1016/j.csbj.2016.12.001
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0005
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0005
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0005
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0005
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0010
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0010
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0010
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0015
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0015
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0020
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0020
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0020
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0025
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0025
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0025
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0030
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0030
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0035
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0035
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0035
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0040
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0040
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0045
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0045
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0045
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0050
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0050
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0050
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0055
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0055
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0060
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0060
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0060
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0065
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0065
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0065
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0070
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0075
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0075
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0075
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0080
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0080
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0085
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0085
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0085
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0085
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0090
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0090
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0090
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0095
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0095
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0095
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0100
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0100
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0105
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0105
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0110
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0110
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0110
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0110
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0115
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0115
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0115
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0120
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0120
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0120
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0125
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0125
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0125
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0130
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0130
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0135
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0135
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0140
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0140
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0145
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0145
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0145
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0150
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0150
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0155
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0160
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0160
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0160
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0165
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0165
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0170
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0170
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0170
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0175
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0175
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0180
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0180
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0180
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0185
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0185
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0185
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0190
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0190
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0190
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0190
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0195
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0195
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0200
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0200
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0200
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0205
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0205
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0210
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0210
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0210
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0215
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0215
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0220
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0220
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0220
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0225
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0225
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0225
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0225
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0230
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0230
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0235
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0235
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0240
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0240
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0240
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0245
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0245
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0245
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0250
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0250
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0255
http://refhub.elsevier.com/S2001-0370(16)30080-0/rf0255

	Molecular Mechanism of Binding between 17β-�Estradiol and DNA
	1. Introduction
	2. Material and Methods
	2.1. System Setup
	2.2. Molecular Docking
	2.3. Molecular Dynamics Simulations

	3. Results and Discussion
	3.1. Molecular Docking
	3.2. MD Simulations
	3.3. Effect on ER Binding

	4. Conclusions
	Declaration of Interest
	Author Contributions
	Acknowledgement
	References


