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A B S T R A C T   

Social media trust and sharing behaviors have considerable implications on how risk is being amplified or 
attenuated at early stages of pandemic outbreaks and may undermine subsequent risk communication efforts. A 
survey conducted in February 2020 in the United States examined factors affecting information sharing be
haviors and social amplification or attenuation of risk on Twitter among U.S. citizens at the early stage of the 
COVID-19 outbreak. Building on the social amplification of risk framework (SARF), the study suggests the 
importance of factors such as online discussion, information seeking behaviors, blame and anger, trust in various 
types of Twitter accounts and misinformation concerns in influencing the spread of risk information during the 
incipient stages of a crisis when the publics rely primarily on social media for information. An attenuation of risk 
was found among the US public, as indicated by the overall low sharing behaviors. Findings also imply that (dis) 
trust and misinformation concerns on social media sources, and inconsistencies in early risk messaging may have 
contributed to the attenuation of risk and low risk knowledge among the US publics at the early stage of the 
outbreak, further problematizing subsequent risk communication efforts.   

1. Introduction 

Effective risk communication in times of crises requires public trust 
and a delicate balance of risk management and messaging strategies 
(Reynolds & Seeger, 2014). Messaging must balance fear and efficacy so 
that the publics are informed and alerted of the risk but are also aware of 
their own ability to deal with the risk to maximize compliance behaviors 
(Witte, 1996). Too little fear and attenuation of risk perceptions, and the 
publics are unlikely to take the threat seriously and may take no action. 
Too much fear and amplification of risk perceptions, and the publics 
may panic and perceive themselves unable to take action (Witte, 1996). 

This balance is especially crucial at the beginning of pandemic out
breaks such as COVID-19, as either amplification or attenuation of risk 
may undermine subsequent risk communication efforts (Kasperson 
et al., 1988). First discovered in China in December 2019, the later 
identified new strain of coronavirus (SARS-CoV2) otherwise known as 
COVID-19 started to rapidly spread across the globe in early 2020. 
However, though COVID-19 was known to be highly contagious and has 
been spreading in China and European countries in early February, it 
wasn’t until late February that the first case of community spread was 
reported in the United States (Schumaker, 2020). Between this large 

window of time, the U.S. publics would learn about the threat and risk of 
COVID-19 only from the media, rather than from personal experience. 
As media are the primary risk amplification or attenuation sources 
(Kasoerson et al., 1988), this window of time prior to the U.S. outbreak 
provides the ideal setting to understand COVID-19 risk amplification 
and attenuation, and its impact on subsequent risk communication 
efforts. 

As people increasingly obtain and share risk information online, 
social media adds another layer of complexity to the situation. Publics 
may trust, gain and share risk information from various channels, many 
of which may have competing messages regarding the COVID-19 risk, 
further contributing to either amplification or attenuation of risk. 

Therefore, the present study uses survey methodology to assess fac
tors affecting information sharing behaviors and social amplification or 
attenuation of risk on Twitter among U.S. citizens from February 12 (a 
day after the disease produced by the novel coronavirus was officially 
named COVID-19 - “Co” standing for coronavirus, “Vi” for virus, and “D" 
for disease) to February 25, a day before the first case of suspected 
community spread was reported in the United States (Schumaker, 
2020). This window of time when publics would know about the threat 
and risk of COVID-19 only from the media (rather than from personal 
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experience) is vital to understand the role of social media trust and of 
more recent phenomena such as misinformation concerns in publics’ 
risk communication activities, as well as how these factors may 
contribute to the amplification or attenuation of risk during the emer
gence of an unprecedented threat. 

The social amplification of risk framework (SARF) (Kasperson et al., 
1988) was applied to understand how factors such as inter
personal/online discussion, information seeking behaviors, blame, 
emotions, trust in various Twitter sources, and misinformation concerns 
may affect coronavirus knowledge and information sharing behaviors. 
This sharing of risk information has important societal implications, as 
past research has documented incongruities between public opinion in 
the United States and the scientific community on topics ranging from 
vaccine safety to climate change (Scheufele & Krause, 2019). The U.S. 
publics’ risk sharing behaviors and the potential amplification and 
attenuation of risk prior to the outbreak have great implications for later 
COVID-19 developments in the U.S. 

2. Theoretical framework 

2.1. Social amplification of risk framework 

The Social Amplification of Risk Framework (SARF) was proposed to 
understand why some risk events characterized as small may “produce 
massive public reactions,” while others judged as serious by experts 
receive little attention from the public (Kasperson et al., 1988, p. 178). 
Both social amplification and attenuation of risk undermine the effec
tiveness of risk communication. The SARF posits that, while some risk 
information is communicated directly, most risk messages are trans
mitted via some kind of social institution such as media. Risk messages 
communicated indirectly may be amplified or attenuated by several 
psychological, social, and cultural factors, thus shaping the salience of 
risk (Kasperson et al., 1988). 

The SARF was initially developed in the traditional mass media 
environment and has identified amplification/attenuation factors such 
as frequency and volume of media coverage, dramatization of the media 
content, and ambiguity of the information (i.e., contradictory risk 
messages) (Kasperson et al., 1988). The framework was designed to be 
flexible and provided space for researchers to “deduct empirically test
able theories and to offer a perspective to interpret and classify risk 
communication data” (Renn, 1991, p. 320). Studies applying SARF have 
focused on various contexts such as pandemic outbreaks (Lewis & 
Tyshenko, 2009; Wirz et al., 2018), health-related topics (Chong & 
Choy, 2018; Strekalova & Krieger, 2017), and disaster risks (Bren
kert-Smith, Dickinson, Champ, & Flores, 2013; Jagiello & Hills, 2018). 

Recent research has expanded the SARF on the internet (Chong & 
Choy, 2018; Chung, 2011; Guo & Li, 2018) and social media (Fellenor 
et al., 2017; Strekalova & Krieger, 2017; Wirz et al., 2018; Zhang et al., 
2017). The online and social media environment added complexity to 
the risk amplification process (Chung, 2011; Chung & Choy, 2018; 
Fellenor et al., 2018) and was found to be more powerful than tradi
tional media in amplifying risk (Ng, Yang, & Vishwanath, 2018). 

A few factors were identified as risk amplifiers in the online and 
social media environment. First, spikes in risk amplifications online 
often correspond with related offline events (Chong & Choy, 2018; Wirz 
et al., 2018) as well as traditional media coverage of the risk event 
(Fellenor et al., 2018). Online media and government agency (e.g., CDC) 
serve as social stations for transmitting risk information to the general 
public and certain social groups and for impacting the circulation and 
public engagement of the risk information online (Chung, 2011; Wirz 
et al., 2018). 

Second, public engagement was found to be a major predictor of the 
amplification of risk online (Pedgeon, Kasperson, & Slovic, 2003). 
Rather than passive consumers, lay publics actively engage in the 
transmission of risk messages, thus changing and shaping the narrative 
and story (Chung, 2011; Strekalova & Krieger, 2017). As a result, social 

media risk amplification is characterized as emotionally intense, 
time-compressed, and with less authority control over risk information 
(Chong & Choy, 2018; Wirz et al., 2018). 

In addition, certain framing of the risk event or different risk signals 
may also fuel the volume and propagation of risk information (Chung, 
2011; Fellenor et al., 2018). For example, by framing a tunnel con
struction project in risk terms, environmentalists in South Korea were 
able to amplify the risk perceptions and eventually garner national 
public attention (Chung, 2011). Similarly, in examining the social 
amplification of ash dieback disease risk in the U.K. on Twitter, Fellenor 
et al. (2018) found that interactions about the risk were often framed by 
social group affiliations, interests, and identities. 

Finally, sentiments and blame play a large role in amplifying risk 
online (Chong & Choy, 2018; Wirz et al., 2018). The negative emotion of 
anger was found to be the most predominant emotion online for risk 
amplification and the expression of anger is often associated with blame. 
For instance, Wirz et al. (2018) discovered that blame attribution 
constituted 30% of sentiments on Twitter and 71% on Facebook in the 
social amplification of Zika-related risk information. Zika became a 
politically charged topic in the U.S. as amplification of Zika risk rippled 
to involve debates concerning Zika-related funding (Wirz et al., 2018). 
In a similar vein, Chong and Choy (2018) found that risk perceptions 
about haze were amplified when Singaporeans expressed anger in 
blaming the government of inaction on Facebook. Anger was also shown 
to coexist with other types of emotions such as sadness (Chong & Choy, 
2018). 

Prior research applying SARF in social media risk communication 
has primarily examined the volume of public attention measured by 
number of visits, comments, likes and shares as proxies for social 
amplification (Chong & Choy, 2018; Chung, 2011; Strekalova & Krieger, 
2017; Wirz et al., 2018). Therefore, the present study examines publics’ 
risk information sharing behaviors to indicate public attention toward 
the risk and social amplification of risk. Based on social media SARF 
literature, discussion volume (online and offline), information seeking, 
blame, and emotions were found to be closely associated with the social 
amplification of risk (i.e., risk information sharing behaviors). 

2.1.1. Online and offline discussion 
Discussion volume, both online and offline, is one of the major pre

dictors of risk information amplification on social media (Binder, 
Scheufele, Brossard, & Gunther, 2011; Chong & Choy, 2018; Wirz et al., 
2018). Research has shown that public online discussions related to risk 
are mostly episodic, and spikes in discussions correlate with occurrence 
of unprecedented offline risk events (Chong & Choy, 2018; Wirz et al., 
2018). This indicates that as publics consume risk-related news, they are 
also more likely to engage in the discussion of risk information, and 
consequently, disseminate the risk information. The conversations and 
discussions surrounding the risk event and information were often not 
restricted to online only, but also include offline interpersonal discus
sions (Binder et al., 2011). For example, interpersonal discussion fre
quency among community members, contingent on support attitude, 
was found to be positively associated with amplification of risk 
perception of a nearby biological research facility. 

2.1.2. Information seeking behaviors 
Risk events are characterized as uncertainty and anxiety-producing. 

Availability of risk information was related with risk amplifications on 
social media (Guo & Li, 2018). Heightened uncertainty regarding a risk 
may result in increased public concerns and conspiracy theories (Kas
person et al., 1988; Wirz et al., 2018) and may boost publics’ tendencies 
to seek information related to the risk (Zhang, Borden, & Kim, 2018). As 
information seeking behaviors are closely associated with information 
sharing behaviors (Hilverda & Kuttschreuter, 2018; Zhang & Shay, 
2019), information seeking behaviors prompted by the uncertainty and 
lack of information may also increase social media users’ likelihood of 
sharing the information. 
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2.1.3. Blame 
In addition to information seeking behaviors, the uncertainty created 

by risk events also prompts publics to attribute and assign re
sponsibilities for the risk event. Blame attribution has been identified as 
one of the most prominent themes of public sentiments in the social 
media risk amplification process (Fellenor et al., 2018; Chong & Choy, 
2018; Wirz et al., 2018). Publics often attribute blame to government 
entities due to their inability or inefficiency in managing the risk events. 
The blaming sentiments often spike risk amplification and create “ripple 
effects” or secondary impacts of the initial risk event (Kasperson et al., 
1988; Wirz et al., 2018). Failure to effectively respond or manage the 
risk may lead to public blame and may consequently create secondary 
impacts such as lower levels of public trust and reluctance to accept 
technology related to the risk (Renn, Burns, Kasperson, Kasperson, & 
Slovic, 1992; Kasperson et al., 1988). For example, public blame on the 
U.S. government and legislative groups regarding Zika-related funding 
has sparked a second peak on the Zika risk amplification process on 
Twitter (Wirz et al., 2018). 

In the case of COVID-19, the initial COVID-19 outbreak created un
certainty and ambiguity and U.S. publics may attribute the pandemic 
outbreak to Chinese government’s mismanagement and inability to 
contain the initial spread of the cases (Walsh, 2020). As sentiments of 
blame may contribute to risk amplification and public attention (Wirz 
et al., 2018), blame attribution on the Chinese government may lead to a 
ripple effect, generating higher level of information sharing behaviors. 

2.1.4. Emotions 
Emotions, especially negative emotions such as anger and fear, are 

strong predictors of online behaviors in social media (Berger & Milk
man, 2012; Song, Dai, & Wang, 2016), risk and crisis (Zhang & Borden, 
2020; Zhang et al., 2018), and social amplification of risk (Burns, Peters, 
& Slovic, 2012). While anger was found to be the most viral sentiment 
online (Berger & Milkman, 2012), high arousal negative emotions such 
as anger and fear were both found to be closely associated with moti
vational tendencies such as behavioral intentions (Zhang & Borden, 
2020; Zhang et al., 2018). Similarly, using the SARF, Burns et al. (2012) 
suggested that negative emotions, including fear and anger, were high 
predictors of increased risk perceptions after an economic crisis. 

2.2. Trust and misinformation concerns 

Although trust was not a focal concept in the original SARF (Kas
person et al., 1988), (mis)trust in communication sources has been 
regarded as an important area of theoretical development for SARF 
(Kasperson, Kasperson, Pidgeon, & Slovic, 2003; Perko, 2011). For 
example, a recent study has found that trust in information sources 
predicted agricultural advisors’ belief in climate change (Mase, Cho, & 
Prokopy, 2015). As social media sources play a significant role in 
communicating risk as information brokers and “social stations”, and as 
misinformation and conspiracy theories have been a concern for risk 
amplification on social media (Wirz et al., 2018), the present study ex
amines the role of trust in information sources as risk amplifier. 

Distrust in news media, as measured by The Edelman Trust Barom
eter (2021), has increased in the United States from 48% to 55% in the 
past year alone. This is in part due to rising concerns about misinfor
mation and disinformation, or what some politicians erroneously and 
strategically call “fake news” (Amazeen & Bucy, 2019), and has 
important implications during times of uncertainty and continuously 
emerging new information, such as the recent outbreak of the novel 
coronavirus. When the public no longer trusts mainstream news sources, 
it is more likely to seek information from alternative platforms such as 
social media (Tsfati & Ariely, 2014; Tsfati & Cappella, 2003), which, in 
the absence of gatekeepers, provides mechanisms for users to receive 
and amplify inaccurate information much faster than ever (Valenzuela, 
Halpern, Katz, & Miranda, 2019). 

While the term “fake news” is an oxymoron (Ireton & Posetti, 2018) 

used to describe reporting that an actor finds inconvenient or disagrees 
with (Wardle & Derakhshan, 2018), disinformation is a concept that has 
attracted a lot of public alarm and scholarly attention in research 
examining information dissemination on social platforms (Shu, Wang, 
Lee, & Liu, 2020). Defined as deliberately deceptive news (Ireton & 
Posetti, 2018; Tandoc, Lim, & Ling, 2018), disinformation contains 
fabricated facts and can be motivated by either political or financial 
interests. Unlike disinformation, misinformation is false information 
that is disseminated by people who think it is accurate, rather than by 
malicious entities that are aware of the truth and aim to manipulate 
public opinion (Wardle & Derakhshan, 2018). Regardless of the actors’ 
intentions in spreading false information, the openness of social media 
has created an ideal setting for such inaccuracies to spread like fire, 
creating an “information disorder” (Shu et al., 2020, p. 2). Pew survey 
research (Barthel, Mitchell, & Holcomb, 2016) found that while Amer
icans are concerned about misinformation, they generally feel confident 
they can detect it in the news, while 23% say they mistakenly shared 
fabricated news stories in the past. In a study of 38 countries, Newman, 
Fletcher, Kalogeropoulos, and Nielsen (2019) found that, compared to 
their Western European counterparts, Americans are twice as concerned 
about misinformation on the internet, with 67% reporting high levels of 
concern. While trust in a source of information and interpersonal online 
discussions might make social media users more confident in sharing 
information about health risks, concerns about misinformation might 
make them more hesitant to do so, especially since the number of 
Americans (43%) who think the public is responsible for preventing the 
spread of fabricated news is almost equal to the those who think gov
ernments (45%) or social networking sites and search engines (42%) 
should shoulder the responsibility (Barthel et al., 2016). 

As patients increasingly turn to social media and online sources for 
health information, trust in risk information available online has raised 
concerns among medical and mass communication scholars (Lin, Lev
ordashka, & Utz, 2016; Song, Dai, & Wang, 2016). Even before social 
media were such a staple in consumers’ health news diet, trust in health 
information on the Internet was positively associated with people’s 
discussion of health-related topics, online health information seeking, 
and online information sharing (Hou & Shim, 2010). Likewise, Song, 
Omori, et al. (2016) found that trust in social-media health information 
(both experience- and expertise-based) was a significant predictor of 
seeking health information online. Additionally, trust in various infor
mation sources was found to be associated with beliefs about the risk 
and subsequently lead to behaviors regarding the risk in a recent study 
expanding SARF (Mase et al., 2018). 

While a recent study conducted in India (Neyazi, Kalogeropoulos, & 
Nielsen, 2021) found no correlation between misinformation concerns 
and online news sharing, concern about “fake news” and inaccurate 
information on social networks has been very high in the U.S. (Newman 
et al., 2019). Given the incipient level of the crisis, and as increased 
doubts and debates on facts regarding a risk event may heighten public 
uncertainty and may influence the credibility of information sources 
(Kasperson et al., 1988), the present study argues that misinformation 
concerns may alter the degree to which online interpersonal discussions 
and trusted sources affect risk amplification and information sharing 
behaviors. More specifically, though online discussion may increase 
information sharing regarding the risk, Twitter users might be more 
cautious about amplifying risk messages when they perceive certain 
platforms or content as potential misinformation land mines, thus 
lowering sharing behaviors. Similarly, despite trust in certain Twitter 
accounts or sources may increase sharing behaviors, Twitter users may 
be reluctant to share if they perceive possible speculative information to 
be circulating on the social network. 

2.3. The present study 

The present study is especially interested in understanding the 
relationship between trust (in Twitter sources) and risk sharing 
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behaviors on Twitter as well as between trust (in Twitter sources) and 
coronavirus knowledge. Previous SARF literature has indicated that 
social stations (i.e., various sources) may lead to risk amplification 
(Kasperson et al., 1988) and that trust in sources may affect beliefs and 
behaviors associated with risk (Mase et al., 2015). However, the re
lationships between trust in sources and risk sharing and between trust 
in sources and risk knowledge have not been tested in the social media 
environment. Therefore, the present study proposes the following 
research questions: 

RQ1: How is trust associated with information sharing behaviors? 
More specifically, how does trust in different Twitter sources associate 
with information sharing behaviors? 

RQ2: How is trust associated with coronavirus knowledge? More 
specifically, how does trust in different Twitter sources associate with 
coronavirus knowledge? 

The review of literature, including the SARF and previous studies 
applying SARF, has suggested that a number of factors, including 
interpersonal discussions (offline and online), information seeking be
haviors, blame, negative emotions (fear and anger) and trust, may 
contribute to risk sharing behaviors on social media (Binder et al., 2011; 
Burns et al., 2012; Hilverda & Kuttschreuter, 2018; Kasperson et al., 
1988; Wirz et al., 2018). Applying these assumptions in the context of 
Twitter at the early stage of the pandemic outbreak in the U.S., the 
present study proposes the following hypotheses: 

H1: Interpersonal discussions (offline and online) are positively 
associated with information sharing behaviors. 

H2: Information seeking behaviors are positively associated with 
information sharing behaviors. 

H3: Blame is positively associated with information sharing 
behaviors. 

H4: Negative emotions (fear and anger) are positively associated 
with information sharing behaviors. 

Furthermore, as discussed in the literature review section, uncer
tainty at the incipient stage of the pandemic may increase publics’ 
doubts and concern regarding accuracy about the risk information 
(Kasperson et al., 1988; Wirz et al., 2018) and Twitter users may be 
reluctant to share risk information if they perceive possible speculative 
information to be circulating on Twitter. Therefore, the present study 
hypothesizes that misinformation concerns may alter the degree to 
which online interpersonal discussions and trusted sources affect risk 
amplification and information sharing behaviors. 

H5: Misinformation concerns moderate online interpersonal discus
sion’s effect on information sharing behaviors. 

H6: Misinformation concerns moderate trusted accounts’ effect on 
information sharing behaviors. 

3. Method 

The present study employed an online survey to examine how risk 
transmission may amplify or attenuate at the early stage of pandemic 
outbreak in the United States. Prior to distribution, the study received 
approval from the Institutional Review Broad on February 10, 2020. 
Survey participants were recruited from Amazon Mechanical Turk, a 
service that has been shown to produce reliable data if surveys include 
attention checks to reduce random answering (Rouse, 2015) and where 
participants are more likely to read instructions than typical under
graduate student populations (Ramsey, Thompson, McKenzie, & Rose
nbaum, 2016). Several measures were taken to ensure data quality: first, 
reCAPCHA were used to filter out bots; second, participants were 
required to have an approval rate of 99%; and finally, participants were 
required to be living in the United States. A total of N = 508 were 
recruited in small batches over the course of two weeks, from February 
12 to February 25, 2020. After data cleaning, N = 450 were retained. 
When asked about Twitter usage, 87.6% of participants reported to use 
Twitter from regularly to rarely and 12.4% reported never. Therefore, 
only Twitter users were eventually retained in the sample, N = 394, and 

used in analysis. 

3.1. Participants 

Within the sample, N = 239 (60.7%) identified as male, N = 150 
(38.1%) identified as female, and N = 5 (1.3%) identified as other. 
Average age for the participants was M = 36.51 (SD = 11.21). As for race 
and ethnicity, N = 43 (10.9%) were Hispanic or Latino, N = 322 (81.7%) 
were white, N = 34 (8.6%) were black or African American, N = 25 
(6.3%) were Asian, N = 2 (0.5%) were American Indian or Alaska 
Native, and N = 11 (2.8%) identified as other. 

In terms of employment status, N = 344 (87.3%) were employed and 
N = 50 (12.7%) were not employed. As for education, most participants 
had a bachelor’s degree (N = 167, 42.4%), followed by some college or 
technical training (N = 128, 32.5%), post-graduate degree (N = 55, 
14.0%), high school graduate (N = 40, 10.2%), and less than high school 
(N = 4, 1.0%). See Table 1 for participant profile. 

In general, 99.7% of the participants had heard of the novel coro
navirus and reported to be very familiar with it (M = 4.4, SD = 0.78) (1 
= not at all, 5 = a great deal). While risk perceptions were at a medium 
level (M = 3.59/5, SD = 0.83), perceived vulnerability was relatively 
low in this sample (M = 2.09/5, SD = 0.98). 

3.2. Procedure 

After consenting to the survey, participants were first asked about 
their familiarity with the coronavirus, their risk perceptions and 
perceived vulnerability. They were then asked to recall and rate their 
information sharing and seeking behaviors, as well as their online and 
offline discussion regarding the coronavirus in the past week. After
wards, participants answered questions measuring their trust in various 
information sources on Twitter, knowledge about coronavirus, misin
formation concerns, negative emotions (fear and anger), their blame 
attribution on the Chinese government, as well as related demographic 
information. 

Table 1 
Participant profile  

Demographics Categories N (%) 

Gender Male 239 (60.7) 
Female 150 (38.1) 
Other 5 (1.3) 

Age  Mean 36.51 (Range: 
18–73) 

Ethnicity Hispanic or Latino 43 (10.9) 
Race White 322 (81.7) 

Black/African American 34 (8.6) 
American Indian/Alaska Native 2 (.5) 
Asian 25 (6.3) 
Other (e.g., multiracial) 11 (2.8) 

Education Less than high school 4 (1.0) 
High school diploma 40 (10.2) 
Some college or technical 
training 

128 (32.5) 

Bachelor’s degree 167 (42.4) 
Post-graduate work or degree 55 (14.0) 

Household 
Income 

Less than $30,000 81 (20.6) 
$30,000 - less than $50,000 88 (22.3) 
$50,000 - less than $75,000 107 (27.2) 
$75,000 - less than $100,000 70 (17.8) 
$100,000 or more 48 (12.1) 

Employment Not employed 50 (12.7) 
Employed 344 (87.3) 

Marital Status Single 252 (64.0) 
Married 124 (36.0) 

Total 394 (100.0)  
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3.3. Measurement 

All variables were measured on 5-point Likert scales. Information 
sharing behaviors was created with six items asking participants 
whether they have posted or retweeted about coronavirus-related news 
(1 = never, 5 = very frequently). Information seeking behaviors were 
adopted from Zhang and Shay (2019) with four items such as followed 
CDC, sought information on social media, etc. (1 = never, 5 = very 
frequently). 

The knowledge variable (M = 2.26, SD = 1.05) was created as an 
additive scale with four items assessing participant knowledge of the 
coronavirus, symptoms, transmission, etc. The variable was treated as 
dummy variables with 1 = correct answer and 0 = incorrect. An index 
for misinformation concerns was adapted from Reuter, Hartwig, Kirch
ner, and Schlegel (2019) with five items such as “misinformation is a 
really serious threat” (1 = strongly disagree, 5 = strongly agree). 
Face-to-face discussion about coronavirus was adopted from literature 
on political talk (de Zuniga, Bachmann, Hsu, & Brundidge, 2013) with 
eight items asking how frequently respondents talked face-to-face about 
the coronavirus with family/friends, acquaintances, strangers, people 
with similar political views, people with dissimilar political views, 
people from a different race or ethnicity, people from a different social 
class, and people who propose alternatives or policies for problem 
solving (1 = never, 5 = all the time). Online discussion about corona
virus adopted the same scale asking participants specifically about their 
online discussion. Negative emotions, including fear and anger, were 
measured by asking the participants the degree to which they experi
enced the emotions (1 = none at all, 5 = a great deal) (Kim & Nie
derdeppe, 2013; Zhang & Borden, 2020). Blame (attribution of 
responsibility to the Chinese government) was measured with a scale 
adopted from Zhang and Kim (2017) (1 = strongly disagree, 5 = strongly 
agree). See Table 2 for measurements, Cronbach’s alphas, and Means 
and Standard Deviations. 

Finally, the level of trust in Twitter sources of coronavirus infor
mation was adapted from Song, Omori, et al. (2016), with answers 
ranging from 1 = distrust to 5 = trust. Participants were asked to rate 
their degree of trust in Twitter accounts of national television stations 
(M = 3.34, SD = 1.25), local television stations (M = 3.54, SD = 1.06), 
newspapers (M = 3.59, SD = 1.15), cable television channels (M = 3.20, 
SD = 1.28), major news websites (M = 3.45, SD = 1.19), alternative 
news websites or blogs (M = 2.57, SD = 1.19), “people I follow (that I 
don’t personally know)” (M = 2.70, SD = 1.13), federal agencies such as 
CDC (M = 4.00, SD = 1.14), local health department (M = 3.96, SD =
1.09), state health department (M = 3.95, SD = 1.11), politicians (M =
2.43, SD = 1.18), celebrities (M = 2.17, SD = 1.14), friends and families 
(M = 3.31, SD = 1.07), and the Chinese government (M = 2.12, SD =
1.18). 

4. Results 

To answer RQ1 and test hypotheses 1 through 5 about factors 
affecting information sharing behaviors, a hierarchical regression 
analysis was conducted where trust in various sources of information on 
Twitter were entered in the first block, interpersonal discussions, in
formation seeking behaviors, blame, and emotions were entered in the 
second model, and demographics were entered in the third. Respondents 
who reported they never use Twitter were excluded from the analyses, 
with final N = 394. The sample size is appropriate to conduct Linear 
Multiple Regression with 26 predictors, an effect size of f2 = 0.15, power 
1- β = 0.99, and α = 0.05 (Cohen, 1988). 

In answer to RQ1, which asked what sources of trust are most 
associated with information sharing behaviors, Table 3 shows that trust 
in Twitter accounts of regular people the respondents follow despite not 
necessarily knowing them personally (B = 0.10, p = .022), of politicians 
(B = 0.13, p = .003), of celebrities (B = 0.17, p = .001), and of the 
Chinese government (B = 0.09, p = .004) was significantly positively 

related to COVID-19 information sharing behaviors. Trust in these types 
of accounts explained 33% of variance in the dependent variable. Only 
trust in accounts of the Chinese government remained significantly 
associated with information sharing behaviors in the second model, 
which controlled for emotions, blame, interpersonal discussions, and 
information seeking behaviors, as well as in the third model, which 
controlled for demographics, and where trust in accounts of regular 
people became significant again. 

Table 2 
Measurements.  

Information sharing behaviors Cronbach’s Alpha = .88, M = 2.08, SD = .97 
1. Seen news about coronavirus on Twitter 
2. Favorited tweets sharing news about the 
coronavirus 
3. Retweeted posts sharing news about the 
coronavirus 
4. Replied to tweets sharing news about the 
coronavirus 
5. Posted tweets with news or opinion about the 
coronavirus 
6. Dispelled a recurring inaccurate information 
about coronavirus 

Information seeking Cronbach’s Alpha = .86, M = 2.24, SD = 1.08 
1. Followed relevant government agencies such as 
CSC’s social media account for more information 
on the crisis 
2. Visited relevant government agencies such as 
CDC’s website for more information on the crisis 
3. Sought information about the crisis from my 
friends and family on social media 
4. Sought information about the crisis from an 
expert (public figure) who I already follow 

Misinformation concerns Cronbach’s Alpha = .74, M = 4.32, SD = .67 
1. Misinformation is a really serious threat to this 
country 
2. I have been exposed to misinformation and I 
believed it (not included) 
3. Others have been exposed to misinformation 
and believed it 
4. Misinformation can change people’s attitudes 
5. Misinformation can be stopped by large tech 
companies (not included) 
6. Social media are leading sources of 
misinformation 

Face-to-face/online discussion 
about coronavirus 

Cronbach’s Alpha = .93, M = 2.23, SD = .92 (Face- 
to-face) 
Cronbach’s Alpha = .95, M = 2.24, SD = 1.05 
(online) 
1. People I know well, like family members and 
close friends 
2. People I don’t know very well, like 
acquaintances I have met in real life 
3. Strangers, or people that you have only met 
online 
4. People whose political views are similar to 
yours and generally agree with you 
5. People whose political views are different from 
yours and generally disagree with you 
6. People from a different race or ethnicity 
7. People from a different social class 
8. People who propose alternatives or policies for 
problem solving 

Blame Cronbach’s Alpha = .95, M = 3.40, SD = 1.20 
1. The Chinese government is highly responsible 
for the crisis 
2. The Chinese government should be held 
accountable 
3. The crisis is the fault of the Chinese government 
4. I blame the Chinese government for the crisis 

Fear Cronbach’s Alpha = .95, M = 2.23, SD = 1.07 
I feel … scared; fearful; afraid; anxious; worried; 
concerned 

Anger Cronbach’s Alpha = .93, M = 1.92, SD = 1.04 
I feel … angry; irritated; disgusted; contempt; 
annoyed  
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RQ2 asked how trust in various types of Twitter accounts is associ
ated with knowledge about the coronavirus. A linear regression analysis 
(Table 4) was run, where trust in each type of account were entered as 
independent variables. Trust in local TV (B = − 0.21, p = .003) and the 
local health department (B = − 0.18, p = .024) was negatively associated 
with knowledge, and trust in the Twitter account of the CDC was posi
tively associated with knowledge (B = 0.18, p = .012). 

H1 predicted that interpersonal discussions about the coronavirus 
are positively associated with information sharing behaviors. As Table 3 

shows in Model 2, only online discussion (B = 0.17, p = .000) was 
positively correlated with the dependent variable. H1 was partially 
supported. Online discussions remained statistically significant in the 
third model, which controlled for demographic variables (B = 0.17, p =
.000), while face-to-face discussions were again not significant pre
dictors. None of the demographics made a difference in information 
sharing behaviors, with the exception of education, which was positively 
associated with the dependent variable (B = 0.07, p = .02). 

H2 predicted that information seeking behaviors are positively 
associated with information sharing behaviors. Regression analysis (see 
Table 3) shows that information seeking was significantly correlated 
with the dependent variable both in Model 2 (B = 0.36, p = .000) and in 
Model 3 (B = 0.35, p = .000). H2 was supported. 

H3 predicted that blame is positively correlated with information 
sharing behaviors regarding the coronavirus. Table 3 shows that blame 
was a significant predictor of information sharing both in Model 2 (B =
0.05, p = .03) and in Model 3 (B = 0.05, p = .04). H3 was supported. 

H4 predicted that emotions (fear and anger) will be positively 
associated with information sharing behaviors. The regression analysis 
in Table 3 (Models 2 and 3) found that fear did not make a difference in 
either model, but anger was positively associated with information 
sharing behaviors (B = 0.14, p = .000), even when controlling for de
mographics (B = 0.14, p = .000). Therefore, H4 was only partially 
supported. 

H5 predicted that misinformation concerns moderate online inter
personal discussion’s effect on information sharing behaviors. To test 
the moderation effect, PROCESS, a regression-based approach to 
moderation and mediation analysis (Hayes, 2013), was employed in 
SPSS. A simple moderation analysis where the coronavirus information 
sharing behavior index was entered as the dependent (Y) variable, on
line discussion was entered as independent (X) variable, and concern 
about misinformation as moderator (W) variable (Model 1 in PROCESS) 
found that although online discussion (B = 1.21, p = .000) had a positive 
association to sharing behaviors, when interacted with misinformation 
concerns, the association became negative (B = − 0.14, p = .013). See 
Table 5 and Fig. 1. The model explains 49% of the variance in the 
dependent variable. H5 was supported. In other words, if respondents 
were concerned about misinformation, they were less likely to share 
information about the novel coronavirus even when they would other
wise engage in online conversations with others. 

H6 predicted that misinformation concerns moderate trusted ac
counts’ effect on information sharing behaviors. Because regression 
analysis in Table 3 found that trust in the Twitter accounts of regular 
people and of the Chinese government were consistently correlated with 
information sharing behaviors, they were included in moderation 
models with PROCESS (Hayes, 2013). The regression-based models 
found no interaction effect for both trust in regular people Twitter 

Table 3 
Regression analysis with variables predicting information sharing behaviors.  

Trust in Twitter accounts 
of … 

Model 1 Model 2 Model 3 

B (SE) B (SE) B (SE) 

National TV -.06 .05 -.02 .04 -.02 .04 
Local TV .01 .05 .02 .04 .04 .04 
Newspapers -.02 .05 .02 .04 .01 .04 
Cable TV -.01 .04 -.04 .03 -.05 .03 
Major news websites -.02 .05 -.004 .03 .01 .03 
Blogs and alternative 

news sites 
.07 .04 .01 .02 .02 .02 

Regular people I follow .103* .04 .05 .03 .07* .03 
Friends and family .04 .04 -.05 .03 -.05 .03 
Federal agencies like 

the CDC 
-.05 .05 .01 .04 .01 .04 

Local health 
department 

-.02 .05 -.05 .04 -.05 .04 

State health department .04 .06 .007 .04 -.01 .04 
Politicians .13* .04 .05 .03 .05 .03 
Celebrities .17** .05 .02 .03 .01 .03 
Chinese government .14** .04 .09* .03 .09* .03 

Fear   -.008 .03 .00 .03 
Anger   .14** .03 .14** .03 
Blame   .05* .02 .05* .02 
Face-to-face discussion   .07 .05 .04 .05 
Online discussion   .17** .04 .18** .04 
Information seeking   .36** .03 .35** .03 

Age     -.003 .002 
Gender (Male)     .09 .05 
Race (White)     .07 .07 
Community (Rural)     .006 .04 
Education     .05* .03 
Income     .01 .01 

N 394  394  394  
R2 .33  .69  .70  
F 13.88**  42.15**  33.64**  

*p < .05, **p < .001. 

Table 4 
Regression analysis with trust variables predicting knowledge about the 
coronavirus.  

Trust in Twitter accounts of … B (SE) 

National TV .11 .07 
Local TV -.21* .07 
Newspapers .04 .07 
Cable TV -.03 .05 
Major news websites .10 .06 
Blogs and alternative news sites -.07 .05 
Regular people I follow -.03 .05 
Friends and family .08 .05 
Federal agencies like the CDC .18* .07 
Local health department .09 .08 
State health department -.18* .07 
Politicians -.007 .05 
Celebrities -.11 .06 
Chinese government -.08 .05 

N 394  
R2 .15  
F 4.89**  

*p < .05, **p < .001. 

Table 5 
Misinformation concerns moderate online discussion’s effect on information 
sharing behaviors.   

Information sharing behaviors 

B (SE) t LLCI ULCI 

Online discussion 1.21*** .25 4.89 .73 1.70 
Misinformation concerns .13 .14 .90 -.15 .41 
(M) Online discussion x 

Misinformation concerns 
-.14* .06 − 2.48 -.25 -.03 

Conditional effects of Online discussion at the values of Misinformation concerns 
3.75 .69*** .05 14.27 .59 .78 
4.50 .58*** .03 16.93 .52 .65 
5.00 .52*** .05 10.50 .42 .61 

N 394     
R2 .49     
F (3, 390) 124.17****     

*p < .05, **p < .001. 
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accounts and trust in Chinese government Twitter accounts. H6 was not 
supported. 

5. Discussion 

A survey of U.S. social media users set out to examine risk amplifi
cation and attenuation factors associated with coronavirus-related in
formation sharing behaviors and knowledge in the incipient stages of the 
COVID-19 pandemic in the United States (February 11–25, 2020). 
Regression analyses showcased associations that have important impli
cations for risk communication in a world where media consumers rely 
increasingly on alternative sources of news, such as social media. 

Despite the high awareness of the novel coronavirus SARS-CoV2 (M 
= 4.4 on a 5-point scale, SD = 0.78), relatively low overall sharing be
haviors (M = 1.97 on a 5-point scale, SD = 0.96) may have indicated an 
attenuation of risk at the brink of a massive pandemic outbreak in the U. 
S. However, this low sharing behavior might be a blessing in disguise 
considering the respondents’ overall mediocre level of knowledge about 
how the virus presented itself and was transmitted (M = 2.26 on 4-point 
additive scale, SD = 1.04). Supporting existing literature (Chung, 2011; 
Strekalova & Krieger, 2017), the participants in the present study were 
more likely to share information about COVID-19 if they engaged in 
discussions about the coronavirus online, but not face-to-face, with 
people in their social circle. This also indicates that social media dis
cussions of risk may have a more prominent effect than that of offline 
risk discussion when it comes to risk amplification (Ng et al., 2018). 

Regression analysis also found that users who actively sought in
formation about the risk (from the CDC, public figures, and on social 
media) were more likely to help spread the word on their social 
networking sites. This has important implications for the institutions 
that want to increase awareness and protective actions among the larger 
public during the early stages of a pandemic. They should make scien
tific information available widely and frequently on their websites and 
official social media accounts to increase the likelihood that information 
seekers would contribute to the social amplification of the risk. 

Supporting previous literature (Chong & Choy, 2018; Wirz et al., 
2018), blame attribution on the Chinese government and negative 
emotion of anger generated higher level of information sharing behav
iors. The pandemic, though still at the incipient level, has created un
certainty and ambiguity, leading to anger and blaming sentiments that 
amplifies the propagation of the risk. While anger was found to be 
positively associated with information sharing behaviors, fear was not. 

This may indicate that different negative arousal emotions may function 
differently. Anger was often found to be associated with blame attri
bution and fear was usually related with personal (health) safety (Song, 
Dai, & Wang, 2016). This is also consistent with the Extended Parallel 
Process Model that if people are experiencing too much fear and not 
enough efficacy in a pandemic, they may engage in fear control and 
avoid self-protective or other behaviors (Witte, Cameron, McKeon, & 
Berkowitz, 1996). At the early stage of COVID-19 in the U.S., though the 
publics were attributing blame to the Chinese government, they were 
either not alert enough to perceive themselves to be at risk yet or having 
too much fear without any ways to address or alleviate the fear. Either 
possibility may not amplify risk or lead to information sharing 
behaviors. 

Analysis of trust in information sources on Twitter yielded inter
esting results. When controlling for other variables, only trust in regular 
people (whom social-media users follow on Twitter but don’t know 
personally) and trust in the Chinese government led to increased in
formation sharing behaviors. This may be consistent with The Edelman 
Trust Barometer (2019) results showing an increasing distrust in 
mainstream news sources and government sources in the U.S. However, 
people may feel that information from strangers on Twitter are more 
reliable and shareable. For social-media users to follow strangers, they 
must be using specific criteria, such as common interests and lifestyles, 
rather than heuristics related to authority or celebrity, such as with the 
accounts of well-established media, health, and governmental in
stitutions. Because they relate more easily to regular people, this para
social interaction leads social-media users to feel a sense of closeness or 
what social psychology calls “ambient intimacy” (Lin, Levordashka, & 
Utz, 2016). As for trust in the Chinese government, those who trust the 
Chinese government may also be following the pandemic outbreak in 
China before it was declared a pandemic in the United States. This 
engagement with the risk event may lead to their increased information 
sharing behaviors. 

Furthermore, the present study found that while trust in local TV and 
state health departments did not increase knowledge of COVID-19, only 
trust in the CDC did. At the early stage of a pandemic with little expert 
knowledge of the virus, direct communication from federal agencies 
such as The Centers for Disease Control and Prevention is the most 
beneficial. However, sources such as local TV and state health de
partments may report and communicate contradictory information 
about the pandemic, undermining the effects of health risk education. 
This is consistent with prior research (Jagiello & Hills, 2018) that, in the 

Fig. 1. Moderation effects of misinformation perception on information sharing behaviors.  
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risk amplification/attenuation process, the more a message is trans
mitted, the more negative and biased it may become. This illustrates the 
importance of direct communication of health risk information/educa
tion from credible sources at early stages of a pandemic. 

The moderation test found that misinformation concerns only mod
erate online interpersonal discussion’s effect on information sharing 
behaviors but does not moderate trust in information sources’ effect on 
sharing behaviors. This may suggest that, though people have misin
formation concerns, those worries over misinformation may be directed 
at distrusted sources or general online information (such as in an online 
discussion). When misinformation concerns are high, people are reluc
tant to share information on Twitter despite engagement in online dis
cussion. However, once an information source is considered to be 
credible, information sharing behaviors are not affected by misinfor
mation perceptions. This may indicate that, if social institutions such as 
the government or the media wish to alert public about potential risks 
and to encourage propagation of reliable information, establishing trust 
is crucial. 

Not surprisingly, trust in the Twitter account of the CDC led to 
increased knowledge about the coronavirus. As the survey was con
ducted before COVID-19 became a national story, trust in celebrities, 
local television stations, and state health departments led to lower levels 
of knowledge about the virus, most likely because there were not yet 
sharing timely information at these early stages of the public health 
crisis or perhaps they were sharing contradictory information, as it often 
happens during uncertain situations. 

5.1. Theoretical and practical implications 

The present study’s theoretical contributions related to SARF are 
twofold. First, it expands SARF on social media by identifying risk 
amplification factors online. Among other factors, online discussions, 
information seeking behaviors, anger, blame, and trusted information 
sources could lead to an increase in the spread of risk information. In 
addition to factors identified in previous literature, the present study 
further adds (dis)trust and misinformation perceptions to the framework 
as an important amplification or attenuation factor on social media. 
Second, the study shed light on risk amplification and risk management 
at the initial stage of risk events. 

Findings imply that risk amplification on social media differs 
significantly from that of traditional media. First, the conversationality 
and interconnectedness nature of social media (Sundar, Bellur, Oh, Jia, 
& Kim, 2016) allows for risk information to propagate through public 
engagements. As publics engage in discussions and information seeking 
behaviors online, they are also actively framing and amplifying the risk. 
Second, sentiments of blame and negative emotion of anger often coexist 
online in leading to risk sharing behaviors and contributing to risk 
amplification. Signs of blame and anger on social media should be 
monitored as they might cause ripple effect, spiking public attention of 
the risk event. Third, not all sources on social media may become “social 
stations” or information brokers of risk information, as public trust in 
only a few sources may lead to information sharing behaviors and the 
trusted sources are often situational or contextual. As the present study 
showed, only trust in other regular people and the original source of 
outbreak the Chinese government led to information sharing behaviors. 

A major contribution of the present study to SARF is delineating 
misinformation perception’s role in social media risk amplification. The 
study showcased that misinformation concerns affect the way people 
obtain and share information on social media, contributing to the 
amplification or attenuation of risk. When engaging in online discus
sions regarding the risk, concerns regarding misinformation may 
caution people and discourage people from further sharing the risk. 
Additionally, trust in information sources on social media may over
come concerns regarding misinformation. These findings may be a 
double-edged sword. On the one hand, it may exacerbate misinforma
tion in the risk amplification process as it is unknown whether the 

information shared is accurate or not. People could be placing trust on 
regular people who may also be sharing inaccurate information, further 
circulating misinformation on social media. This is also evident in the 
result that only trust in CDC led to increased knowledge of the corona
virus. On the other, it indicates the importance of increasing the avail
ability of accurate risk information and cultivating trusted sources for 
the public in disseminating risk information. 

Findings provide insights into risk management and communication 
at early stages of a serious pandemic outbreak. Despite having a large 
window of preparation time, the U.S. became one of the countries with 
the most confirmed coronavirus cases (Johns Hopkins Coronavirus 
Resource Center, 2020). The general attenuation of risk prior to the 
outbreak in the U.S., as indicated by overall low information sharing 
behaviors, has revealed serious hidden issues in the country’s prepara
tions for and responses to the pandemic. First, publics (dis)trust and 
misinformation concerns in various sources on social media have pre
vented the scientific community to alert and properly educate the public 
about the risk from the very beginning. Second, inconsistencies in the 
risk messaging further confuses the publics, leading to an attenuation of 
risk. Despite official risk communicators such as the CDC’s communi
cation efforts early on, the pandemic risk had been given a lower priority 
in local media coverage or at the state level, minimizing the risk and 
knowledge of the risk. 

Based on these findings, a few practical suggestions are offered. 
Public trust is the foundation of effective risk communication and trust- 
building prior to crises are crucial (Reynolds & Seeger, 2014). Since it is 
trust in regular people that predicted increased information sharing, 
public health institutes such as the CDC could target opinion leaders to 
help spread educational information and close the knowledge gap. 
Consistent risk messaging throughout all levels (local and national) are 
also vital to avoid over amplification or attenuation of risk. Risk 
communication efforts and messaging therefore need to be centralized. 
As people actively seek and create risk information on social media, and 
information seeking is positively associated with information sharing, 
public health institutions such as CDC should make accurate risk in
formation available as widely as possible. Ensuring consistent risk 
messaging at the state and local level is also essential. 

6. Limitations and future research 

A limitation of the present study is that it did not capture the political 
leaning of the respondents, especially in light of the finding that trust in 
politicians was an important factor in the models predicting information 
sharing and that the crisis was politicized in the early stages, with pol
iticians being cited more than scientists in the initial news coverage 
(Hart, Chinn, & Soroka, 2020). Future studies should take political 
leaning into account when analyzing the following stages of the crisis, in 
a highly polarized society. Trust variables and misinformation concerns 
could be added to classic SARF studies focusing on other health or 
environmental crises with relatively low public risk perceptions and 
high likelihood for misinformation such as climate change (Leiserowitz, 
2005). As climate change risk is prone to misinformation on social media 
(Treen, Williams, & O’Neill, 2020), future research could examine how 
trust in various information sources and misinformation concerns may 
be associated with climate change risk sharing on social media. 

7. Conclusion 

Overall, the present study found high levels of concern about 
misinformation and low levels of information sharing, suggesting an 
attenuation of risk in the initial stages of the COVID-19 crisis. When 
amplification did occur, it was predicted by key variables in the SARF 
literature including anger, blame, online discussion, and information 
seeking behaviors. A key contribution of the present study to SARF is the 
finding that risk amplification was also predicted by trust in Twitter 
accounts of non-scientific sources, such as regular people, politicians, 
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celebrities, and the Chinese government. However, trust in local sources 
(local media and state health department) was negatively associated 
with coronavirus knowledge. Federal agency such as the CDC was the 
only source positively associated with coronavirus knowledge Further
more, while misinformation concerns may deter people from sharing 
risk information on Twitter, trust in sources on Twitter may overcome 
people’s misinformation concerns. 

The present study adds to the SARF literature regarding risk ampli
fication and/or attenuation on social media during initial stages of a 
crisis. Findings suggest that trust and misinformation concerns are 
crucial factors to consider when it comes to dissemination of risk in
formation on Twitter. Trust in Twitter sources that act as “social sta
tions” could significantly amplify or attenuate risk messages at the 
outbreak of a crisis. However, alarmingly, trust in the “wrong” sources 
may lead to either an amplification of incorrect risk information or an 
attenuation of risk when public alert is needed at the outbreak of a crisis. 
Either of these two outcomes would problematize subsequent risk 
communication efforts. 

The present study also provides practical implications for risk man
agement and communication on social media at early stages of a 
pandemic. When a need to alert the publics of an impending risk arises 
such as at the outbreak of a potential pandemic, it is important to 
cultivate trusted sources, to increase the overall availability of accurate 
information, and to ensure the consistency of risk information through 
all local and national levels of sources on Twitter. 
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