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ABSTRACT

During development and differentiation of an organ-
ism, accurate gene regulation is central for cells to
maintain and balance their differentiation processes.
Transcriptional interactions between cis-acting DNA
elements such as promoters and enhancers are the
basis for precise and balanced transcriptional regu-
lation. We identified modules of combinations of
binding sites in proximal and distal regulatory
regions upstream of all transcription start sites
(TSSs) in silico and applied these modules to gene
expression time-series of mouse embryonic devel-
opment and differentiation of human stem cells. In
addition to tissue-specific regulation controlled by
combinations of transcription factors (TFs) binding
at promoters, we observed that in particular the
combination of TFs binding at promoters together
with TFs binding at the respective enhancers regu-
late highly specifically temporal progression during
development: whereas 40% of TFs were specific for
time intervals, 79% of TF pairs and even 97% of
promoter–enhancer modules showed specificity for
single time intervals of the human stem cells.
Predominantly SP1 and E2F contributed to temporal
specificity at promoters and the forkhead (FOX)
family of TFs at enhancer regions. Altogether, we
characterized three classes of TFs: with binding
sites being enriched at the TSS (like SP1), depleted
at the TSS (like FOX), and rather uniformly
distributed.

INTRODUCTION

Transcription factors (TFs) cooperate with other regula-
tory co-factors and the complex combinations of multiple
cooperative interactions give the necessary specificity for

spatio-temporal transcriptional regulation (1). Sets of TFs
binding in a defined DNA region are called cis-regulatory
modules (CRMs). CRMs direct the expression of develop-
mental genes and signaling molecules during development
(2) and the combinatorial and temporal binding of CRMs
is crucial for metazoan development (3) and for the estab-
lishment of tissue specific gene expression (4). Specifically
in higher organisms, proximal versus distal regulation
needs to be well balanced (5). Whereas promoters are
proximal to transcription start sites (TSSs), enhancers can
be quite distant from their target genes. Enhancer regions
have been suggested to consist of densely clustered TF
binding sites (6) and stimulate transcription irrespectively
of their position or orientation with respect to the TSS (7).
TFs bound at an enhancer interact with co-activators and
TFs bound at the promoter. Hence, they increase the con-
centration of activators at promoters. The large distance
between long-range enhancers and proximal promoters
can be overcome by chromatin loops, bringing these elem-
ents in close proximity (8,9). Thus, enhancers can increase
the activity of a promoter considerably, even when located
several kilo bases away. For example, deleting the
enhancer for immunoglobulin heavy chain (IgH) resulted
in loss of gene expression for IgH (10) and deletion of the
T-lymphocyte-specific enhancer (E4p) needed for CD4 ex-
pression yielded cell populations of which the majority did
not show any CD4 expression in T lymphocytes (11).
In addition, enhancers can recruit chromatin modifica-

tion enzymes (e.g. a histone acetyltransferase) and chro-
matin remodeling complexes that put up an adequate
environment for transcription. Promoter–enhancer inter-
actions depend on regulatory factors binding at promoter-
proximal regions, e.g. Krüppel-like factor 1 (erythroid)
(KLF1) was suggested to induce the switch between the
expression of fetal gamma-globin to adult beta-globin by
mediating an interaction between the beta-globin gene
promoter and a distal regulatory element (12). In turn,
these factors may recruit specific distal enhancers (13,14)
depending on the combination of regulatory factors at the
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proximal promoter (15). Levine and Tjian (15) suggested
that a combination of different complexes is needed for a
temporal- and tissue-specific regulation of cis-DNA
elements allowing a vast variety of distinct gene expression
patterns.
There exist various examples reporting the involvement

of enhancers in the regulation of development for
well-studied genes, mainly for invertebrates (16,17) but
also for human and mouse in which e.g. conserved distal
regulatory regions associated with developmental genes
have been identified as enhancers (6,18–21).
We were interested in immanent differences of enhan-

cers and promoters affecting the regulation of genes
during critical developmental stages of different tissues
and cell types. For this, we set up a statistical analysis.
Genes being differentially expressed at specific time inter-
vals of the development of each analyzed tissue (before,
during and after its formation) were associated to their
regulating TFs. TFs were considered to be temporal-
specific if their regulated genes mainly occurred in not
more than one time interval. Similarly, we analyzed
tissue specificity and considered a TF as tissue-specific if
its regulated genes occurred predominantly in one tissue
only. In this manner, we systematically compared
temporal and tissue specificity of TFs, combinations of
TFs binding at promoters, combinations of TFs binding

at enhancers, and combinations of TFs binding at pro-
moters and TFs binding at enhancers. Our results not
only support tissue specificity of TF pairs [which has
been reported previously (4)] but we also show that the
combination of TFs in promoter regions together with
combinations of TFs in enhancer regions determines
temporal specificity.

MATERIALS AND METHODS

Identifying TFs, combinations of TFs, and promoter–
enhancer modules

The complete workflow of the analysis is shown in Figure 1.
Sequences from 10 000 bp upstream to 1000 bp down-
stream of the TSS for 32 290 human genes (Build 36.3)
as well as for 33 063 genes for mouse (Build 37.1) and
27 110 genes for rat (Build 4.1) were retrieved from the
National Center for Biotechnology Information (NCBI,
ftp://ftp.ncbi.nlm.nih.gov/). TF annotations and associ-
ated position weight matrices (PWMs) were obtained from
TRANSFAC (Release 12.1) (22) yielding 549 human TFs
(represented by 455 PWMs), 407 TFs for mouse (repre-
sented by 410 PWMs) and 366 TFs for rat (represented by
471 PWMs). Each predicted PWM binding site was
matched to all TFs associated to this PWM. As in

Figure 1. The Workflow. (A) Motifs (PWMs) for TF binding sites were collected from a database. (B) Upstream sequences were collected for
each transcript. Promoters (� 100 bp of the TSS) and enhancers (defined by accumulation of binding motifs and phylogenetic conservation,
2000–10 000 bp upstream of the TSS) were selected. (C) Statistical and combinatorial analysis of TF binding sites of promoters and enhancers.
(D) Characterization of single motifs with respect to their distributions in the observed sequences (0–10 000 bases upstream of the TSS) and network
analysis. (E) Assembly of promoter–enhancer modules. A promoter–enhancer module consisted of a pair of TFs binding at the promoter and a pair
of TFs binding at the enhancer. (F) Gene expression data was taken from microarray studies of the development of several mouse tissues and of the
differentiation of human stem cells. A time series analysis was performed to identify genes being differentially expressed at distinct (developmental)
time intervals and tissues/cell types. (G) Differentially expressed genes of each time interval were tested to be enriched of genes with predicted binding
sites of single TFs, TF pairs and promoter–enhancer modules. Promoter–enhancer modules were used to predict differential expression of develop-
mental time intervals.
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TRANSFAC a TF can be associated to several PWMs
and vice versa, TFs associated to the same PWM were
grouped together and only one representative of such a
TF-group was used in the analysis. For example, FOXA1,
FOXA2 and FOXA3 were associated to the same PWM
and FOXA1 was used as the representative of this
TF-group. The grouping resulted in 152 TF-groups for
human (Supplementary Table S1A), 139 for mouse
(Supplementary Table S1B), and 141 TF-groups for rat
which were used for further analysis. The detection of
TF binding sites based on the respective PWMs was per-
formed with the software package R (www.r-project.org)
as described previously (23,24). Predicted binding sites
with a P> 0.05 were discarded. The computation of the
P-value is described in (23). Briefly, a significance value
was determined by comparing the obtained score to a
score distribution of the motif determined in random se-
quences generated by a background distribution following
the base distribution of the whole genome. It is to note
that we treated this value as a parameter to determine a
cut-off and not for any significance test. Hence no multiple
testing correction was needed. Predicted binding sites for
SP1 and FOXA were compared to experimentally identi-
fied binding sites. Binding sites for SP1 were compared to
chromatin immunoprecipitation sequencing (ChIP-Seq)
data from the ENCODE project (25) from a study by
the laboratory of Richard M. Myers at the Hudson
Alpha Institute for Biotechnology. The data was down-
loaded from UCSC (26). Binding sites of FOXA were
compared to several ChIP-Seq (27–29) and ChIP-chip
(30) data sets. Genome coordinates of peak hits were
compared to gene annotations (NCBI Build 36.3) and
target genes were determined using the same settings as
for the in silico promoter screen. Binding sites occurring
within a range of �10 kb and+1kb of the annotated TSS
of a gene were included in the analysis. The determined
genes were then compared to the list of predicted SP1 or
FOXA target genes. A Fisher’s exact test was conducted
to assess the enrichment of experimentally identified
binding sites in predicted binding sites. Predicted TF
binding sites were combined into pairs of TFs and
promoter–enhancer modules. Regions 100 bp upstream
and downstream of the TSS were used as promoters,
and regions starting 2000 bp and ending 10 000 bp
upstream of the TSS were used as potential enhancer
regions. The enhancer region was chosen this way as
Heintzman et al. (31) demonstrated that the majority of
predicted enhancers are located >2.5 kb from known TSS.
In addition, Blanchette et al. (32) identified CRMs and
found that the density of modules is lowest in regions
starting from 10 kb from the TSS. Combinations of TFs
for promoters were obtained by pairing non-overlapping
TF binding sites co-occurring in the promoter region of a
gene using a sliding window of 20 bp. Only pairs occurring
in at least 10 genes were taken into further consideration.
To decrease false positives of predicted TF binding sites,
only conserved binding sites were analyzed in enhancer
regions which increased specificity. To determine the con-
servation of human, mouse and rat binding sites, we ana-
lyzed pair-wise alignments between human and chimp,
mouse and rat, and rat and mouse, respectively. Chained

and netted pair-wise alignments of human (UCSC version
hg18) and chimp (UCSC version panTro2), of mouse
(UCSC version mm9) and rat (UCSC version rn4), and
of rat (UCSC version rn4) and mouse (UCSC version
mm9) were downloaded from UCSC (33) in the axtNet
format (ftp://hgdownload.cse.ucsc.edu/). Conserved
regions between human and chimp, mouse and rat, and
rat and mouse were determined by the given aligned
regions in the alignment files. Predicted binding sites
were compared to the identified conserved regions and
taken if binding sites occurred in these conserved
regions. Pairs of non-overlapping co-occurring TFs in en-
hancer regions were determined using a sliding window of
20 bp (same size as for promoter regions). To analyze
enhancer regions with a comparable size to promoter
regions, we regarded sequences of a 200 bp sliding window.
Regions in which at least 10 binding sites occurred were
considered as enhancer regions and TF pairs occurring in
at least 10 genes were considered further. Promoter–
enhancer modules were constructed by combining two
TF pairs occurring at the respective promoter and
enhancer regions of a gene. Promoter–enhancer modules
occurring in at least 10 genes were taken for further
analysis. Hence, promoter–enhancer modules consisted
of a combination of a pair of co-occurring TFs at the pro-
moter and a pair of co-occurring TFs at the enhancer
region. We also constructed promoter–enhancer modules
with different sets of parameters. For this, we defined the
promoter region 500 bp upstream and downstream of the
TSS, used a sliding window of 50 bp, and TF pairs and
promoter–enhancer modules had to occur in at least five
genes. To show that combinations of TF pairs of enhan-
cers and promoters show better specificity than combining
only TF pairs binding at the promoter, we also con-
structed the latter combinations. For this, two pairs of
co-occurring TFs in the promoter region were combined
for each gene and taken for further analyses if the
promoter–enhancer module occurred in at least 10 genes.

Gene expression analyses

Gene expression data of mouse embryonic development
and differentiation of human stem cells were retrieved
from the Gene Expression Omnibus (http://www.ncbi
.nlm.nih.gov/geo/). For mouse embryonic development,
gene expression data was analyzed comprising early
cardiac development (GSE1479), the developing prefront-
al cortex (GSE4675), facial prominences (GSE7759), early
development of the brain (GSE8091), development of the
liver (GSE13149), ovary development (GSE5334), and de-
velopment of testis (GSE4818). Quality was assessed by
manual inspection of probe intensity distributions of each
array and discarded if the MA plots showed abnormal
distributions. We discarded three samples from the
dataset of early brain development, four samples from
ovary development, and one sample from testis develop-
ment. For differentiation of human stem cells, we analyzed
gene expression data of cardiomyocytes (GSE13834),
chondrogenic differentiation (GSE10315), myoblast dif-
ferentiation (GSE3780), myelopoiesis (GSE12837), and
neural differentiation (GSE9940). Similar to the datasets

Nucleic Acids Research, 2011, Vol. 39, No. 20 8691

http://nar.oxfordjournals.org/cgi/content/full/gkr602/DC1
http://nar.oxfordjournals.org/cgi/content/full/gkr602/DC1
www.r-project.org
ftp://hgdownload.cse.ucsc.edu/
http://www.ncbi.nlm.nih.gov/geo/
http://www.ncbi.nlm.nih.gov/geo/


for mouse, we discarded data with low quality. We dis-
carded one sample from the cardiomyocytes, four samples
from differentiation of chondrogenesis, 24 samples from
differentiation of myoblasts, 11 samples from myelop-
oiesis, and four samples from neural differentiation. The
data was analyzed using the affymetrix package (34) of R
(www.r-project.org) and normalized with VSN normaliza-
tion (35). For better comparability, for each gene expres-
sion study, time points were grouped into three time
intervals: early, mid and late expression, e.g. in the
human myelopoiesis data set (GSE12837), the haemato-
poietic stem/progenitor cells (HSC) were grouped at the
early time interval, myeloid precursors at the mid-time
interval and terminally differentiated cells at the late
time interval. Each data set was tested for differentially
expressed genes between the different time intervals using
the Rank Product Test (36). Significant genes were
determined using a cutoff for percentage of false positives
(pfp) <5%. Pfp is an estimate of the false discovery rate,
which is determined by a permutation-based procedure of
determining the observed value in permutated gene ex-
pression values for each sample (36).

Estimating tissue and time specificity for TFs,
combinations of TFs and promoter–enhancer modules

For the identified TFs, pairs of TFs at promoter and
enhancer regions, and promoter–enhancer modules, we
determined if their set of regulated genes was enriched in
differentially regulated genes per time interval and tissue.
The procedure is explained exemplarily for TFs. For each
TF we determined genes with binding sites for the TF
identified by our PWM-scans and regarded them as po-
tentially regulated by the specific TF. Using Fisher’s exact
tests, we tested if these regulated genes were significantly
enriched in the list of differentially expressed genes of each
time interval for each gene expression study (tissue). We
defined this TF to be tissue-specific if such an enrichment
occurred only for one tissue (number of tissues=one),
otherwise we specified this TF to regulate two or more
tissues (number of tissues >1). Similarly, we defined the
TF to be time interval-specific if we determined an enrich-
ment of its genes in the list of differentially expressed genes
of a tissue at one time interval (number of time inter-
vals=1), and more than one time interval otherwise
(number of time intervals> 1). This enrichment analysis
was performed for all TFs. The results were summarized
for all TFs and the percentage of TFs per time interval and
tissue identified, yielding the results shown in Figure 2A
and Supplementary Figure S1A. The same procedure
was conducted for pairs of TFs at promoters (Figure 2B
and Supplementary Figure S1B), pairs of TFs at enhan-
cers (Figure 2C and Supplementary Figure S1C), and
promoter–enhancer modules (Figure 2D and
Supplementary Figure S1D). As predicted target genes
in differentially expressed genes could differ between
promoter–enhancer modules and TF pairs at promoters
or enhancers, a promoter–enhancer module could show an
enrichment of differentially expressed genes in several
tissues even though its containing TF pairs did not get
significant enrichments in these tissues. To assess the

significance of temporal specificity of promoter–enhancer
modules, a Fisher’s exact test was performed to test if the
number of promoter–enhancer modules specific for a
single time interval was enriched compared to the
number of TFs, TF pairs at promoters or TF pairs at
enhancers specific at a single time interval. In addition,
we determined the percentage of genes per promoter–
enhancer module that were specific for a single time inter-
val and compared it to the percentage of genes per TF pair
at promoters being specific for a single time interval. To
validate our results, we also employed permutation tests
with 10 000 permutations of randomly assigned differen-
tially regulated genes per tissue and time interval. In
addition, we also conducted permutation tests with
10 000 permutations of genes chosen randomly as being
regulated by promoter–enhancer modules. We then deter-
mined the number of temporal-specific promoter–
enhancer modules per permutation using the approach
described above. The number of actual temporal-specific
permutation-enhancer modules was compared to the dis-
tribution of temporal specific promoter–enhancer modules
determined by the permutation analyses. In addition,
we incorporated binding site predictions including pos-
itional preferences of the different TFs (37) into our ana-
lysis. Binding site predictions were downloaded from
SwissRegulon (38) and genes of promoter–enhancer
modules were restricted to predicted genes of the
FANTOM study within the promoter region. The
described enrichment analysis was then repeated for the
restricted promoter–enhancer modules to assess their
temporal specificity. We also correlated the expression of
each promoter–enhancer module to the expression of its
regulated genes per tissue. For this, we calculated the ex-
pression profile for each module from the median expres-
sion of all four TFs involved. We calculated Pearson’s
correlation coefficients of this profile and each gene of
the predicted regulated gene list (containing the motifs
of the TFs from the module). Similarly, we also calculated
the correlation to all other genes of the arrays. To test if
the predicted regulated gene list correlated significantly
better than the rest of the genes, we performed a
Student’s t-test with the absolute values of both distribu-
tions (correlations of the predicted gene list versus all
other genes).

Predicting time intervals using promoter–enhancer
modules

To further estimate the quality of the identified promoter–
enhancer modules, we set up a machine learning system
that was trained with the identified modules to predict
temporal expression of genes. Additionally, this enabled
to select promoter–enhancer modules with a higher pre-
dictive value for temporal regulation of gene expression
during development and differentiation and to estimate
their potential power to regulate distinct gene groups for
the progression of development. We employed the method
of random forests as a machine learning method (classi-
fier). For training, we chose genes whose expression was
associated with a distinct time interval. This way, we
selected genes which were differentially expressed at only
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a single time interval in all tissues and determined the set
of promoter–enhancer modules associated to these genes.
We set up a classification task for two classes. As little
data were available for the mid-time interval (n=7) and
to simplify classification, we used only two time intervals
(early and late). The early time interval constituted the
first class and the late time interval the second class. The
classifiers were trained to predict the correct time interval
for each gene, using only the information which specific
promoter–enhancer modules were regulating the respect-
ive gene (promoter–enhancer modules served as features
for the classifier). We trained 10 000 decision trees yielding
an ensemble classifier (random forest) using the package
randomForest (39) (http://cran.r-project.org/web/packages/
randomForest) in R (www.r-project.org). To identify
promoter–enhancer modules with the best discriminative
behavior (best separation performance), we applied the
gini criterion which minimizes the impurity of the
children nodes at each split in the tree (40). To focus on
the best discriminators, we used the top 5% of these
selected features for classification. A 10 times 10-fold
cross-validation was applied to determine the performance
of the classifier (yielding accuracy, sensitivity and specifi-
city for the classifier). For comparison, we also trained a
random forest using pairs of co-occurring TFs at

promoters as features with the same parameters as for
promoter–enhancer modules. Similar to promoter–
enhancer modules, the best discriminating pairs of TFs
at promoters were identified according to the gini criter-
ion. The top 5% of the features were used for predictions
and the performance of the classifier was determined em-
ploying a 10 times 10-fold cross-validation.

Defining TFs with TSS-enriched, TSS-depleted, and
uniformly distributed binding sites

For each TF, the distribution of binding sites was
determined with respect to the annotated TSS for all
genes. TFs were grouped into three categories: TFs with
binding sites predominantly around the TSS (TSS-
enriched-BS), TFs with a depletion of binding sites at
the TSS (TSS-depleted-BS), and TFs showing a uniform
distribution of binding sites (uniformly distributed-BS).
For this grouping, a Wilcoxon signed-rank test was con-
ducted for each TF to test if the distribution of binding
sites at the TSS (�100 bp around TSS) follows the distri-
bution of the remaining binding sites. To correct for
multiple testing, a Benjamini–Hochberg correction (41)
was applied. TFs with P< 0.05 and a difference of the me-
dians of the distributions of at least 4 bp were classified as
TFs preferentially binding at the TSS (TSS-enriched-BS)

Figure 2. Tissue and temporal specificity for each regulatory element during differentiation of human stem cells. The number of tissues versus the
number of time intervals is plotted for (A) TFs, (B) pairs of co-occurring TFs in promoter regions, (C) pairs of co-occurring TFs in enhancer regions
and (D) promoter–enhancer modules. The percentage of the different regulatory elements is indicated at each entry in the grid (i.e. 9% of TFs are
specific for a single tissue and a single time interval). The total number of regulatory elements is given in brackets.
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or as TFs with binding sites depleted around the TSS
(TSS-depleted-BS) depending on the sign of the difference
of the medians of the distributions. All other TFs were
termed TFs with a uniform distribution of binding sites
(uniformly distributed-BS).

Constructing the networks

Using the identified co-occurring TF pairs as links (see
‘Identifying combinations of TFs and promoter–
enhancer modules’ section), two networks were con-
structed, one for promoters and one for enhancers. To
assess if pairs of TFs of the same group (TSS-enriched-
BS, TSS-depleted-BS, uniformly distributed-BS) occurred
more often than expected by chance, we performed a per-
mutation test with 10 000 permutations of the class labels.
Connectivity and betweenness centrality were determined
for each node in the network and their maxima were
identified for both networks for TFs of the categories
TSS-enriched-BS and TSS-depleted-BS. In addition, a
protein–protein interaction network of TFs was con-
structed using physical binding information from a
public repository [BIND (42)] and each TF was associated
to its corresponding protein in the network. This network
was analyzed for the same properties as the described
promoter and enhancer networks.

RESULTS

Identifying promoter–enhancer modules

To identify promoter–enhancer modules we performed a
genome-wide screen for TF binding sites using position
weight matrices (PWMs) for all annotated human genes
and TFs (23,24). To validate our predictions, we
compared TF binding predictions to experimentally
identified binding sites for two central TFs, SP1 and
FOXA. Both TFs showed a significantly high overlap
between predicted and experimentally identified binding
sites. We predicted 9796 genes correctly out of 11 877
genes with experimentally identified binding sites
(P< 2.2E-16, false positive rate: 0.35) for SP1 and 4954
genes correctly out of 5732 genes with experimentally
identified binding sites (P=0.002, false positive rate:
0.7) for FOXA. Figure 1 depicts the workflow of the
method. The sequence upstream and downstream
(�100 bp) of the annotated TSS was termed promoter
region, whereas the studied enhancer region was further
upstream of the TSS (2000–10 000 bp upstream). To
identify interacting TFs at promoters and enhancers, we

selected pairs of co-occurring TF binding sites in a defined
window at the promoter and enhancer region for each
gene, respectively. We then combined identified pairs of
co-occurring TFs at the promoter and enhancer region for
each gene to analyze combinations of promoter and
enhancer interactions. These combinations were termed
promoter–enhancer modules. After filtering (‘Materials and
Methods’ section), we identified 129 promoter–enhancer
modules binding at 340 genes. To generalize our investi-
gations, we repeated the analysis and identified promoter–
enhancer modules also for mouse and rat. Promoter–
enhancer modules for mouse and rat showed similar
results when applying the same settings as for human
(Table 1).

Identified promoter–enhancer modules regulate
spatio-temporal gene expression in development

To investigate time- and tissue-specific regulatory roles of
the identified promoter–enhancer modules in develop-
ment, we analyzed time series of gene expression profiles
of embryonic development in mouse and embryonic stem
cell differentiation in human cells. We selected gene ex-
pression studies from a broad range of different embryon-
ic mouse tissues and human stem cells of different origin.
Each study was regarded as tissue-specific. For better
comparison among the different studies, we grouped
time points for each gene expression study into three
distinct time intervals we termed early, mid and late ex-
pression. For each gene expression study, we identified
differentially expressed genes at these time intervals and
determined their respective regulation by TFs, pairs of
co-occurring TFs, and promoter–enhancer modules em-
ploying enrichment analyses (‘Materials and Methods’
section). Differentially expressed genes and significant
promoter–enhancer modules per tissue and time interval
for human stem cell differentiation and mouse embryonic
development are presented in Supplementary Table S2.
We compared the number of enriched tissues and time
intervals for single TFs, pairs of co-occurring TFs,
and promoter–enhancer modules. Strikingly, promoter–
enhancer modules showed the highest tissue and
temporal specificity. Figure 2 shows the results for
human stem cells. Only 16% of TFs were specific for a
single tissue whereas 76% of pairs of co-occurring TFs in
promoter regions, 77% of pairs of co-occurring TFs in
enhancer regions, and 79% of promoter–enhancer
modules showed specificity for a single tissue. Temporal
specificity was even more distinctive. Whereas only 40%

Table 1. Overview of the number of identified transcriptional regulators for different organisms

Human Mouse Rat

Regulatory
elements

Genes Regulatory
elements

Genes Regulatory
elements

Genes

TFs 132 32 121 123 33 033 132 27 110
TF pairs at promoters 111 3007 77 1931 74 1891
TF pairs at enhancers 579 11 172 418 10 985 585 8326
Promoter–enhancer modules 129 340 113 311 28 134
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of the studied TFs were specific for a single time interval,
79% of pairs of co-occurring TFs in promoter regions,
and 85% in enhancer regions and even 97% of the
promoter–enhancer modules showed specificity for a
single time interval in the data sets of human stem cells
(Figure 3). Ravasi et al. (4) showed that pairs of TFs
rather than single TFs determine tissue specificity.
Surprisingly, the additional temporal specificity of
promoter–enhancer modules is obtained by pairs of
co-occurring TFs at enhancers (97% for promoter–
enhancer modules versus 79% for pairs of co-occurring
TFs at promoters, significance of the difference:
P=0.01, 85% for pairs of co-occurring TFs at enhancers,
significance of the difference to promoter–enhancer
modules: P=0.02 and 40% for TFs, significance of the
difference to promoter–enhancer modules: P=2.56E-14).
In addition, differentially expressed genes regulated by the
identified promoter–enhancer modules were also specific
for a single time interval (74% for promoter–enhancer
modules versus 55% for pairs of co-occurring TFs).
Temporal specificity could not be increased when
including binding site prediction incorporating positional
preferences of TFs of the study by the FANTOM
Consortium (37) (80% of promoter–enhancer modules
were specific for a single time interval). The expression
of each promoter–enhancer module correlated to the

expression of its regulated genes in half of the tissues
(Supplementary Table S3 lists the results for all tissues).
Similar results were obtained for mouse embryonic devel-
opment (Supplementary Figures S1 and S2). Whereas
34% of the TFs were specific for a single time interval
and 11% for a single tissue, 77% and 52% of pairs of
co-occurring TFs at promoters, 79% and 58% of pairs
at enhancers and 89% and 69% of promoter–enhancer
modules showed specificity for a single time interval and
tissue, respectively. As seen for both mouse embryonic
development and human stem cell differentiation, the
combinations of regulatory factors at promoters and en-
hancers resulted in higher specificity of tissue dependent
and temporal regulation during development and differ-
entiation. Concluding, TFs binding at promoters
contributed significantly to tissue-specific regulation,
whereas regulatory factors at enhancers rather accounted
for temporal specificity.
To cross-check the specificity of these promoter–

enhancer modules, we constructed promoter modules con-
sisting of combinations of pairs of co-occurring TFs at
promoters only and repeated the analysis. Using the
same parameter settings, we identified a limited number
of promoter modules (n=12) that did not allow any con-
clusion about tissue and temporal specificity. Even
increasing the promoter region by a factor of 10 (which

Figure 3. Frequency distribution of the number of time intervals for human stem cell differentiation. The histograms show the frequency distribution
of the number of time intervals for (A) TFs, (B) pairs of co-occurring TFs in promoter regions, (C) pairs of co-occurring TFs in enhancer regions,
and (D) promoter–enhancer modules.
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resulted in a sufficient number of promoter modules)
revealed 83% of promoter modules as tissue-specific but
only 61% as time-specific. To further validate the incr-
eased specificity, we also employed permutation tests.
For this, differentially expressed genes were randomly
assigned for each tissue and time interval. In a second
test, randomly chosen genes were assigned to be regulated
by a promoter–enhancer module. These permutation tests
demonstrated a highly significant temporal regulation of
the identified promoter–enhancer modules (P=0.0285 for
permuted gene expression and P=0.0057 for permuted
genes regulated by promoter–enhancer modules). In
addition, we constructed promoter–enhancer modules
using different sets of parameters with similar results
(Supplementary Table S4). Discarding conservation of
TF binding sites slightly reduced temporal specificity of
the resulting promoter–enhancer modules (94%
compared to 97% using conserved binding sites). These
results further support the fact that the combinations of
promoter–enhancer interactions establish temporal speci-
ficity of gene expression.
For these analyses, we tested a variety of different rea-

sonable parameter settings to select genes with significant
motifs and motif combinations. We found quite similar
results for these different settings and a setting was
chosen for which we got a good temporal precision for
all compared sets (single TFs, combinations of TFs,
and promoter–enhancer modules; number of genes
with binding site for regulatory element �10, sliding win-
dow=20bp, promoter region � 100 bp of TSS, see
‘Identified promoter–enhancer modules regulate
spatio-temporal gene expression in development’

section). The results for all parameter settings are given
in the Supplementary Data (Supplementary Table S4). It
is to note that promoter–enhancer modules out-performed
TF pairs for all parameter settings.

Promoter–enhancer modules predict temporal gene
expression in development

To identify promoter–enhancer modules (combinations of
TFs) that predict gene expression at a specific time
interval, we further analyzed the active promoter–
enhancer modules during human stem cell differentiation.
We learned a classifier (of a random forest) to predict the
time interval (now simplified for two categories, early and
late) of temporal differential expression for each gene
based on its promoter–enhancer modules. This way, we
were able to predict temporal differential expression of a
gene based on the profile of its promoter–enhancer
modules. Specifically, with this we yielded the combin-
ation of pairs of co-occurring TFs in promoter and
enhancer regions represented by the promoter–enhancer
modules, which determine the temporal regulation
observed during development. The top 10 promoter–
enhancer modules explaining best temporal specificity
are shown in Table 2. TF-groups SP1 (Sp1 TF), EGR1
(early growth response 1) and E2F1 (E2F TF 1) were the
most observed TFs occurring in promoter regions,
whereas members of the forkhead box family of TFs
(FOXI1, FOXJ1, FOXD3, FOXF1, FOXL1 and
FOXA1) and CDX1 (caudal type homeobox 1) were
mostly found at enhancer regions. To validate our
results, we performed a stratified 10 times 10-fold
cross-validation and trained with the top 5% of

Table 2. Top 10 of the list of identified promoter–enhancer modules explaining temporal specificity for the differentiation of human

stem cells

Promoter–enhancer modulesa Additional members of the TF-group Binding preferenceb

SP1 SP1 - FOXI1 FOXJ1 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
FOXD3, FOXF1, FOXF2 (FOXJ1) TSS-depleted-BS (FOXI1,FOXJ1)

SP1 SP1 - FOXJ1 FOXJ1 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
FOXD3, FOXF1, FOXF2 (FOXJ1) TSS-depleted-BS (FOXJ1)

SP1 SP1 – CDX1 FOXA1 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
CDX2 (CDX1) TSS-depleted-BS (CDX1,FOXA1)
FOXA2, FOXA3 (FOXA1)

SP1 SP1 - FOXI1 FOXA1 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
FOXA2, FOXA3 (FOXA1) TSS-depleted-BS (FOXI1,FOXA1)

EGR1 SP1 - FOXI1 FOXA1 EGR2, EGR3, EGR4 (EGR1) TSS-enriched-BS (EGR1,SP1)
SP2, SP3, SP4 (SP1)
FOXA2, FOXA3 (FOXA1) TSS-depleted-BS (FOXI1,FOXA1)

SP1 SP1 - FOXJ1 FOXJ2 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
FOXD3, FOXF1, FOXF2 (FOXJ1) TSS-depleted-BS (FOXJ1,FOXJ2)

SP1 SP1 - FOXL1 FOXL1 SP2, SP3, SP4 (SP1) TSS-enriched-BS (SP1)
TSS-depleted-BS (FOXL1)

E2F1 E2F1 - FOXL1 FOXA1 E2F2, E2F3, E2F4, E2F5, E2F7, TFDP1 (E2F1) TSS-enriched-BS (E2F1)
FOXA2, FOXA3 (FOXA1) TSS-depleted-BS (FOXL1,FOXA1)

E2F1 EGR1 - FOXJ2 FOXL1 E2F2, E2F3, E2F4, E2F5, E2F7, TFDP1 (E2F1) TSS-enriched-BS (E2F1,EGR1)
EGR2, EGR3, EGR4 (EGR1) TSS-depleted-BS (FOXJ1,FOXL1)

EGR1 SP1 - CDX1 FOXI1 EGR2, EGR3, EGR4 (EGR1) TSS-enriched-BS (EGR1,SP1)
SP2, SP3, SP4 (SP1)
CDX2 (CDX1) TSS-depleted-BS (CDX1,FOXI1)

aThe first two TFs were identified at promoters, the last two at enhancers.
bTSS-enriched-BS, TFs with binding sites predominantly around the TSS; TSS-depleted-BS, TFs with a depletion of binding sites
at the TSS.
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promoter–enhancer modules yielding a considerably good
prediction performance (70% accuracy, 73% sensitivity,
69% specificity). In comparison, pairs of co-occurring
TFs at promoters were not sufficient to predict temporal
gene expression and failed to detect differences between
the time intervals (43% accuracy, 21% sensitivity, 76%
specificity). These results support the specificity of the
identified promoter–enhancer modules for temporal gene
expression.

TFs show distinct binding site distributions for promoter
and enhancer regions

To identify differences among TFs binding preferentially
either at promoter or enhancer regions of the identified
promoter–enhancer modules, we analyzed the distribu-
tions of binding sites for all TFs with respect to the
annotated TSS. Interestingly, we identified three different
binding site distributions for the analyzed TFs. Figure 4
shows exemplarily the distributions for the TF-groups
SP1, FOXA1 and TP53 (tumor protein p53). The distri-
bution of SP1 showed an enrichment of binding sites close
to the TSS (Figure 4A). Binding sites with these distribu-
tions were termed TSS-enriched-BS, whereas FOXA1 ex-
hibited a depletion of binding sites at the TSS (TSS-
depleted-BS, Figure 4B). We also observed rather
uniform distributions, e.g. TP53 (uniformly distributed-
BS, Figure 4C). Binding preferences for all analyzed TFs
are shown in Supplementary Table S5. We investigated the
motifs of these three groups and found that TFs with
TSS-enriched-BS had binding sites with a higher GC
content compared to the other TFs (P=8.22E-14). This
is consistent with reports that sequences at TSS are often
GC rich (5,43,44). All TFs occurring at promoters of the
identified promoter–enhancer modules had TSS-enriched-
BS, and 91% of the TFs at enhancers had TSS-depleted-
BS (Supplementary Figure S4 for additional analysis).
Notably, this tendency was even stronger for the pro-
moter–enhancer modules selected by the classification
algorithm (100% TSS-enriched-BS for the promoter pairs
and 100% TSS-depleted-BS for the enhancer pairs of
promoter–enhancer modules). When applying the analysis
to all TFs analyzed, the majority of TFs (53%) showed a
uniform distribution of binding sites with no preferential
binding position (uniformly distributed-BS). 21% of TFs
were determined to preferentially bind close to the TSS
(TSS-enriched-BS), whereas 26% TFs showed a depletion
of binding sites around the TSS (TSS-depleted-BS).
Comparing identified TFs with TSS-enriched-BS to previ-
ously determined TFs with enrichments of binding sites
close to the TSS (45,46) revealed a high overlap (e.g.
SP1, NF-Y, YY1, TBP, REST, NRF-1, ELK-1, ATF3,
SREBP-1, MAZ, CREBP). It is to note that although
previous studies identified TFs with preferential binding
close to the TSS (5,44–48), TFs showing a depletion of
binding sites around the TSS or a uniform binding site
distribution have been noted (44) but have not been
quantified so far.

To further analyze characteristics of TFs with different
binding site distributions in promoter and enhancer
regions, we constructed two networks. The topological

structure of a network can reveal significant biological
properties (49). A link in the networks was set for each
pair of co-occurring TFs identified at promoters for the
promoter network and enhancer regions for the enhancer
network. Interestingly, in both networks, the majority of
TFs with TSS-enriched-BS was adjacent to TFs of the
same entity (TSS-enriched-BS) [significant (P=0.002)
for the promoter network and tendency (P=0.1) for the
enhancer network]. Similarly, TFs with TSS-depleted-BS

Figure 4. Distribution of binding sites for different groups of TFs. For
different groups of TFs the distribution of binding sites with respect to
the TSS is shown exemplarily for the TFs SP1, FOXA1, and TP53: (A)
The distribution for SP1 which represents the distribution of binding
sites for TFs preferentially binding at the TSS (TSS-enriched-BS), (B)
the distribution of FOXA1 which represents the distribution of binding
sites for TFs with a depletion of binding sites at the TSS
(TSS-depleted-BS), and (C) the distribution for TP53 representing uni-
formly distributed binding sites (uniformly distributed-BS).
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were preferentially adjacent to TFs with TSS-depleted-BS
(P=0.002 for the promoter network and P=0.001 for
the enhancer network). Figure 5 shows the networks and
Supplementary Figures S3 and S4 the distributions of TFs
in the promoter and enhancer networks. As shown in
Table 3, most TFs in the promoter network had
TSS-enriched-BS (65%) whereas only 24% of TFs had
TSS-depleted-BS. To further characterize distinct roles
for TFs with different binding site distributions and to
estimate their functional importance in the network, we
determined connectivity and betweenness centrality for
each node in the networks (Table 3). Whereas betweenness
centrality measures the traffic load through a node, con-
nectivity indicates the significance of a node in the
network as essential nodes are often so called hubs in a
network (49–54). The TF SP1 with TSS-enriched-BS had
the highest connectivity and highest centrality in the
promoter network with a connectivity of 50 and between-
ness centrality of 351.5. In contrast, the highest

connectivity of a TF with TSS-depleted-BS was 12 and
the betweenness centrality was zero for all TFs with
TSS-depleted-BS. These results supported the fact that
TFs with TSS-enriched-BS played a central role in the pro-
moter network. These TFs constituted the main compo-
nent of the network (Figure 5A) while TFs with
TSS-depleted-BS formed a rather small and separated
component. In contrast, TFs with TSS-depleted-BS
played a central role in the enhancer network. These
TFs constituted the core of the enhancer network
(Figure 5B) with other TFs at its periphery. Only 44%
of the TFs in the enhancer network had TSS-depleted-
BS whereas only 29% of the TFs had TSS-enriched-BS.
The fork head TF FOXA1 (forkhead box A1) with
TSS-depleted-BS had the highest connectivity (124) and
centrality (1062.4) in the enhancer network. In contrast,
the highest connectivity of a TF with TSS-enriched-BS
was 64 and the highest betweenness centrality was 349.4.
In addition, we constructed a network of known TF

Figure 5. Networks of TF pairs (human). The network of pairs of co-occurring TFs are shown for (A) the promoter regions and (B) the enhancer
regions. (C) A network of TFs mapped onto a PPI network (42). TFs showing preferential binding around the TSS (TSS-enriched-BS) are marked in
red, TFs with a depletion of binding sites around the TSS (TSS-depleted-BS) in blue (dark) and TFs showing no preferential binding (uniformly
distributed-BS) in green (light).
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interactions [physical binding of pairs of TFs, obtained
from a public repository (42)]. Interestingly, the number
of TFs with TSS-enriched-BS and TSS-depleted-BS was
balanced (both 23%) and these TFs were located rather
at the core of the network (Figure 5C). TBP (TATA box
binding protein) with TSS-enriched-BS showed the highest
connectivity (62) and betweenness centrality (2055.2) in
the network compared to TFs with TSS-depleted-BS
which had a maximum connectivity of 20 and a
maximum centrality of 401.3.

DISCUSSION

It was suggested previously that combinations of different
complexes of TFs offer a plethora of specific gene expres-
sion profiles (15). Here, we identified in silico promoter–
enhancer modules consisting of combinations of TFs
binding at promoters and enhancers that determine
specific tissue dependent and temporal regulation of
gene expression during development and differentiation.
In addition to tissue-specific regulation established by
pairs of TFs as shown previously (4), we now also show
that promoter–enhancer modules consisting of pairs of
TFs at promoters and enhancers regulate the progression
of gene expression patterns during development and dif-
ferentiation. Furthermore, we found that these enhancer
sites were rather depleted of Guanin–Cytosin (CpG). It
was shown recently, that methylation-modifications of
CpG-regions are a major regulation mechanism during
development (55–57). Enhancer regions therefore may
contribute to a more constitutive regulation program
during development which is rather independent from
these methylation-modifications. To systematically
analyze which TFs might be employed for such a mech-
anism, we analyzed the distributions of putative binding
sites from 100 bp downstream to 10 000 bp upstream of the
TSS for every family of TF binding sites. Indeed, we
identified three classes comprising binding sites being
enriched at the TSS, depleted at the TSS, and rather uni-
formly distributed. The first class is in line with previous
studies identifying TFs with preferential binding close to
the TSS (5,44,48). In addition to this, we found TFs
showing a depletion of binding sites around the TSS and
TFs with a uniform binding site distribution which have
been noted (44) but have not been quantified so far.

Analyzing the identified promoter–enhancer modules
revealed a number of TFs binding preferentially either at

promoters or at enhancers. For human stem cell differen-
tiation, we identified SP1 to preferentially bind at pro-
moters. Although SP1 is ubiquitously expressed and
regulates gene expression of many constitutively expressed
genes (58,59), its expression was shown to change at dif-
ferent developmental stages and in different cell types,
suggesting specific roles in distinct developmental
processes (60). As SP1-null mice died prenatal, SP1 was
shown to be essential for mouse embryonic development
(61). In contrast, members of the FOX (forkhead box)
family of TFs had binding sites preferentially located at
enhancers of the identified promoter–enhancer modules
providing temporal specificity during human stem cell dif-
ferentiation. FOX TFs have been identified to bind at en-
hancers in a number of studies (62–67). FOX proteins are
substantial in a variety of cellular processes including de-
velopment, differentiation, proliferation, apoptosis, and
migration (68). As FOX proteins are regulators for a
multitude of biological processes, their deregulation can
contribute significantly to tumorigenesis and cancer pro-
gression (68). Various members of this family have been
identified previously to be implicated in development
(69–81). It is to note that we analyzed motif distributions
and statistics for families of TFs sharing the same binding
preferences. For example, the family of forkhead TFs
FOXA1, FOXA2 and FOXA3 share the same binding
motif even though they can exhibit quite distinct roles
during developmental processes. It was shown that specif-
ically FOXA3 differs from FOXA1 and FOXA2 in several
developmental processes (70). In the data we analyzed, we
also found a rather unalike gene expression pattern for
FOXA3 in comparison to FOXA1 and FOXA2 (e.g. in
cardiomyocytes Pearson’s correlation: FOXA1-FOXA2:
0.78, FOXA1-FOXA3: 0.15, FOXA2-FOXA3: 0.63,
Supplementary Table S6 shows the median expression of
these TFs for all tissues). For future projects, it seems
worthwhile studying such abundances of the particular
family members in more detail employing gene and even
better protein expression and phosphorylation data.
The CDX family was another group of TFs we

identified at enhancers of our promoter–enhancer
modules. cdx genes are closely related to genes of the
Hox family and are expressed during embryonic develop-
ment and gut morphogenesis (82). CDX2 is specifically
required during early development and CDX2-null mice
are nonviable as the blastocyst fails to implant into the
uterus (83). It is to note that our results lack of TFs pre-
viously associated to differentiation and development such
as the HOX family of TFs, Oct, Sox or Nanog. This can
be explained by either lack of binding motifs (Nanog) or
rather unspecific binding motifs (Hox, Sox, Oct). Due to
unspecific motifs, these TFs were omitted by our stringent
filtering settings. Further improvements of existing
binding motifs will allow the identification of these TFs
in promoter–enhancer modules when applying our
method.
We used the identified promoter–enhancer modules to

predict temporal expression of genes during human stem
cell differentiation and achieved considerably good predic-
tion accuracy (70%). Zinsen et al. (3) used binding sites of
five TFs determined by ChIP-on-chip assays at

Table 3. Overview of network properties

Promoter
network

Enhancer
network

PPI
network

TSS-
enriched

TSS-
depleted

TSS-
enriched

TSS-
depleted

TSS-
enriched

TSS-
depleted

Quantity 17 8 23 34 19 19
Connectivitya 50 12 124 64 62 20
Betweenness

centralitya
351.5 0 349.4 1062.4 2055.2 401.3

aFor each TF group, the maximum is shown.
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consecutive time points during Drosophila mesoderm
development to predict temporal expression of CRMs
using SVMs and achieved a similar good accuracy of
71.4%. In contrast, we analyzed the regulation of human
cells and used the prediction of TF pairs at promoter
and enhancer regions to predict temporal expression of
genes.
Chromatin loops can overcome large distances between

long-range enhancers and proximal promoters and may
lead to false positive hits at promoter regions when
screening promoters with ChIP-chip assays (8,9). So far,
most ChiP sequencing studies neglect to assess indirect
binding of TFs. However, it was shown for hepatocyte
nuclear factor 4, alpha (HNF4A) that identified binding
sites at the promoter occurred mainly at distal regulatory
elements (84). Our results support the fact that key TFs
bind preferentially at either promoters or enhancers and
that the interactions between those elements are crucial for
specific gene regulation. Therefore, indirect binding is a
central issue that cannot be neglected in prospective TF
binding site analyses and specifically when analyzing
ChIP-chip and ChIP-Seq experiments.
Time- and tissue-specific regulation of gene expression

is central not only during development but also in all
processes of a cell in an organism. Here, we identified
promoter–enhancer modules that determined specific gene
regulation during development and revealed distinct
binding site distributions for TFs binding preferentially
at promoter or enhancer regions. The in silico identifica-
tion of combinations of TFs binding at promoters and
enhancers yielded generic insights into the temporal regu-
lation of gene expression and improved our understanding
of enhancer function.
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