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A B S T R A C T

Background and Purpose: Poor image quality of cone-beam computed tomography (CBCT) images can hinder 
proton dose calculation to assess the influence of anatomy changes. The aim of this study was to evaluate image 
quality and proton dose calculation accuracy of synthetic CTs generated from CBCT using unsupervised 3D deep- 
learning networks.
Materials and methods: A total of 102 head-and-neck cancer patients were used to train (N=82) and test (N=20) i) 
a cycle-consistent generative adversarial network, ii) a contrastive unpaired translation, and iii) a fusion of the 
two (CycleCUT). For patients in the test set, a repeat CT was deformably registered to a same-day CBCT to create 
a ground-truth CT for comparison. The proton plan was re-calculated on the ground-truth CT and synthetic CTs. 
The image quality of the synthetic CTs was evaluated using peak signal-to-noise ratio, structural similarity index 
measure, mean error, and mean absolute error (MAE). Proton dose calculation accuracy was assessed through 3D 
gamma analysis and dose-volume-histogram parameters.
Results: All synthetic CTs accurately preserved the CBCT anatomy (verified by visual inspection) while improving 
the image quality. The CycleCUT network had slightly improved image quality compared to the other networks 
(MAE in body: 53 Hounsfield units (HU) vs. 54/55 HU). All networks had similar proton dose calculation ac-
curacy with gamma passing rate above 97%.
Conclusions: All three evaluated networks generated synthetic CT images with dose distributions comparable to 
those of conventional fan-beam CT. The synthetic CT generation was fast, making all networks feasible for 
adaptive proton therapy.

1. Introduction

The sharp distal fall-off of the proton dose deposition makes proton 
therapy sensitive to changes in patient positioning, anatomy and tissue 
densities [1,2]. A cone-beam computed tomography (CBCT) image is 
often acquired of the patient in the treatment position prior to the daily 
treatment delivery to verify the positioning of the patient and tumor, 
and to monitor changes in patient anatomy and/or the tumor (due to, e. 
g., weight loss or tumor shrinkage) [3,4]. Unfortunately, CBCT scans are 
typically subject to high levels of scattering and imaging artifacts 
compared to conventional fan-beam computed tomography (CT) scans, 
and they are therefore often inadequate for accurate proton dose cal-
culations [5,6]. Patients are often referred to a rescan on a conventional 
CT scanner (a so-called repeat CT; rCT) if large anatomical changes are 

observed on the CBCT images. An improved workflow could be obtained 
if dose re-calculations could be performed directly on the CBCT [4,7].

Strategies based on deep-learning (DL) have been proposed as an 
alternative to the traditional CBCT correction methods for adaptive 
radiotherapy [8]. Many studies have found promising results for artifact 
reduction and improvements in spatial uniformity and image quality 
[9], and also for accurate CBCT-based photon [10] and proton [11] dose 
calculation by exploiting U-nets [12]. The U-net, however, relies on 
paired image data for training, which is challenging to obtain due to 
positional and anatomical changes [13]. Many have therefore investi-
gated the cycle-consistent generative adversarial network (CycleGAN) 
[14] for synthetic CT (sCT) generation from CBCT, as the CycleGAN does 
not require paired data for training, allowing it to handle anatomical 
changes between CT and CBCT acquisitions effectively [13,15,16].

* Corresponding author.
E-mail address: cvo@clin.au.dk (C. Dueholm Vestergaard). 

Contents lists available at ScienceDirect

Physics and Imaging in Radiation Oncology

journal homepage: www.sciencedirect.com/journal/physics-and-imaging-in-radiation-oncology

https://doi.org/10.1016/j.phro.2024.100658
Received 1 July 2024; Received in revised form 4 October 2024; Accepted 15 October 2024  

Physics and Imaging in Radiation Oncology 32 (2024) 100658 

Available online 26 October 2024 
2405-6316/© 2024 The Author(s). Published by Elsevier B.V. on behalf of European Society of Radiotherapy & Oncology. This is an open access article under the 
CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

mailto:cvo@clin.au.dk
www.sciencedirect.com/science/journal/24056316
https://www.sciencedirect.com/journal/physics-and-imaging-in-radiation-oncology
https://doi.org/10.1016/j.phro.2024.100658
https://doi.org/10.1016/j.phro.2024.100658
http://crossmark.crossref.org/dialog/?doi=10.1016/j.phro.2024.100658&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


An alternative approach for unpaired image translation, the 
contrastive unpaired translation (CUT) network, was recently proposed 
[17]. This unsupervised network uses contrastive loss to maximize 
mutual information between corresponding patches in input and output 
images. In contrast to CycleGAN, the CUT network employs a one- 
directional mapping, resulting in simpler, faster, and more stable 
training with lower GPU memory requirements. The simplified archi-
tecture avoids the strict cycle-consistency constraint of the CycleGAN 
which sometimes can cause artifacts or limit the variety in the generated 
images [17]. A two-dimensional (2D) CUT network has been explored 
for sCT generation from CBCT [18] and magnetic resonance imaging 
(MRI) [19]. The latter group also successfully integrated the contrastive 
loss into the CycleGAN framework to produce the so-called CycleCUT 
network, which leverages the strengths of both the CycleGAN and CUT 
network [19].

Acknowledging the progress made with the 2D CUT network in sCT 
generation, the complexity and spatial dependencies of anatomical 
structures in images necessitate the use of 3D models to capture context 
and variations in all directions more accurately. Thus, 3D approaches 
can potentially enhance the precision of sCTs for proton therapy clinics. 
To our knowledge, no study has previously investigated the CUT and 
CycleCUT networks in 3D with applications in proton therapy.

In this study, we therefore evaluated the quality of sCTs generated 
from CBCT by three 3D DL models, the CycleGAN, CUT, and CycleCUT 
network, in terms of CT number and proton dose calculation accuracy, 
with the purpose of enabling CBCT-based daily proton dose calculations 
for head-and-neck cancer patients.

2. Methods and materials

2.1. Imaging protocol and pre-processing

CT and CBCT data from a total of 103 head-and-neck cancer patients 
treated with proton therapy, were available for this study. All scans were 
visually reviewed for severe artifacts, and one patient was excluded due 
to abnormal anatomy from osteosynthetic implants, resulting in 102 
patients for training and evaluation of the DL networks. Permission to 
use the patient data was issued by The Central Denmark Region 

Committees on Health Research Ethics (case number: 2119125). All 
patients were treated with intensity modulated proton therapy (IMPT) 
and according to the Danish Head and Neck Cancer Group (DAHANCA) 
guidelines [20].

The CT scans were acquired with a SOMATOM Definition Edge CT 
scanner (Siemens Healthineers, Forchheim, Germany) in dual-energy CT 
(DECT) twin-beam acquisition mode. The images were reconstructed 
using the Qr40 kernel with beam hardening correction for bone and 
iterative reconstruction (ADMIRE, strength level 3). The DECT images 
were used to create 90 keV virtual monoenergetic images applying the 
Monoenergetic Plus algorithm in Siemens syngo.via software.

The CBCT scans were acquired in treatment position on a ProBeam 
gantry (Varian Medical Systems, Palo Alto, CA, USA). A standard Pro-
Beam head-and-neck protocol, with full fan bowtie and half scan 
acquisition, was used (tube voltage: 100 kV; exposure: 889 mAs). The 
images were reconstructed using filtered-back projection with the FDK 
(Feldkamp-Davis-Kress) algorithm [21]. The CBCT field-of-view was 
21x25 cm (crania-caudal x transversal).

The patient cohort was randomly split for training/validation/ 
testing with 77/5/20 patients, respectively. The validation set was used 
to monitor the training process, while the test set was used to evaluate 
the trained networks. Each patient had several CT scans (range: 5–8; 
including planning CT (pCT) and weekly rCTs) and CBCT scans (range: 
33–50). A total of 467/32 CT scans and 2781/176 CBCT scans were used 
for training/validation, respectively. Details on the image preprocessing 
of the CBCT/CT scans can be found in supplementary material S1. For 
the test patients, fourteen patients were bilateral, and six patients were 
unilateral (two patients were re-irradiated with additional constraints 
on the beam angles). The prescription doses for the high-risk targets 
were between 60 and 68 Gy (see Table S1 in the supplementary material
for additional information). One CBCT/rCT pair acquired on the same 
day was selected for each test patient. The rCT and CBCT images were 
selected based on visual slice-wise inspection to ensure anatomical 
correspondence between the two images.

2.2. Deep-learning architectures

The three DL networks (CycleGAN, CUT, and CycleCUT) were 

Fig. 1. Working principle of the training of the CUT network. CBCT and CT images (input) are translated into synthetic CT (sCT) and identity CT (iCT) images, 
respectively, using the generator (shown in green), which consists of an encoder (Genc) and decoder (Gdec). The input CT and generated sCT are used as input to the 
discriminator (D, shown in red) to calculate the adversarial loss (Adv. Loss; Eq. (4)). The schematic for the contrastive loss calculation is shown in the yellow box 
where the numbers (1–4) correspond to the following steps: (1) Feature extraction. (2) Negative volumes (blue squares) and one positive volume (green square) are 
sampled from each feature map of the CBCT and CT images and compared to a sampled volume-of-interest (orange square) on the sCT and iCT images, respectively. 
The positive volume and volume-of-interest are placed at corresponding locations, while the negative volumes are randomly distributed over the rest of the image 
stack. (3) The sampled volumes are projected to a shared latent space, using the multilayer perceptron, H (purple). (4) The output of H is used to calculate the 
volume-based noise contrastive estimation (VolNCE) loss.
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implemented in PyTorch (v 1.13.0) in Python. The working principles of 
the networks are briefly outlined in the following. Further details on the 
networks and the training details can be found in supplementary ma-
terial S3.

The CycleGAN consisted of two generators, GCT and GCBCT, which 
generated sCTs and synthetic CBCTs (sCBCTs), respectively, and two 
discriminators, DCT and DCBCT, which tried to distinguish real images 
(CT/CBCT) from synthetic images (sCT/sCBCT). The loss function of the 
generators, L G, consisted of three parts: 1) cycle consistency loss, 
L cycle, which was used to preserve anatomy of the input image, 2) 
adversarial loss, L adv, which was used to enforce correspondence be-
tween voxel intensities in the synthetic images and real images, and 3) 
identity loss, L identity, which enforced that no changes were made to the 
input if it resembled an image from the target domain. The full loss 
function used to train the two generators is given by: 

L G = L adv,GCT +L adv,GCBCT + λc⋅
(
L cycle,GCT +L cycle,GCBCT

)
+ λi⋅(L identity,GCT

+ L identity,GCBCT )

(1) 

where λc and λi, are parameters used to scale the cyclic and identity loss 
with respect to the adversarial loss. Following the original CycleGAN 
paper [14], we set λc = 10 and λi = 5.

The loss function for the discriminators, L D, was based purely on 
adversarial loss, and given by: 

L D =
1
2

⋅(L adv,DCT +L adv,DCBCT ) (2) 

Similarly to the CycleGAN, the CUT network [17] contained an 
adversarial loss (L adv,G/L adv,D), which strived to correct the CT 
numbers of the CBCT. However, in the CUT network, the cycle consis-
tency and identity losses were replaced with a volume-based contrastive 
loss function, L VolNCE (NCE: noise contrastive estimation). This loss 
function aimed to train an encoder (first half of the generator) to asso-
ciate spatially corresponding sub-volumes of the input (CBCT) and 
output (sCT) images, while disassociating them from other randomly 
sampled sub-volumes in the CBCT image. Similarly, real CT images were 
compared to identity CT images (iCT; output of generator when input-
ting a CT image; see Fig. 1) to prevent the generator from imposing 

Fig. 2. (Top) Axial slices of gt-rCT, CBCT, and sCTs for two patients (Patient 3 and 20, see Section S2 in supplementary material), representing a good (Patient 3) and 
less optimal (Patient 20) anatomical correspondence between the gt-rCT and CBCT (red arrow on gt-rCT and CBCT for Patient 20). (Bottom) Sagittal and coronal 
views of Patient 3. The green arrow on the sagittal view of the CBCT shows an artifact that has been corrected on all sCTs. The CBCT field-of-view is indicated by a red 
box. All images are displayed in the same window level/width setting (0 HU/800 HU).
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changes to CT images, like the identity loss of CycleGAN. The loss 
functions used to train the generator, L G , and discriminator, L D, of the 
CUT network is given by: 

L G = L adv,G +
1
2

⋅(L VolNCE(CBCT, sCT) + L VolNCE(CT, iCT)) (3) 

L D = L adv,D (4) 

Additional details on the calculation of the volume-based noise 
contrastive estimation (VolNCE) loss, L VolNCE, can be found in the 
supplementary material S3.2.

The CycleCUT network introduced contrastive learning into the 
framework of the CycleGAN. Hence, in the CycleCUT network, the 
structural consistency and anatomical preservation were enforced by 
having both a cycle consistency loss (as in CycleGAN) and a volume-wise 
contrastive loss (as in CUT). As for the CycleGAN, CycleCUT had two 
generators (GCT/GCBCT). The full generator loss function had four con-
tributions from the VolNCE loss (see Fig. S3 in supplementary material
S3.3), whereas the CUT only had two (see Eq. (3)). The full generator 
loss then is given by: 

L G = L adv,GCT + L adv,GCBCT +

λc⋅
(
L cycle,GCT + L cycle,GCBCT

)
+ λi⋅

(
L identity,GCT + L identity,GCBCT

)
+

λNCE⋅(L VolNCE(CBCT, sCT) + L VolNCE(CT, sCBCT)+
L VolNCE(sCBCT, CyCT) + L VolNCE(sCT,CyCBCT))

(5) 

where λc = 10, λi = 5, and λNCE = 0.1. The loss of the discriminator was 
the same as for the CycleGAN network (Eq. (2)).

2.3. Evaluation

The trained generators were applied to the CBCTs from the test set to 
create the sCTs used in the evaluation. The CBCTs were passed through 
the trained generators in a sliding-window manner, and the overlapping 
volumes were averaged to generate the final 3D sCT. The clinical rigid 
registration between the CBCT and pCT was used to stitch the sCT onto 
the pCT to add image information outside the CBCT field-of-view. The 
rCT was first rigidly registered to the pCT and afterwards deformably 
registered to the CBCT to further reduce anatomical and setup differ-
ences between the rCT and the CBCT. The deformable image registration 
was performed in Velocity® (Varian Medical Systems, Palo Alto, CA, 
USA). The deformed rCT was seen as the ground truth (gt-rCT) in the 
evaluations. The structure set from the pCT was deformably propagated 
to the sCT and gt-rCT, and the clinical proton plan (created on the pCT in 
Eclipse (v.16.1), Varian – a Siemens Healthineers company, Palo Alto, 
CA, USA) was re-calculated on the sCT and gt-rCT.

The sCTs were compared to the gt-rCTs to evaluate the CT number 
and proton dose calculation accuracy on the sCTs. To quantitatively 
evaluate the CT number accuracy and image quality of the sCTs, the 
peak signal-to-noise ratio (PSNR), structural similarity measure (SSIM), 
mean absolute error (MAE), and mean error (ME) between the gt-rCTs 
and CBCTs/sCTs were calculated (the equations can be found in sup-
plementary material S4). The volumes-of-interest (VOIs) used to calcu-
late these metrics were: the high-risk target (CTV1, homogenous), the 
oral cavity (subject to many artifacts, e.g., from dental implants), 
mandible (high density), and the body (inside the CBCT field-of-view). 
Additionally, CT number line profiles and histogram distributions 
were calculated for the sCTs and gt-rCT for two representative patients.

The dose calculation accuracy was evaluated by comparing the 
proton dose distributions calculated on the sCTs and gt-rCT (reference) 
through differences in dose-volume-histogram (DVH) parameters for the 
target and organs-at-risk, and gamma analysis [22]. In the DVH com-
parison, the following DVH parameters were evaluated: D99% for the 
three targets (CTV1-3, with different prescribed doses); Dmax (max in 
0.027 cm3 volume [20]) for the high-risk target (CTV1), spinal cord, 
body, and mandible; and Dmean for the oral cavity, parotids (left and 
right), pharyngeal constrictor muscles (PCM; low/middle/upper), and 

submandibular glands (left and right combined). For the gamma anal-
ysis, gamma pass rates were calculated for passing criteria of 1%/2mm, 
2%/2mm, 3%/2mm (used clinically at our institute for plan quality 
assurance), and 3%/3mm, all with a lower dose cut-off of 10% of the 
maximum dose in gt-rCT dose distribution (global evaluation). The 
Wilcoxon signed-rank test was used to determine the significance of any 
observed differences (p≤0.05) [23].

3. Results

3.1. CT number evaluations

Fig. 2 presents sCTs generated by the three networks (CycleGAN, 
CUT and CycleCUT), along with the original CBCT image and the gt-rCT 
for two test patients, one with good and one with less optimal 
anatomical correspondence between the CBCT and gt-rCT. All three 
networks correctly replicated the anatomy of the CBCT, while obtaining 
an image quality comparable to the gt-rCT in all three views (axial/ 
sagittal/coronal). CT number differences between the gt-rCT and the 
CBCTs/sCTs can be seen in the supplementary material S5.1.

All three sCT networks greatly improved the PSNR, ME, and MAE for 
all four structures, as well as the SSIM for the oral cavity, mandible, and 

Table 1 
Median [minimum (min); maximum (max)] values of peak-signal to noise ratio 
(PSNR; in decibels (dB)), structural similarity index measure (SSIM), mean ab-
solute error (MAE; in Hounsfield units (HU)), and mean error (ME; in HU) 
calculated between the gt-rCT and CBCT/sCTs within the high-risk target, oral 
cavity, mandible, and the entire body (inside CBCT field-of-view). The best value 
for each metric (i.e. the highest value for the median PSNR and SSIM, the lowest 
median MAE, or the median ME closest to zero) have been highlighted in bold if 
the value was significantly different from both of the two other networks ac-
cording to the Wilcoxon signed rank test (p≤0.05).

PSNR (dB) ↑ 
Median 
[min; max]

SSIM ↑ 
Median 
[min; max]

MAE (HU) ↓ 
Median 
[min; max]

ME (HU) 
Median 
[min; max]

 Target 
CBCT 36.5 [27.9; 

40.8]
1.00 [0.96; 
1.00]

41.2 [30.8; 
129.7]

− 20.4 [-1.7; 
− 95.4]

CycleGAN 41.7 [33.2; 
48.6]

1.00 [0.99; 
1.00]

18.1 [11.6; 
38.3]

− 5.0 [0.1;19.1]

CUT 41.6 [33.2; 
48.0]

1.00 [0.99; 
1.00]

17.3 [11.2; 
33.9]

3.3 [-1.0; 21.4]

CycleCUT 42.4 [33.2; 
49.0]

1.00 [0.99; 
1.00]

16.1 [10.1; 
36.3]

− 2.1 [0.0; − 37.2]

 Oral Cavity 
CBCT 29.8 [18.3; 

37.0]
0.98 [0.89; 
1.00]

75.8 [31.8; 
247.4]

− 36.7 [0.0; 
− 178.1]

CycleGAN 36.9 [26.5; 
44.0]

1.00 [0.97; 
1.00]

26.8 [12.9; 
72.8]

0.8 [-0.3; 45.8]

CUT 36.9 [26.3; 
44.8]

1.00 [0.97; 
1.00]

26.2 [12.8; 
70.7]

5.3 [-0.3; 51.0]

CycleCUT 36.7 [26.3; 
44.4]

1.00 [0.97; 
1.00]

25.8 [11.7; 
72.7]

2.6 [-0.8; 48.0]

 Mandible 
CBCT 18.6 [13.6; 

22.2]
0.90 [0.78; 
0.95]

373.6 [241.7; 
694.5]

− 315.1 [-197.3; 
− 592.6]

CycleGAN 26.1 [19.0; 
31.9]

0.97 [0.89; 
0.99]

145.5 [77.5; 
344.5]

− 21.4 [-0.2; 
− 61.7]

CUT 26.2 [19.2; 
31.0]

0.97 [0.90; 
0.99]

141.6 [83.7; 
335.4]

22.7 [2.6; 66.1]

CycleCUT 26.3 [19.1; 
32.7]

0.97 [0.90; 
1.00]

137.2 [68.0; 
336.6]

9.5 [-2.3; 46.9]

 Body 
CBCT 25.6 [22.0; 

35.5]
0.95 [0.92; 
0.97]

137.5 [114.3; 
194.3]

20.9 [-7.4; 
− 130.7]

CycleGAN 31.8 [26.8; 
36.1]

0.97 [0.94; 
0.99]

54.2 [35.8; 
88.5]

− 6.9 [0.6; –23.5]

CUT 31.8 [27.0; 
35.4]

0.97 [0.94; 
0.99]

55.2 [35.6; 
85.3]

5.3 [0.9; 22.0]

CycleCUT 31.8 [26.8; 
36.1]

0.97 [0.94; 
0.99]

53.4 [34.1; 
87.2]

2.8 [0.1; 18.0]
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body compared to the CBCT (Table 1). The SSIM was similar for all three 
sCT networks, but the CycleCUT network had a significantly (p≤0.05) 
better PSNR and MAE for the target, PSNR, MAE and ME for the 
mandible, and MAE and ME for the body, while the CycelGAN had a had 
a significantly (p≤0.05) better ME for the oral cavity. Additional CT 
number comparisons (CT number line profiles and histogram distribu-
tions of the high-risk target) can be found in supplementary material
S5.2 and S5.3.

3.2. Dose evaluations

For all three networks, the DVH differences between the gt-rCT and 
sCTs were low for the targets, especially for the high-risk target (CTV1; 
Fig. 3). For the OARs, the median deviations were all close to zero, 
however, for a few patients, larger deviations were seen. For most DVH 
parameters, the same patient was found to be an outlier for all three 

sCTs. However, the CycleCUT network had large deviations in the Dmax 
for the spinal cord for three patients, which were not seen for the other 
networks (red circles in Fig. 3).

For all three networks and all evaluated gamma criteria, the median 
gamma passing rates over the twenty test patients were above 97%, and 
there were no significant differences (p>0.05) between any of the net-
works in the gamma analysis (Table 2; Fig. 4).

4. Discussion

This study investigated image quality improvements of CBCT scans 
for head-and-neck cancer patients using three 3D DL networks: Cycle-
GAN, CUT, and a fusion of the two, CycleCUT. The CycleCUT network 
had slightly improved CT number accuracy compared to the two other 
networks, especially in bony structures (Table 1). The anatomical 
preservation for the CUT network was found to be almost as good as for 
the CycleGAN and CycleCUT network (verified by visual inspection) 
despite the lack of a voxel-wise loss function for anatomical preserva-
tion. All networks performed equally well in terms of proton dose 
evaluations (Figs. 3-4 and Table 2).

For the test patients, the rCT and CBCT were acquired on the same 
day, and they were chosen based on being anatomically similar (verified 
by visual inspection). Moreover, the rCT was deformed to the CBCT (to 
create the gt-rCT) with the purpose of further minimizing the anatomical 
differences. Despite this effort, it was difficult to obtain an accurate 
anatomical correspondence for some patients, leading to an incorrect 
ground-truth (see Fig. 2). Additionally, we deformably transferred 
structures from the pCT to the gt-rCT and CBCT/sCT, which gave some 
discrepancies in the contours. Since most evaluated structures were 
small, contour differences sometimes affected the mean CT number and 
dose, especially for structures near dose gradients. This was the case for 

Fig. 3. Violin plots over the differences for dose-volume-histogram parameters (in Gray (Gy) or percent point (pp)) between the dose distribution calculated on the 
gt-rCT (reference) and sCTs, for the targets (left) and organs-at-risk (right). The three red circles for the spinal cord Dmax show outlier values for the CycleCUT which 
were not seen for the CycleGAN and CUT sCT. The p-value is shown above a DVH parameter of one of the models if the value was significantly different from both 
other networks according to the Wilcoxon signed rank test (p≤0.05).

Table 2 
Median [25th; 75th percentile] of the global gamma pass rate calculated be-
tween the dose distribution on the gt-rCT and sCTs. A lower dose cutoff level of 
10% was used, and the analysis was restricted to the body structure of the gt-rCT. 
No significant differences were found between the sCTs for any of the gamma 
pass rate according to Wilcoxon signed rank test (p≤0.05).

Gamma pass rates
1%/2mm (%) 2%/2mm (%) 3%/2mm (%) 3%/3mm (%)

CycleGAN 97.5 [93.1; 
98.9]

98.1 [95.3; 
99.4]

98.8 [96.7; 
99.6]

99.6 [99.3; 
99.9]

CUT 97.4 [92.5; 
98.8]

98.3 [94.7; 
99.3]

98.9 [96.3; 
99.5]

99.6 [99.1; 
99.9]

CycleCUT 97.4 [92.3; 
99.0]

98.1 [94.3; 
99.5]

98.8 [96.0; 
99.7]

99.6 [99.0; 
99.9]
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Dmax of the spinal cord for the CycleCUT sCT in three patients (see 
encircled datapoints in Fig. 3). We found that rigidly transferring the 
spinal cord structure from the gt-rCT to the sCTs (such that the structure 
had the same size on the four images), instead of deformably trans-
ferring it from the pCT to each individual image, decreased the mean 
absolute deviation of the three encircled datapoints from 3.6 Gy to 0.6 
Gy. This is a limitation, as some of the observed deviations originated 
from contour differences rather than the images themselves.

The CycleCUT network was originally developed for MRI-to-CT 
synthesis, where it significantly outperformed the CycleGAN and CUT 
in terms of image quality, but with similar dose calculation accuracies 
[19]. CBCT-to-CT synthesis using the CUT network has also been 
investigated, where the image quality was improved compared to the 
CycleGAN [18]. These results consistent with our findings. Both studies 
used the CUT network’s NCE loss on a 2D patch-wise level, as originally 
developed. Our work demonstrates that it can also be applied effectively 

Fig. 4. Dose distributions calculated on the gt-rCT and sCTs and associated gamma maps (1%/2mm gamma passing criterion) for two patients: one with high gamma 
passing rates (Patient 1; see Section S2 in supplementary material), and one with low gamma passing rates (Patient 9; see Section S2 in supplementary material). In 
the gamma maps, only values above 1 are shown, indicating voxels where the gamma test fails. The high-risk target area is delineated in cyan. The beam directions 
are shown on the gt-rCT with white arrows (the anterior-posterior field contributes only below the mandible).
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at a 3D volume level. Consequently, our sCTs were found to have a good 
correspondence between consecutive slices (see Fig. 2), which some-
times can be difficult to achieve using 2D models [18,19,24]. Thus, the 
ability to capture the relationship between neighboring slices is an 
advantage of 3D models. However, 3D models require more GPU 
memory, a larger training dataset, and more training time compared to 
2D models, which can limit the feasibility of 3D models for medical 
image analysis [25]. The lack of patient data can, however, be partially 
solved either by dividing the scans into smaller volumes (as done here), 
data augmentations [26], transfer learning [27], or by training a single 
network using data from multiple treatment sites [16]. Additionally, 
while the training time is longer for 3D models, we found that the 
average time needed for transforming a CBCT into a full field-of-view 
sCT (by stitching it onto the pCT) in dicom format, which can be 
directly imported into any treatment planning system for dose calcula-
tion, was just above 1 min (74 s) for all networks, making the sCT 
generation process suitable for adaptive proton therapy [1].

All three networks used in this study were based on the very suc-
cessful GANs [28]. Several studies have previously showed that GAN- 
based DL can enhance CBCT image quality [29–33]. However, GANs 
are complex to train due to the simultaneous training of two competing 
networks, and they often suffer from mode collapse resulting in limited 
diversity of the generated images [34]. Alternative networks, such as 
diffusion models and transformers, have therefore recently been 
competing against the GANs in medical image analysis with promising 
results [33,35,36]. A recent study showed that a 2D conditional 
denoising diffusion probabilistic model had superior results in both vi-
sual quality and quantitative analysis compared to a 2D CycleGAN [36]. 
However, diffusion models rely on a time-consuming sampling proced-
ure at inference (generation of sCT based on new data), which currently 
makes them impractical for an adaptive workflow.

In conclusion, we found that all three investigated sCT networks 
were able to generate high quality sCT images with proton dose distri-
butions comparable to those of conventional fan-beam CT, allowing for 
proton dose calculations on the daily anatomy for dose verification. The 
sCT generation was fast (just above 1 min), making all investigated 
networks feasible for adaptive radiotherapy.
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