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ABSTRACT
Quantitative analysis of shape and form is critical in many biological disciplines, as
context-dependent morphotypes reflect changes in gene expression and physiology,
e.g., in comparisons of environment-dependent phenotypes, forward/reverse genetic
assays or shape development during ontogenesis. 3D-shape renderingmethods produce
models with arbitrarily numbered, and therefore non-comparable, mesh points.
However, this prevents direct comparisons. We introduce a workflow that allows
the generation of comparable 3D models based on several specimens. Translocations
between points of modelled morphotypes are plotted as heat maps and statistically
tested. With this workflow, we are able to detect, model and investigate the significance
of shape and form alterations in all spatial dimensions, demonstrated with different
morphotypes of the pond-dwelling microcrustacean Daphnia. Furthermore, it allows
the detection even of inconspicuous morphological features that can be exported to
programs for subsequent analysis, e.g., streamline- or finite-element analysis.

Subjects Computational Biology, Ecology, Computational Science
Keywords 3D morphological comparison, 3D morphology, Confocal microscopy, Daphnia,
Landmark-rare shapes, Confidence ellipsoids, Shape and form analysis, Visualisation of shape
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INTRODUCTION
Quantitative analysis of shape and form is critical in many biological disciplines (Adams,
Rohlf & Slice, 2004; Slice, 2007; Adams, Rohlf & Slice, 2013; Mitteroecker et al., 2013).
Morphological alterations within species often reflect changes in gene expression and
physiology and may occur in specific regions as well as in overall morphology, e.g., as
context-dependent phenotypic plasticity (e.g., Agrawal, 2001) or as a result of knock-out-
mutants during forward or reverse genetic assays (e.g., Gaiano et al., 1996; Golling et al.,
2002). Furthermore, cryptic species identified with genetic approaches can be analysed
with respect to subtle, but quantifiable morphological traits (Tan et al., 2010), helping to
reveal inconspicuous morphological differences. Another application for detecting shape
alterations is the analysis of developmental stages, where sites of shape changes or growth
can be found by comparing samples at different time points, e.g., in the leaf margins of
developing Arabidopsis (Bilsborough et al., 2011).
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Historically, in morphology research lengths of body parts, i.e., the distance between
two points, have been used to measure and compare the evolution and development
of different morphologies (e.g., Lagler, 1962). Unfortunately, distances can only capture
dimensions and ratios, not underlying shape (Klingenberg, 2016). Furthermore, these
measurements, for example when being measured on two-dimensional images, often miss
the three-dimensional aspects of the structure, especially when, for example, they are
taken on photo images (e.g., Polly, 2003). Furthermore, not every morphological form is
characterized by sufficient features to create a dense net of distance measurements that
allows to deduce the shape from these measurements in any other than just the simplest
way (Zelditch, 2004). In fact, with distances alone, in most cases only lengths, widths or
heights of the sample, or parts of it, can be measured.

To describe morphotypes, morphometrics commonly uses explicit morphological
landmarks, such as anatomical features, captured within a coordinate system to record not
only a set of distances, but the relative arrangement of all landmarks and their interrelations
(Mitteroecker & Gunz, 2009; Drake, Coquerelle & Colombeau, 2015; Klingenberg, 2016). For
morphological comparisons with geometric morphometric tools, landmarks are fitted, e.g.,
with a Procrustes analysis (Bookstein, 1993; Dryden & Mardia, 1998). This fit minimizes
the squared sum of the landmarks’ distances between the compared morphotypes. This
removes differences in position, rotation and size, and allows the comparison of shape
(Kendall, 1977; Dryden & Mardia, 1998). When morphotypes are freed from position and
rotation by a partial Procrustes analysis the landmark-set still holds differences in size and
shape, which we here define as form alterations.

The use of landmarks allows the capture of shape and form in two as well as three
dimensions. Especially three-dimensional information is important in many cases, as
otherwise alterations not quantifiable in two dimensions are missed. Indeed, the third
dimension might be an important explanatory variable, for example in ecological contexts
(Cardini, 2014; Openshaw et al., 2016; Buser, Sidlauskas & Summers, 2017). The third
dimension can be captured with the help of 3D imaging strategies, during which—if
not instantly reduced to certain landmarks—often massive amounts of image data are
produced. Use of these data calls for dedicated data handling and modelling strategies (as
in, e.g.,Martone et al., 2008; Saalfeld et al., 2009).

Such techniques for capturing 3D features include confocal laser scanning microscopy
(cLSM), micro-computed tomography (µCT), focused ion beam (FIB) and 3D scanning
electron microscopy (SEM), all of which have undergone continuous development in
the last decades (Carlsson et al., 1985; Morton et al., 1990; Tafti et al., 2015), leaving the
analysis techniques somewhat behind (e.g., Martone et al., 2008). For example, cLSM
captures information on a sample’s depth in the inter-slice distance of the generated image
stack. In principle, these reconstructions allow detailed computer-based morphological
comparisons, provided that suitable tools are available.

Always problematic, even with the application of geometric morphometrics, have been
samples that exhibit just few morphologically distinct features (Klingenberg, 2008). Such
samples barely offer explicit biologically homologous points, rendering difficult even the
use of so-called semi-landmarks, which are defined as landmarks on curves or surfaces
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connecting morphological features (Bookstein, 1997; Zelditch, 2004). The first solutions
to the comparability problem of almost ‘homology-free’ shapes that facilitate the analysis
of such datasets have been published in recent years (Boyer et al., 2011; Durrleman et al.,
2014; Boyer et al., 2015; Pampush et al., 2016; Pomidor, Makedonska & Slice, 2016). Boyer
et al. (2011) and Boyer et al. (2015) solely describe the mathematics behind the alignment
and comparison. The other publications offer implementations with a limited graphical
user interface, in which the surfaces are loaded and subsequently aligned and compared.
Methodologically, Pomidor, Makedonska & Slice (2016) use Symmetric Iterative Closest
Point Superimposition for alignment and the Procrustes surface metric to quantify shape
differences, while Durrleman et al. (2014) use an atlas and control points for these tasks.

To provide an alternative, semi-automated and Matlab-based approach to these
challenges, we introduce a workflow that allows the generation of comparable 3D models
for comparison of almost landmark-free morphotypes even with just inconspicuous
(i.e., hidden or otherwise disguised) morphological differences. This workflow uses simple
steps: (i) Scan the sample; (ii) extract the 3D surface area, (iii) wrap and adjust a grid of
explicit points around the outer surface area after arranging the samples in homologous
orientation; and (iv) compute a superimposition of comparative morphotypes.

In the following, we will introduce these steps in more detail: (i) in our use-case
Daphnia, confocal image stacks were scanned in liquid so that our sample’s physical state
is maintained, precluding, for example, drying artefacts accompanying SEM preparations.
Depending on the sample and its preservation, any other scanning technique, for example
µCT, FIBSEM etc., could work as well. (ii) From the resulting image stacks, we extract
surfaces using the ‘Marching Cubes’ algorithm (Lorensen & Cline, 1987), producing a
triangular mesh comprised of vertices and faces. Such three-dimensional surface- or even
volume-renderings have become widespread (Liu, Weaver & Taatjes, 1997;Wei et al., 2012;
Barbier de Reuille et al., 2015), and can also be extracted using other algorithms, such
as manifold dual contouring (Schaefer, Ju & Warren, 2007). The mentioned vertices are
often arbitrarily numbered, preventing direct comparisons of individual vertex positions,
i.e., point positions. To enable point-wise comparability, explicit landmarks or alternatively
other corresponding points (which are difficult to identify on some shapes) are necessary.
Therefore, this is not applicable in the case of landmark-free shapes. Likewise, landmarks
dictate the resolution with which shapes can be analysed. (iii) To establish the point-
specific comparability required for direct comparisons through homologously numbered
and positioned points, we wrap the extracted surfaces by projecting two-dimensional
silhouettes, inspired by ‘shrink-wrapping’ or the automated wrapping described by Sigal,
Hardisty & Whyne (2008). (iv) For the computational comparison between individuals and
between treatment groups, resulting casts can then be aligned with a Procrustes-fit to find
a superimposition that reduces the (partial) Procrustes distance between the samples to
a minimum (Gower, 1975; Bookstein, 1993; Dryden & Mardia, 1998). Subsequently, form
and shape alterations can be statistically investigated in a point-wise manner, by analysing
individual casts. This also allows detection of within-group variance, but also average shapes
of different treatments can be compared. We then display alteration in form of heat maps,
as published earlier by, e.g., Gunz et al. (2009) and Pomidor, Makedonska & Slice (2016).
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We decided to develop and illustrate this workflow using our model organism Daphnia,
as it provides distinctive morphological variabilities (Fig. S1) (Tollrian & Dodson, 1999;
Laforsch & Tollrian, 2004; Weiss, Laforsch & Tollrian, 2012a).

METHODS & RESULTS
The following sections describe the workflow and its results in our use-case Daphnia and
are divided according to the four steps outlined above: (I) Scan, (II) Extract, (III) Wrap
and (IV) Compute.

Scan—3D capture with confocal imaging on Congo Red stained
animals
In our use-case, we performed confocal laser scanning microscopy, and therefore applied
fluorescent labelling. Staining of the animals’ integument was carried out with a 0.15%
solution of the fluorescence dye Congo Red (Carl Roth GmbH + Co. KG, Karlsruhe,
Germany) on a shaker (ELMI Ltd., Riga, Latvia) at 60 rpm for 24 h (Michels & Büntzow,
2010) to ensure even staining. Samples were rinsed three times for at least 10 min with
deionised water to remove excess stain. Mounting was performed with ringed sticky tape
according toWeiss et al. (2012b).

Scanning was conducted with a Leica confocal laser scanning microscope (Leica TCS
SP5II, Leica Microsystems,Wetzlar, Germany) using 561 nm laser excitation and a detector
range of 600–750 nm (Fig. 1A). These settings gave high fluorescence intensities for each
acquired stack. Gain was set to 500 V, the pinhole to 70.75 µm and zoom left at 1.0×. Single
image stacks were acquired with 400 Hz and saved at 512×512 pixels, with a pixel edge
length of 3 µm. The resolution in the z-direction, which is dependent on the individual
slices’ distance, was set to 2.5 µm and produced stacks of approximately 200 slices. If
animals were larger than the visual field of a single slice, multiple stacks were acquired with
fixed upper and lower limits. Using the stitching function of the microscope’s software
(LAS AF 2, Leica Microsystems, Wetzlar, Germany), multiple stacks were composed into
one stack. As the confocal lasers were limited with respect to tissue penetration, scanning
was conducted for one half of the specimen’s body, as Daphnia magna shows a bilateral
symmetry. Only intact specimens without any indentations or other shape-influencing
alterations were used for the analysis.

Extract—Virtual reconstruction
The cLSM image stacks were converted to tif-stacks with the Bioformats-Plugin of FIJI
(Schindelin et al., 2012), making them compatible with the software MorphoGraphX
(Barbier de Reuille et al., 2015). Within MorphoGraphX, ‘Gaussian Blur’, set to a blur
rate of 5 µm in each direction, was applied to smooth the intensities. The surfaces of
ten undefended and nine defended D. magna were extracted along high intensity values
using MorphoGraphX’s ‘Marching Cubes Surface’ mesh creation tool, with a cube size of
15 µm, creating surface meshes representing the outermost layer and thus surrounding
the volumes of the specimens (Fig. 1B) (Lorensen & Cline, 1987). The algorithm generated
triangular meshes consisting of vertices and faces. The threshold for intensity was selected
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Figure 1 Workflow generation and process. (A) Z -stacks/3D scans are acquired from the specimens in-
vestigated. (B) Surfaces are extracted (where necessary) in MorphoGraphX. (C) Grids are adjusted to these
surface extractions in Blender, based on anatomical fixed points in the outline and a few on the curved
surface itself (for details see Fig. 2). (D) By projecting the grid onto the surface extraction, the grid gives a
cast of the curvature of the animal. (E) The casts, which are all individually oriented and positioned and
therefore a bit different from each other, are (F) aligned with Procrustes-fit using Matlab. The projected
grids are then (G1) averaged, and displacement vectors calculated between similar points in both treat-
ments or (G2) statistics are performed with Wilcoxon-tests and a subsequent FDR-analysis or ‘confidence
ellipsoids’.

Full-size DOI: 10.7717/peerj.4861/fig-1

based on each individual stack’s signal intensity, ranging from 500 up to 30,000. The
resulting meshes were smoothed with MorphoGraphX’s smoothing tool, not exceeding
1–3 passes to prevent mesh shrinkage. Of course, other algorithms and tools for surface
extraction and subsequent smoothing are published and could be used as alternatives, e.g.,
Schaefer, Ju & Warren (2007). This part of the workflow is only necessary for image capture
procedures that have no gridding implemented.

Wrap—Standardisation via grid adjustment, ‘shrink-wrap’ and
Procrustes-fit
At this stage, analytical comparison between surface meshes—e.g., shape collations aiming
to detect subtle differences between groups of meshes—requires a common coordinate
system to be used across all meshes. Coordinate names of the extractions inMorphoGraphX
are given randomly in coordinate space, thus preventing a point-by-point analysis when
two or more surface meshes are compared. Furthermore, each surface mesh needs to be
similarly oriented. We used three landmarks for orientation of the surface meshes and
subsequently overlaid them with a 2D grid of about 128,000 points (Figs. 1C and 2A).
Grid adjustment was done with respect to recurring features in the animal’s outline and
on the 3D surface of our samples (Fig. 2) to fit this highly resolved grid to our samples’
individual forms. In our use-case, such landmarks and semi-landmarks are located at the
animals’ tail spine, the vertex of the head, the tip of the rostrum, the carapace indentation
in the heart region and points located on the heads’ and carapaces’ folds (Fig. 2). For this
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Figure 2 Detailed depiction of the grid adjustment step (Fig. 1C). (A) Detailed representation of the
2D grid that is projected onto our case study organism Daphnia in oblique (top left) and top view (bottom
left). Some exemplary points of the 2D grid that were used to adjust the grid to landmarks of the 3D mesh
are indicated with red dots. The shape of the ‘deform mesh’ (Blender, version 2.73, Blender Foundation,
Blender Institute Amsterdam, https://www.blender.org/, 2015) is shown, again in oblique (top right) and
top view (bottom right). (B) For adjustment, the deform mesh is arranged around the 2D-grid (top) and
elastically bound to it in order to allow the deformation of the fine mesh by moving just a few points of
the ‘cage’. Also displayed is the arrangement of the surface mesh exported from MorphoGraphX beneath
the deform mesh surrounding the 2D silhouette grid. The arrow indicates the direction of projection of
the 2D-grid to produce a cast of the surface mesh. Landmarks of the surface mesh to which the 2D-grid-
silhouette is adjusted are highlighted with red dots, matching the corresponding points marked in (A).

Full-size DOI: 10.7717/peerj.4861/fig-2

adjustment in a standardised position and orientation as well as the grid projection in
z-direction onto MorphoGraphX-surface-meshes, we used the program Blender (version
2.73, Blender Foundation, Blender Institute Amsterdam, https://www.blender.org/,
2015). We applied the ‘elastic’ adjustment with the tool ‘deform meshes’ (Blender,
https://docs.blender.org/manual/en/dev/modeling/modifiers/deform/mesh_deform.html;
Joshi et al., 2007) to fit the grid before projecting it (Figs. 1C and 2B). Points of the deform
mesh are elastically bound to the grid, hence facilitating and standardising grid adjustment.
Thus, adjustments are smoothed in contrast to adjustments based on only a few recurring
features. The latter usually gives an edgy form unsuitable for e.g., biomechanical finite
element analysis investigations. Subsequently, we projected the adjusted grids onto the
original surface meshes by parallel projection along the z-axis, giving ‘shrinkwrapped’ casts
(https://docs.blender.org/manual/en/dev/modeling/modifiers/deform/shrinkwrap.html).
These consist of explicit points with x, y and z coordinates resulting from the explicitly
numbered grid (Fig. 1D). Casts can be exported as .obj files (similar to .csv files with
headers), and from there are easily imported into Matlab (Matlab R2014b, The Mathworks
Inc., Natick, MA, 2015) as one table with all explicit points and their coordinates (Fig. 1E).
Points of the grid that did not overlap the surface mesh after ‘shrink-wrapping’ projection,
e.g., at parts of the dissected antennae, were eliminated to avoid bias from wrong or lacking
projections. All further analyses were carried out within the Matlab environment (see
Files S1 and S2).
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Compute—averaging and analysis of results
From casts describing individual morphotypes (reared with or without Triops) we created
3Dmodels by averaging the x, y and z coordinates of all explicit points of all casts belonging
to the predator- or control-treatment using the Matlab script (see File S1). Subsequently,
we compared these models by fitting superimpositions of points of the defended model
onto the undefended control model in smallest partial Procrustes distance, using the
procrustes()-function (https://de.mathworks.com/help/stats/procrustes.html) (Fig. 1F)
(Gower, 1975; Bookstein, 1993; Dryden & Mardia, 1998). The Procrustes-fit prevents the
false detection of shape modulation due to dissimilar positioning in 3D-space (Fig. 1F).
Generally, this procedure can also make size modifications that shrink and stretch the casts
to fit each other. Here, however, size may be an important factor for ecological morphotype
comparisons, and so the size adjustment was not conducted. As the obtained result is not
shape by definition (Kendall, 1977; Dryden & Mardia, 1998), we refer to these results
as alterations of form. Nevertheless, we also tested the comparison of morphotypes with
enabled size-adjustment (File S1, Fig. S2), giving shape alterations (reviewed inKlingenberg,
2016).

Subtraction of coordinates (in xyz-direction) of the undefendedmean coordinate points
from the adjusted coordinates of the defendedmean provides a set of absolute displacement
vectors for each semi-landmark point used to construct the grid-mesh models (Fig. 1G1).
With the application of the Pythagorean theorem we determined the magnitude of the
straight vector between the respective points on the two models by the hypotenuse’s
length, with translocations along the coordinate axes being the required catheti (Fig. 3).
Therefore, for each coordinate axis these point translocations can be calculated separately
and displayed in heatmaps. Heatmaps of the acquired overall point translocations (Fig. 3C)
indicate strongest deformations in shades of red and weakest deformations in shades of
blue. Displaying the changes along the various coordinate axes, red indicates changes in
a positive direction along the respective coordinate axis, blue indicates displacement in a
negative direction on the respective coordinate axis (Figs. 3D–3F). The method maintains
actual specimen size so that the length of the displacement vectors, either in overall
point translocation plots (Fig. 3C), or along the coordinate axes (Figs. 3D–3F) is given in
micrometres.

In our use-case Daphnia, we found shortest displacement vectors in the centre of the
specimen. Point translocations gradually increase towards the outer limits, indicated by
shades shifting from yellow to red (Fig. 3C). We found displacement vector lengths in the
range of 20–50 µm in the centre, while the body periphery is translocated by 100–140 µm.
In particular, the tail spine, the head capsule and the dorsal region around the heart are
coloured dark red, indicating displacement vectors of over 160 µm in length.

Dorsal parts are shifted dorsally (shades of red/positive), ventral parts are shifted
ventrally along the x-axis (shades of blue/negative, Fig. 3D). In between, an intermediate
zone (shaded yellow to white) with minor or no shifts is visible. Likewise, anterior regions
are shifted anteriorly (red/positive), while posterior regions are shifted posteriorly on the
y-axis (blue/negative, Fig. 3E). Similarly, the increase in lateral width is marked in dark red
(Fig. 3F).
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Figure 3 Analysis of model comparison. (A) Photograph of an undefended D. magna. (B) Photograph
of the defended morphotype of the same species. (C) Overall displacement vectors, displayed as a heat
map. Shades of red indicate long displacement vectors, shades of blue small displacement vectors. (D) Dis-
placement in x direction, (E) displacement in y direction. (F) Displacements in z-direction. Blue colours
in (D–F) represent alterations in the negative direction of the respective axis, while red shows positive al-
terations along the respective axes. Shades of yellow to white indicate little or no shifts along the respective
axis. (G) Wilcoxon-test performed for the x coordinates, (H) Wilcoxon-test performed for the y coordi-
nates (I) Wilcoxon-test performed on the z coordinates. Wilcoxon-tests in (G–I) were conducted taking
into account all samples of the two treatments (nundefended = 10, ndefended = 9). Colours ranging from red
to green mark P-values smaller than 0.01, with red giving highly significant results. (K) Q-value plot for
the x-coordinates (L) Q-value plot for the y-coordinates (M) Q-value plot for the z-coordinates. Note the
colour scaling difference in (K–M). Colours ranging from red to green mark q-values smaller than 0.005.
Scale bar for (A) and (B) is given between them, scale bar for (D–M) is given next to (H), all scale bars
1 mm. ant, anterior; pos, posterior; ven, ventral; dor, dorsal.

Full-size DOI: 10.7717/peerj.4861/fig-3

For statistical analysis, two-sided Wilcoxon signed rank sum (U-)tests (ranksum()-
function; https://de.mathworks.com/help/stats/ranksum.html; Fig. 1G2) were calculated
using the coordinates of the individual casts from both treatments to determine
differences between all morphotypes from two independent groups (Figs. 3G–3I). For
model normalization within all three dimensions, individual casts were superimposed
again using the Procrustes fit without size adjustment (Fig. 1F). This ensured optimal
orientation for statistical analysis. Point-to-point and direction-wise analysis of defended
and undefended xyz-data was conducted using the Wilcoxon-test in Matlab (Matlab
R2014b, The Mathworks Inc., Natick, MA, 2015). Therefore, a test was calculated for every
point’s x,y and z coordinates. The compared casts consist of over 120,000 points describing
the form. Accordingly, more than 360,000 Wilcoxon-tests were calculated automatically,
using the Matlab-script (File S1).

Our script colours body regions in shades from red to green to delimit significant
differences with P-values smaller than 0.01 (two-sided Wilcoxon-test, nundefended = 10,
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ndefended = 9; Figs. 3G–3I). Shades from yellow to blue delimit P-values above 0.01,
indicating no significant changes in form. We found 105,191 points on the surface to differ
significantly for the x-dimension, 114,596 for the y-dimension, and in z-dimension 22,365
points showed a p-value lower than 0.01.

Corrections for multiple testing for all three dimensions are provided by the false
discovery rate (FDR) approach described by Storey & Tibshirani (2003), implemented in
Matlab as mafdr()-function (https://www.mathworks.com/help/bioinfo/ref/mafdr.html).
Applying this function with default parameters gave q-values for every tested point
(Figs. 3K–3M) and values for π0 and π1. The π1, calculated for each dimension in our
use-case, gives a lower bound on the proportion of features that truly follow the alternative
hypothesis (Storey & Tibshirani, 2003). In our use-case the majority of the calculated tests
are indeed significantly different. For the x-dimensionwe estimate 93%of the tests correctly
reject the null hypotheses, in the case of the y dimension this number is even 97% and
for the z-dimension we can estimate at least 67% of the tests to reject the null hypothesis
correctly.

A colour-coded plot of the q-values onto the 3D-model reveals most regions as
statistically significant with q-values below 0.005.

The direct p-value- q-value-plots can be found in the supplementary material (Fig. S3).
For a three-dimensional statistical analysis, we calculated the 95%-confidence intervals

for each point’s x, y and z coordinates, which, applied as radii, span a confidence ellipsoid
for all points of the two groups (Figs. 1G and 4C).We therefore used the Ellipsoidal Toolbox
(Kurzhanskiy & Varaiya, 2006), especially the ellipsoid()- and ellipsoid.distance()-function
in Matlab. The centre of each ellipsoid is defined by the average coordinates of a point
across all individuals, as described above in the preparation of displacement vectors.
Subsequently, the confidence ellipsoids of all points from each model are analysed for
their overlap. Overlapping ellipsoids and their radii provide a better idea of what kind of
alteration is occurring rather than a simple direction-specific p-value analysis (Nakagawa
& Cuthill, 2007). No confidence ellipsoid overlap suggests statistical differences between
the groups and is displayed in black (Fig. 4D), while regions of overlap are displayed in
purple (Fig. 4G). We found a fully black model in the analysis of our Daphnia use-case.
Testing animals of the same group against each other as well as randomly permutating
both groups led to overlap in almost all regions (Fig. S4).

DISCUSSION
We have proposed a workflow that can detect subtle differences in morphology between
morphotype groups. As an illustration we used two context-dependent morphologies
of D. magna, which is known to exhibit predator-induced differences in morphology
(Rabus & Laforsch, 2011; Rabus et al., 2012). Superficially, animals of both treatments are
similarly shaped, rendering the detection of differences through visual inspection difficult.
Earlier approaches found measurable differences between pre-defined inter-landmark
distances and describe morphological defenses in D. magna (Rabus & Laforsch, 2011;
Rabus et al., 2012). With spatially high-resolution models of the animals’ forms, we were
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Figure 4 Confidence ellipsoid analysis. (A) Illustration of the average point positions in the undefended
(blue) and defended (red) treatment. (B) Detail of a region next to the head, illustrating confidence el-
lipsoid positions of both treatments. The overlap or non-overlap of ‘confidence ellipsoids’ can be distin-
guished. Note the much more voluminous ellipsoids of the defended treatment (red), hinting at the in-
creased variance in this group. (C) Detail of a single confidence ellipsoid pair with no overlap which is the
only case occurring in D. magna. The non-overlap indicates that major differences can be found between
the average positions of all points with relatively small variance. Confidence ellipsoids were determined
centred on the average point position and surrounded by a volume spanned three-dimensionally by the
95%-X-Y-Z confidence intervals of each point pair as radii around them. (D) The non-overlap situation
present in this study is indicated with black colouring in regions of non-overlap. (E) As a test of this way
to visualise statistics, we permutated the treatments, resulting in 50% of the original shapes interchanged
between the treatments. (F) This led to overlap of all respective ellipsoids, shown here exemplary on a sin-
gle confidence ellipsoid pair. (G) Regions of the body found to show overlap were therefore coloured pur-
ple, inspired by the result of mixing red and blue representing the original treatments. All scale bars 1 mm.

Full-size DOI: 10.7717/peerj.4861/fig-4

able to reproduce their results. Moreover, we found an overall change in morphology in
the z-direction. We were able to validate that the observed changes are not only due to
uniform body growth in all dimensions.

Daphnia as use-case
By comparing the translocations between the dense nets of respective points of both
treatments, our approach allows visualisation of alterations by colour-coding of respective
regions (Figs. 3, 4D and 4G). Such heat maps were used for example by Pomidor,
Makedonska & Slice (2016) to visualize the between-sample variation. With these heat
maps, we found that D. magna shows a different morphotype when exposed to a predator
like Triops. We observed an increase in overall body size across all axes (Fig. 3C). In contrast
to measuring just distances without any information on the z-direction on pictures of the
samples, our application offers the ability to determine micrometre-scale shape changes in
high resolution as we can compare thousands of surface points between morphotypes.

In contrast to alterations of the outline, alterations in the z-dimension are more difficult
to detect in bilaterally flattened organisms. In the case of our model system Daphnia, only
differences in the distance between the fornices have been detected in the z-dimension so
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far (Rabus et al., 2012). However, measuring just one distance in lateral width does not
reflect the overall z-direction morphology and certainly does not represent a complete
description of a morphotype. We were able to determine additional changes of form in
the z-direction (Figs. 3F and 3I), i.e., a locally enhanced or decreased lateral width. We
here find that the morphotypes vary 20–30 µm in lateral width in the centre. By applying
the size-adjusting Procrustes fit, almost all alterations disappear. Therefore, here the main
reaction to the presence of the predator is an increased body size.

We used the FDR-approach as a correction for multiple testing (Storey & Tibshirani,
2003). This correction revealed a very high proportion of the conducted tests to correctly
reject the null hypotheses. The π0 values, which give a conservative proportion of the null
p-values, are very small (x-dimension: 0.0671, y-dimension: 0.0278, z-dimension: 0.3273),
indicating that 93%, 97% and 67% (x-/y-/z-dimension) of the features found are different
between both morphotypes. Also, the q-value evaluation of the p-values reveals that at a
p-value threshold of 0.05, the q-values range from about 0.01 to 0.03, depending on the
respective dimension. This means that in our use-case comparison only 1–3% of the tests
with p≤ 0.05 are false positives.

To compare point positioning in a 3D manner, we plotted 95%-confidence ellipsoids
that show the overall position changes between both morphotype models. No overlap
between the confidence ellipsoids of the two treatments uncorrected for size during the
Procrustes-fit could be found among all respective pairwise comparisons, demonstrating
a subtle yet remarkable difference between the investigated treatments. Therefore, the
approach presented herein not only allowed the conversion of whole 3D surfaces into
models, but also facilitated the detection of small differences between morphotypes that
are otherwise hard to detect. At the same time this confidence ellipsoid plot (Fig. 4D) is
a compression of the data derived in terms of average point position and displacement
vectors, as it yielded good impression of the position of shape/form and/or size alterations
and their statistical significance. Additionally, plotting confidence ellipsoids region-wise
allows comparisons of the volumes and dilatations of these ellipsoids, which helps to get
impressions of the difference between morphotypes and variances within each group with
respect to the axes (Figs. 4B and 4E).

We here applied the partial Procrustes fit without size-adjustment for superimposition
in smallest partial Procrustes distance, since size seemed to be the major alteration between
morphotypes, especially due to the ecological background. As described, our workflow also
allows to perform a full Procrustes analysis. We used this ‘classical’ Procrustes analysis with
size-adjustment to exclude size effects, extracting just shape. Nonetheless, these data can
contain a component of size-related shape variation, for example differential growth rates
of body structures, i.e., allometry. To identify such, multivariate regressions and principal
component analyses need to be conducted (for a review on allometry see Klingenberg,
2016). The full Procrustes analysis revealed only minor alterations of shape, mainly in
the region of the head capsule’s dorsal area and the tail spine (Fig. S2). This verifies most
alterations found centrally are due to an increase in size. In other circumstances than our
use-case, size-adjustments may be useful, for example in developmental studies where the
overall growth hides smaller alterations in shape. Furthermore, one can imagine studies of,
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for example, the development of leaves of Arabidopsis that can be investigated for regions
of disproportional growth.

Advantages and applications
Here, we provide an approach designed to be generally applicable. We furthermore expect
this approach to be transferable to other species as well as other measurement scales.
These features also apply to other already published approaches to ‘‘homology-free’’
morphometrics (Polly, 2008b; Pomidor, Makedonska & Slice, 2016). Previous approaches
used algorithms to superimpose surface extractions; e.g., via the first two principal
component axes (Pomidor, Makedonska & Slice, 2016) or via conformal geometry
and optimal mass transportation (Boyer et al., 2011). Our workflow requires manual
adjustment, which positions the animals in a comparable orientation. Therefore, this step
is analogous to the automated orientation presented in the mentioned publications. We
have not automated this step, even though it is comparatively time consuming. We believe
that manual editing avoids bias resulting from insufficient superimposition based on the
very rare landmarks on some shapes.

Furthermore, an advantage of our workflow compared to e.g., the automated technique
of Pomidor, Makedonska & Slice (2016) is the high density and quite even distribution
of comparable grid points, which avoids giving inappropriate weight to certain regions
during the Procrustes fit, especially since semi-landmarks add less information compared
to landmarks (Zelditch, 2004). Similarly, in the case of missing data, our workflow is
more resistant to bias based on missing data of the ‘prototype’, the morphotype model that
serves as base for all Procrustes fits. Missing data do not affect morphotype alignment, as no
nearest neighbour algorithm is applied as in Pomidor, Makedonska & Slice (2016). Regions
that are missing in the prototype are omitted from the analysis. Therefore, the prototype
should preferably be a representative specimen, as recommended in most analyses, e.g.,
(Durrleman et al., 2014).

Gunz et al. (2009) and Polly (2008a) also use point grids to create semi-landmarks.While
Polly (2008a) fits a grid onto a shape, Gunz et al. use a thin plate spline approach. Yet,
both publications lack downstream comparative analysis betweenmorphotype groups. The
eigensurface analysis uses semi-landmarks on the morphotype’s outline and on a central
axis that spans a feather-like net of equidistant semi-landmarks on the investigated surface
(MacLeod, 2008; Sievwright & MacLeod, 2012). This produces a consistent number of
intrarib nodes, which can then be compared in positioning. In the case of largemorphotypic
differences in the eigensurface and in our approach, semi-landmarks may not be projected
on biologically homologous positions, but for detection of generalized form/shape change
this might not be an important consideration. Nevertheless, tackling this problem using
semi-landmarks as in both latter approaches is one unique way to describe the form/shape
of almost landmark-free samples (Klingenberg, 2008; Pomidor, Makedonska & Slice, 2016).

In our approach, all steps are isometric, i.e., the originally captured size can be conserved
through all steps of analysis and deformations can be plotted in absolute values. This
facilitates evaluation of morphological alterations, e.g., in an ecological context as it
is appropriate in our case study. Alternatively, studies on knock-outs of, for example,
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Drosophila or zebrafish embryos, may aim to detect just such size differences in detail (Prpic
& Posnien, 2016, and references therein). Thus, the size-adjustment during Procrustes
analysis needs to be performed depending on the questions asked in the respective study.
Here, by use of both size-adjusted and non-size adjusted data, we were able to detect
differences both in size (Fig. 3C), and in specific shape (Fig. S2) between two ecological
morphotypes, thus morphology can be studied in the absence of prior assumptions about
where and how shape changes occur.

In addition to morphotype comparisons, within-sample analyses can also be conducted,
revealing differences in variance of body regions within a single treatment group (like
Pomidor, Makedonska & Slice, 2016).

We have shown that our workflow can detect size and shape differences in almost
landmark-free samples. We anticipate that this workflow will be applicable in a wide
range of species across different kingdoms of life, including morphotypes that lack
obvious features that can be analysed for specific characteristics. Also, as long as a few
explicit morphological points (landmarks) exist and surface points are ‘wrappable’ by
parallel projections along an axis, describing shapes with our workflow should be feasible.
Given this prerequisite, adjustment to any critter of choice may be conducted with the
supplied Matlab script (File S1: https://github.com/HorstmannM/3Dshape/blob/master/
completeDataProcessing_magna_supplement.m// File S2: https://doi.org/10.6084/m9.
figshare.5144032). This script is designed for a complete analysis including an automated
data-download from an online depository (https://doi.org/10.6084/m9.figshare.5331319).
The computations allow the analysis of morphological alterations with various approaches.
Thatway, ourmethodmay help to resolve species complexes delineated only by complicated
or obscure morphological features, such as the challenging kinship relations of diatoms
(Round, Crawford & Mann, 1990). As data source we used confocal data processed with
MorphoGraphX, but based on the data type after processing, which is 3D surface meshes,
we expect that µCT datasets or other 3D-reconstructing techniques are also suitable input
sources.

The confidence ellipsoid approach we introduced here for comparisons was found
suitable as summary of form and shape alterations occurring between our treatments by
visualising statistical significance for all body regions in just a single plot. This is especially
interesting in a three-dimensional biological context, as typical p-value based statistical tests
(Student’s t -test, Wilcoxon-test) have frequently been criticised especially in the context
of multiple testing scenarios as this one, rendering confidence intervals an interesting
alternative (Poole, 1987; Nakagawa & Cuthill, 2007). Furthermore, we tested the reliability
of this approach by permutation of investigated samples, meaning a multiple exchange of
50% of the casts between both treatments. This led to a complete overlap of all confidence
ellipsoids (Figs. 4E and 4G), supporting the validity of the confidence ellipsoid overlap as
a statistical test for differences in form and shape.

Regarding the output of our workflow, the averaged point clouds created for investigated
treatments are exportable fromMatlab to text files allowing CAD-modelling, streamline- or
finite element analysis (FEA) calculations. Alternatively, these analyses can be conducted
within the Matlab environment (https://de.mathworks.com/discovery/finite-element-
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analysis.html). The most common outputs are comma separated values, tabulator
separated values or Excel files. Necessary remeshing of these point clouds can be performed
in Blender (http://www.blender.org, 2015), MeshLab (Cignoni et al., 2008) or with the
Shrink-Wrapped Boundary Face algorithm (Koo et al., 2005), covering the point-cloud
models with a mesh. This is an elementary step for further processing of the data, since FEA
for 3D-models is dependent on volumes or at least surfaces. Exporting surfaces or point
clouds into analysis tools like Amira is also possible. Therefore, a vast array of downstream
investigations is possible, e.g., biomechanical or streamline analyses of the compared
forms.

CONCLUSIONS
The workflow we presented adds to the arsenal of tools to measure and compare 3D
morphologies, based on a representative set of samples. We found that it is useful
in comparing almost landmark-free shapes like our use-case organism Daphnia. The
resolution of the resulting models is adjustable to the needs of the user, but limited by the
resolution of the initial scans. Furthermore, not only shape, but also size can bemaintained,
allowing comparison of the position of points between individuals and/or between and
within groups. The detected differences can be plotted as heat maps to visualise shape
changes. Additionally, collations can be calculated with various analyses and statistical
comparisons. Applying the functionality of computing average models for different groups
can simplify downstream applications such as biomechanical or streamline analysis, as it
reduces distortion of the results by individual variability (seen in clonal and non-clonal
organisms). In summary, this workflow uses new combinations of existing methods for
shape analysis and approaches for qualitative and quantitative scoring. This extends the
existing set of methods with another powerful 3D approach for detection and visualization
of alterations of shape and form. From its results hypotheses for further investigations can
be generated.

ACKNOWLEDGEMENTS
We thank Alessandro di Maio for his technical assistance with confocal microscopy
applications. Furthermore, we thank Thomas White for the correction of the English
language.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
Martin Horstmann was supported by the ‘‘Studienstiftung des deutschen Volkes’’. Linda
C. Weiss was supported by the ‘‘Leopoldina National Academy of Sciences’’. The DFG
Open Access Publication Funds of the Ruhr-Universität Bochum provided support for
the publication fee. The funders had no role in study design, data collection and analysis,
decision to publish, or preparation of the manuscript.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 14/20

https://de.mathworks.com/discovery/finite-element-analysis.html
https://de.mathworks.com/discovery/finite-element-analysis.html
https://peerj.com
https://de.mathworks.com/discovery/finite-element-analysis.html
http://www.blender.org
http://dx.doi.org/10.7717/peerj.4861


Grant Disclosures
The following grant information was disclosed by the authors:
Studienstiftung des deutschen Volkes.
Leopoldina National Academy of Sciences.
Ruhr-Universität Bochum.

Competing Interests
The authors declare there are no competing interests.

Author Contributions
• Martin Horstmann and Linda C. Weiss conceived and designed the experiments,
performed the experiments, analyzed the data, contributed reagents/materials/analysis
tools, prepared figures and/or tables, authored or reviewed drafts of the paper, approved
the final draft.
• Alexander T. Topham analyzed the data, contributed reagents/materials/analysis tools,
prepared figures and/or tables, authored or reviewed drafts of the paper, approved the
final draft.
• Petra Stamm analyzed the data, contributed reagents/materials/analysis tools, authored
or reviewed drafts of the paper, approved the final draft.
• Sebastian Kruppert analyzed the data, authored or reviewed drafts of the paper, approved
the final draft.
• John K. Colbourne conceived and designed the experiments, contributed reagents/-
materials/analysis tools, authored or reviewed drafts of the paper, approved the final
draft.
• Ralph Tollrian conceived and designed the experiments, contributed reagents/material-
s/analysis tools, prepared figures and/or tables, authored or reviewed drafts of the paper,
approved the final draft.

Data Availability
The following information was supplied regarding data availability:

GitHub: https://github.com/HorstmannM/3Dshape;
Horstmann, Martin; Topham, Alexander T.; Stamm, Petra; Kruppert, Sebastian;

Colbourne, John K.; Tollrian, Ralph; Weiss, Linda C. (2018): Workspace-file containing
the values calculated for the variables used in MatlabScript.m. figshare. Dataset.

DOI: 10.6084/m9.figshare.5144032.v3;
Horstmann, Martin; Topham, Alexander T.; Stamm, Petra; Kruppert, Sebastian;

Colbourne, John K.; Tollrian, Ralph; Weiss, Linda C. (2018): Original reconstructions
from clsm-scans after wrapping the adjusted grid. figshare. Fileset. DOI: 10.6084/m9.
figshare.5331319.v1.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/
peerj.4861#supplemental-information.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 15/20

https://peerj.com
https://github.com/HorstmannM/3Dshape
https://doi.org/10.6084/m9.figshare.5144032.v3
https://doi.org/10.6084/m9.figshare.5331319.v1
https://doi.org/10.6084/m9.figshare.5331319.v1
http://dx.doi.org/10.7717/peerj.4861#supplemental-information
http://dx.doi.org/10.7717/peerj.4861#supplemental-information
http://dx.doi.org/10.7717/peerj.4861


REFERENCES
Adams DC, Rohlf FJ, Slice DE. 2004. Geometric morphometrics. Ten years of progress

following the ‘revolution’. Italian Journal of Zoology 1:5–16
DOI 10.1080/11250000409356545.

Adams DC, Rohlf FJ, Slice DE. 2013. A field comes of age: geometric morphometrics in
the 21st century. Hystrix, the Italian Journal of Mammalogy 1:7–14
DOI 10.4404/hystrix-24.1-6283.

Agrawal AA. 2001. Phenotypic plasticity in the interactions and evolution of species.
Science 5541:321–326 DOI 10.1126/science.1060701.

Barbier de Reuille P, Routier-Kierzkowska A, Kierzkowski D, Bassel GW, Schüp-
bach T, Tauriello G, Bajpai N, Strauss S, Weber A, Kiss A, Burian A, Hofhuis
H, Sapala A, LipowczanM, Heimlicher MB, Robinson S, Bayer EM, Basler K,
Koumoutsakos P, Roeder, Adrienne HK, Aegerter-Wilmsen T, Nakayama N,
Tsiantis M, Hay A, Kwiatkowska D, Xenarios I, Kuhlemeier C, Smith RS. 2015.
MorphoGraphX: a platform for quantifying morphogenesis in 4D. eLife 4:5864
DOI 10.7554/eLife.05864.

Bilsborough GD, Runions A, Barkoulas M, Jenkins HW, Hasson A, Galinha C, Laufs P,
Hay A, Prusinkiewicz P, Tsiantis M. 2011.Model for the regulation of Arabidopsis
thaliana leaf margin development. Proceedings of the National Academy of Sciences of
the United States of America 8:3424–3429 DOI 10.1073/pnas.1015162108.

Bookstein FL. 1993.Morphometric tools for landmark data, geometry and biology.
Cambridge: Cambridge University Press.

Bookstein FL. 1997. Landmark methods for forms without landmarks: morphomet-
rics of group differences in outline shape.Medical Image Analysis 3:225–243
DOI 10.1016/S1361-8415(97)85012-8.

Boyer DM, Lipman Y, St Clair E, Puente J, Patel BA, Funkhouser T, Jernvall J,
Daubechies I. 2011. Algorithms to automatically quantify the geometric similarity
of anatomical surfaces. Proceedings of the National Academy of Sciences of the United
States of America 45:18221–18226 DOI 10.1073/pnas.1112822108.

Boyer DM, Puente J, Gladman JT, Glynn C, Mukherjee S, Yapuncich GS, Daubechies
I. 2015. A new fully automated approach for aligning and comparing shapes.
Anatomical Record 1:249–276 DOI 10.1002/ar.23084.

Buser TJ, Sidlauskas BL, Summers AP. 2017. 2D or Not 2D? testing the utility of 2D Vs
3D Landmark data in geometric morphometrics of the sculpin subfamily oligocotti-
nae (Pisces; Cottoidea). Anatomical Record 301:806–818 DOI 10.1002/ar.23752.

Cardini A. 2014.Missing the third dimension in geometric morphometrics: how to
assess if 2D images really are a good proxy for 3D structures? Hystrix 2:73–81
DOI 10.4404/hystrix-25.2-10993.

Carlsson K, Danielsson PE, Liljeborg A, Majlöf L, Lenz R, Åslund N. 1985. Three-
dimensional microscopy using a confocal laser scanning microscope. Optics Letters
2:53–55 DOI 10.1364/OL.10.000053.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 16/20

https://peerj.com
http://dx.doi.org/10.1080/11250000409356545
http://dx.doi.org/10.4404/hystrix-24.1-6283
http://dx.doi.org/10.1126/science.1060701
http://dx.doi.org/10.7554/eLife.05864
http://dx.doi.org/10.1073/pnas.1015162108
http://dx.doi.org/10.1016/S1361-8415(97)85012-8
http://dx.doi.org/10.1073/pnas.1112822108
http://dx.doi.org/10.1002/ar.23084
http://dx.doi.org/10.1002/ar.23752
http://dx.doi.org/10.4404/hystrix-25.2-10993
http://dx.doi.org/10.1364/OL.10.000053
http://dx.doi.org/10.7717/peerj.4861


Cignoni P, Callieri M, Corsini M, DellepianeM, Ganovelli F, Ranzuglia G. 2008.Mesh-
Lab: an open-source mesh processing tool. In: Scarano V, De Chiara R, Erra U, eds.
Paper presented at the meeting of the Eurographics Italian Chapter conference. Geneva:
The Eurographics Association
DOI 10.2312/LocalChapterEvents/ItalChap/ItalianChapConf2008/129-136.

Drake AG, Coquerelle M, Colombeau G. 2015. 3D morphometric analysis of fossil canid
skulls contradicts the suggested domestication of dogs during the late Paleolithic.
Scientific Reports 5:8299 DOI 10.1038/srep08299.

Dryden IL, Mardia KV. 1998. Statistical shape analysis: with applications in R. Hoboken:
Wiley DOI 10.1038/srep08299.

Durrleman S, PrastawaM, Charon N, Korenberg JR, Joshi S, Gerig G, Trouvé A. 2014.
Morphometry of anatomical shape complexes with dense deformations and sparse
parameters. NeuroImage 101:35–49 DOI 10.1016/j.neuroimage.2014.06.043.

Gaiano N, Amsterdam A, Kawakami K, AllendeM, Becker T, Hopkins N. 1996.
Insertional mutagenesis and rapid cloning of essential genes in zebrafish. Nature
6603:829–832 DOI 10.1038/383829a0.

Golling G, Amsterdam A, Sun Z, Antonelli M, Maldonado E, ChenW, Burgess S,
Haldi M, Artzt K, Farrington S, Lin S, Nissen RM, Hopkins N. 2002. Insertional
mutagenesis in zebrafish rapidly identifies genes essential for early vertebrate
development. Nature Genetics 2:135–140 DOI 10.1038/ng896.

Gower JC. 1975. Generalized procrustes analysis. Psychometrika 1:33–51
DOI 10.1007/BF02291478.

Gunz P, Mitteroecker P, Neubauer S, Weber GW, Bookstein FL. 2009. Principles for
the virtual reconstruction of hominin crania. Journal of Human Evolution 1:48–62
DOI 10.1016/j.jhevol.2009.04.004.

Joshi P, Meyer M, DeRose T, Green B, Sanocki T. 2007.Harmonic coordinates for
character articulation. ACM Transactions on Graphics (TOG)—Proceedings of ACM
SIGGRAPH 2007 26:Article 71 DOI 10.1145/1275808.1276466.

Kendall DG. 1977. The Diffusion of Shape. Advances in Applied Probability 9:428–430
DOI 10.2307/1426091.

Klingenberg CP. 2008. Novelty and ‘‘Homology-free’’ Morphometrics. What’s in a
Name? Evolutionary Biology 3:186–190 DOI 10.1007/s11692-008-9029-4.

Klingenberg CP. 2016. Size, shape, and form: concepts of allometry in geometric
morphometrics. Development Genes and Evolution 3:113–137
DOI 10.1007/s00427-016-0539-2.

Koo BK, Choi YK, Chu CW, Kim JC, Choi BT. 2005. Shrink-wrapped boundary
face algorithm for mesh reconstruction from unorganized points. ETRI Journal
2:235–238 DOI 10.4218/etrij.05.0204.0027.

Kurzhanskiy AA, Varaiya P. 2006. Ellipsoidal Toolbox. EECS Department, University
of California, Berkeley UCB/EECS-2006-46. Available at https://www2.eecs.berkeley.
edu/Pubs/TechRpts/2006/EECS-2006-46.pdf .

Laforsch C, Tollrian R. 2004. Inducible defences in multipredator environments.
Cyclomorphosis in Daphnia cucullata. Ecology 8:2302–2311 DOI 10.1890/03-0286.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 17/20

https://peerj.com
http://dx.doi.org/10.2312/LocalChapterEvents/ItalChap/ItalianChapConf2008/129-136
http://dx.doi.org/10.1038/srep08299
http://dx.doi.org/10.1038/srep08299
http://dx.doi.org/10.1016/j.neuroimage.2014.06.043
http://dx.doi.org/10.1038/383829a0
http://dx.doi.org/10.1038/ng896
http://dx.doi.org/10.1007/BF02291478
http://dx.doi.org/10.1016/j.jhevol.2009.04.004
http://dx.doi.org/10.1145/1275808.1276466
http://dx.doi.org/10.2307/1426091
http://dx.doi.org/10.1007/s11692-008-9029-4
http://dx.doi.org/10.1007/s00427-016-0539-2
http://dx.doi.org/10.4218/etrij.05.0204.0027
https://www2.eecs.berkeley.edu/Pubs/TechRpts/2006/EECS-2006-46.pdf
https://www2.eecs.berkeley.edu/Pubs/TechRpts/2006/EECS-2006-46.pdf
http://dx.doi.org/10.1890/03-0286
http://dx.doi.org/10.7717/peerj.4861


Lagler KF. 1962. Ichthyology. New York: Wiley.
Liu S, Weaver DL, Taatjes DJ. 1997. Three-dimensional reconstruction by confocal

laser scanning microscopy in routine pathologic specimens of benign and ma-
lignant lesions of the human breast. Histochemistry and Cell Biology 4:267–278
DOI 10.1007/s004180050112.

LorensenWE, Cline HE. 1987.Marching cubes—a high resolution 3D surface construc-
tion algorithm. ACM SIGGRAPH 4:163–169 DOI 10.1145/37401.37422.

MacLeod N. 2008. Understanding morphology in systematic contexts: 3D specimen
ordination and 3D specimen recognition. In: The new taxonomy. London: CRC
Press, Taylor & Francis Group.

MartoneME, Tran J, WongWW, Sargis J, Fong L, Larson S, Lamont SP, Gupta A,
EllismanMH. 2008. The cell centered database project: an update on building
community resources for managing and sharing 3D imaging data. Journal of
Structural Biology 3:220–231 DOI 10.1016/j.jsb.2007.10.003.

Michels J, BüntzowM. 2010. Assessment of Congo red as a fluorescence marker for the
exoskeleton of small crustaceans and the cuticle of polychaetes. Journal of Microscopy
2:95–101 DOI 10.1111/j.1365-2818.2009.03360.x.

Mitteroecker P, Gunz P. 2009. Advances in geometric morphometrics. Evolutionary
Biology 2:235–247 DOI 10.1007/s11692-009-9055-x.

Mitteroecker P, Gunz P,Windhager S, Schaefer K. 2013. A brief review of shape, form,
and allometry in geometric morphometrics, with applications to human facial
morphology. Hystrix, the Italian Journal of Mammalogy 1:59–66
DOI 10.4404/hystrix-24.1-6369.

Morton EJ, Webb S, Bateman JE, Clarke LJ, Shelton CG. 1990. Three-dimensional X-ray
microtomography for medical and biological applications. Physics in Medicine and
Biology 7:805–820 DOI 10.1088/0031-9155/35/7/001.

Nakagawa S, Cuthill IC. 2007. Effect size, confidence interval and statistical significance:
a practical guide for biologists. Biological Reviews of the Cambridge Philosophical
Society 4:591–605 DOI 10.1111/j.1469-185X.2007.00027.x.

Openshaw GH, D’Amore DC, Vidal-García M, Keogh JS. 2016. Combining geometric
morphometric analyses of multiple 2D observation views improves interpretation of
evolutionary allometry and shape diversification in monitor lizard (Varanus) crania.
Biological Journal of the Linnean Society 120:539–552 DOI 10.1111/bij.12899.

Pampush JD,Winchester JM, Morse PE, Vining AQ, Boyer DM, Kay RF. 2016.
Introducing molaR: a new R package for quantitative topographic analysis of teeth
(and other topographic surfaces). Journal of Mammalian Evolution 4:397–412
DOI 10.1007/s10914-016-9326-0.

Polly PD. 2003. Paleophylogeography: the tempo of geographic differentiation in
marmots (marmota). Journal of Mammalogy 2:369–384
DOI 10.1644/1545-1542(2003)084<0369:PTTOGD>2.0.CO;2.

Polly PD. 2008a. Adaptive zones and the pinniped ankle: a three-dimensional quan-
titative analysis of carnivoran tarsal evolution. In: Sargis EJ, Dagosto M, eds.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 18/20

https://peerj.com
http://dx.doi.org/10.1007/s004180050112
http://dx.doi.org/10.1145/37401.37422
http://dx.doi.org/10.1016/j.jsb.2007.10.003
http://dx.doi.org/10.1111/j.1365-2818.2009.03360.x
http://dx.doi.org/10.1007/s11692-009-9055-x
http://dx.doi.org/10.4404/hystrix-24.1-6369
http://dx.doi.org/10.1088/0031-9155/35/7/001
http://dx.doi.org/10.1111/j.1469-185X.2007.00027.x
http://dx.doi.org/10.1111/bij.12899
http://dx.doi.org/10.1007/s10914-016-9326-0
http://dx.doi.org/10.1644/1545-1542(2003)084<0369:PTTOGD>2.0.CO;2
http://dx.doi.org/10.7717/peerj.4861


Mammalian evolutionary morphology: a tribute to Fred Szalay. Berlin: Springer
Science+Business, 167–196.

Polly PD. 2008b. Developmental dynamics and G-matrices can. Morphometric
spaces be used to model phenotypic evolution? Evolutionary Biology 2:83–96
DOI 10.1007/s11692-008-9020-0.

Pomidor BJ, Makedonska J, Slice DE. 2016. A landmark-free method for three-
dimensional shape analysis. PLOS ONE 3:e0150368
DOI 10.1371/journal.pone.0150368.

Poole C. 1987. Beyond the confidence interval. American Journal of Public Health
2:195–199 DOI 10.2105/AJPH.77.2.195.

Prpic N, Posnien N. 2016. Size and shape-integration of morphometrics, mathematical
modelling, developmental and evolutionary biology. Development Genes and
Evolution 3:109–112 DOI 10.1007/s00427-016-0536-5.

RabusM, Laforsch C. 2011. Growing large and bulky in the presence of the enemy:
Daphnia magna gradually switches the mode of inducible morphological defences.
Functional Ecology 5:1137–1143 DOI 10.1111/j.1365-2435.2011.01840.x.

RabusM,Waterkeyn A, Van Pottelbergh N, Brendonck L, Laforsch C. 2012. Interclonal
variation, effectiveness and long-term implications of Triops-induced morphological
defences in Daphnia magna Strauss. Journal of Plankton Research 2:152–160
DOI 10.1093/plankt/fbr092.

Round FE, Crawford RM,Mann DG. 1990. The diatoms. In: Biology & morphology of the
genera. Cambridge: Cambridge University Press.

Saalfeld S, Cardona A, Hartenstein V, Tomancak P. 2009. CATMAID: collaborative
annotation toolkit for massive amounts of image data. Bioinformatics 15:1984–1986
DOI 10.1093/bioinformatics/btp266.

Schaefer S, Ju T,Warren J. 2007.Manifold dual contouring. IEEE Transactions on
Visualization and Computer Graphics 3:610–619 DOI 10.1109/TVCG.2007.1012.

Schindelin J, Arganda-Carreras I, Frise E, Kaynig V, Longair M, Pietzsch T, Preibisch
S, Rueden C, Saalfeld S, Schmid B, Tinevez J, White DJ, Hartenstein V, Eliceiri K,
Tomancak P, Cardona A. 2012. Fiji: an open-source platform for biological-image
analysis. Nature Methods 7:676–682 DOI 10.1038/nmeth.2019.

Sievwright H, MacLeod N. 2012. Eigensurface analysis, ecology, and modelling of mor-
phological adaptation in the falconiform humerus (Falconiformes. Aves). Zoological
Journal of the Linnean Society 2:390–419 DOI 10.1111/j.1096-3642.2012.00818.x.

Sigal IA, Hardisty MR,Whyne CM. 2008.Mesh-morphing algorithms for specimen-
specific finite element modeling. Journal of Biomechanics 7:1381–1389
DOI 10.1016/j.jbiomech.2008.02.019.

Slice DE. 2007. Geometric morphometrics. Annual Review of Anthropology 1:261–281
DOI 10.1146/annurev.anthro.34.081804.120613.

Storey JD, Tibshirani R. 2003. Statistical significance for genomewide studies. Proceed-
ings of the National Academy of Sciences of the United States of America 16:9440–9445
DOI 10.1073/pnas.1530509100.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 19/20

https://peerj.com
http://dx.doi.org/10.1007/s11692-008-9020-0
http://dx.doi.org/10.1371/journal.pone.0150368
http://dx.doi.org/10.2105/AJPH.77.2.195
http://dx.doi.org/10.1007/s00427-016-0536-5
http://dx.doi.org/10.1111/j.1365-2435.2011.01840.x
http://dx.doi.org/10.1093/plankt/fbr092
http://dx.doi.org/10.1093/bioinformatics/btp266
http://dx.doi.org/10.1109/TVCG.2007.1012
http://dx.doi.org/10.1038/nmeth.2019
http://dx.doi.org/10.1111/j.1096-3642.2012.00818.x
http://dx.doi.org/10.1016/j.jbiomech.2008.02.019
http://dx.doi.org/10.1146/annurev.anthro.34.081804.120613
http://dx.doi.org/10.1073/pnas.1530509100
http://dx.doi.org/10.7717/peerj.4861


Tafti AP, Kirkpatrick AB, Alavi Z, Owen HA, Yu Z. 2015. Recent advances in 3D SEM
surface reconstruction.Micron 5:4–66 DOI 10.1016/j.micron.2015.07.005.

Tan DSH, Ang Y, Lim GS, Ismail MRB, Meier R. 2010. From ‘cryptic species’ to
integrative taxonomy. An iterative process involving DNA sequences, morphology,
and behaviour leads to the resurrection of Sepsis pyrrhosoma (Sepsidae: Diptera).
Zoologica Scripta 1:51–61 DOI 10.1111/j.1463-6409.2009.00408.x.

Tollrian R, Dodson SI. 1999. Inducible defenses in cladocera: constraints, costs and
multipredator environments. In: Tollrian R, Harvell CD, eds. The ecology and
evolution of inducible defenses. Princeton: Princeton University Press.

Wei D, Jacobs S, Modla S, Zhang S, Young CL, Cirino R, Caplan J, Czymmek K.
2012.High-resolution three-dimensional reconstruction of a whole yeast cell
using focused-ion beam scanning electron microscopy. BioTechniques 1:41–48
DOI 10.2144/000113850.

Weiss LC, Laforsch C, Tollrian R. 2012a. The taste of predation and the defences of
prey. In: Brönmark C, Hansson LA, eds. Chemical ecology in aquatic systems. New
York: Oxford University Press, 111–126
DOI 10.1093/acprof:osobl/9780199583096.003.0009.

Weiss LC, Tollrian R, Herbert Z, Laforsch C. 2012b.Morphology of the Daphnia ner-
vous system: a comparative study on Daphnia pulex, Daphnia lumholtzi, and Daph-
nia longicephala. Journal of Morphology 12:1392–1405 DOI 10.1002/jmor.20068.

ZelditchM. 2004. Geometric morphometrics for biologists. In: A primer. Amsterdam:
Elsevier Academic Press.

Horstmann et al. (2018), PeerJ, DOI 10.7717/peerj.4861 20/20

https://peerj.com
http://dx.doi.org/10.1016/j.micron.2015.07.005
http://dx.doi.org/10.1111/j.1463-6409.2009.00408.x
http://dx.doi.org/10.2144/000113850
http://dx.doi.org/10.1093/acprof:osobl/9780199583096.003.0009
http://dx.doi.org/10.1002/jmor.20068
http://dx.doi.org/10.7717/peerj.4861

