
125 2020 Journal of Research in Pharmacy Practice | Published by Wolters Kluwer - Medknow 

Artificial Intelligence Decision Support Systems and Liability for 
Medical Injuries

contraindications, drug–drug interactions, and adverse 
events are medical devices.[4]

According to the European MDR regulation article 
69, there is strict liability for injuries caused by 
medical devices, but in most jurisdictions, the medical 
malpractice rules will apply a priori, when a defect 
device harms patients.[2] Following the European 
MDR/IVDR legislation, a producer, importer, or supplier 
of AI technologies is liable for any damage or harm 
caused by a defect that is that product and must pay 
compensation for harmed patients. According to the 
medical malpractice rules, patients are only allowed 
to receive compensation for medical malpractice if the 
harm is caused by an error in the algorithm that could 
not be foreseen by the treatment‑responsible physician, 
and if the injury were more serious than the patient was 
expected to tolerate, compared to the severity of the 
actual patient’s disease.[5]

Strict liability in the term of product liability is triggered 
by the abnormal performance of the product, but such 
regime does not fit algorithms as they by nature is 
uncertain and unpredictable. This creates a problem 
among the Claimants who will face difficulties in 
detecting the failure and second in proving causality 
between the failure and the medical damage. Therefore, 
medical malpractice regulations applying strict liability 
would likely be too burdensome for medical algorithms, 
as they will occasionally be wrong.[6]

When approving new medical devices, regulatory 
authorities must control that producers have minimized 
the risk of bias in the algorithms. In doing so, the 
regulators need to know the origin of the data, as the 
algorithms are designed and trained on random datasets. 
Examples of biased algorithms are algorithms trained on 
healthy men, but used in clinical practice on women and 
children.[7] Another issue are algorithms used in reading 
of images and X‑rays for the diagnosis of serious and 
potentially deadly diseases such as cancer, where the 
physician oversees an abnormality due to nondetectable 
errors in the algorithm.

Algorithms, particularly the self‑learning algorithms, 
must be 100% reliable every time in order to avoid 
the risk of the physician not detecting serious diseases, 
or making wrong diagnosis leading to unnecessary 
treatments of healthy people. Among physicians, the 
enthusiasm for AI decision support systems using 
self‑learning algorithms is increasing, but due to the 

Editorial

Artificial intelligence (AI) is an emerging technology that 
combines software technologies and medical information 
with the purpose to provide recommendations for 
the diagnosis and treatment of patients. Use of the 
technology might reduce the number of medical errors 
and misdiagnoses and possibly increase the quality of 
patient treatment.[1] Software failures can lead to medical 
malpractice if the device uses outdated software, the 
software fails to warn, or due to alarm fatigue. As 
medical algorithms are not 100% reliable, the systematic 
implementation of AI decision support systems in patient 
treatment raises several questions regarding liability for 
malpractice.[1]

In the European Union, a medical device is defined 
as “any instrument, apparatus, appliance, software, 
implant, reagent, material or other article intended by 
the manufacturer to be used, alone or in combination, 
for diagnosis, prevention, monitoring, prediction, 
prognosis, treatment or alleviation of disease and 
which does not achieve its principal intended action 
by pharmacological, immunological or metabolic 
means, in or on the human body”  (medicines device 
regulation [MDR] article 2 [1]).[2]

Medical devices for in vitro diagnostic regulation (IVDR) 
are defined as “any device, a reagent, reagent product, 
calibrator, control material, kit, instrument, apparatus, 
piece of equipment, software or system, whether used 
alone or in combination that are intended to be used 
in vitro for the examination of specimens, including blood 
and tissue donations, derived from the human body with 
the purpose to bring information about a physiological 
condition, congenital physical and mental disabilities or 
for monitoring of patient treatment” (IVDR MDR article 
2 [2]).[3]

It follows from both the definition of a medical 
device and the definition of medical devices for IVDR 
diagnostic that software and applications can be classified 
as medical devices. To be classified as a medical device, 
the software/application must take active action in 
patient treatment, e.g., make calculations to control of 
the dispensing of medicines. Software that only makes 
searches, sends or stores data, or functions as a planning 
tool is not considered a medical device. A pedometer or 
an app that helps the user to remember to take his/her 
medicine is not a medical device either. The European 
Court of Justice decided in case C‑329/16 that software 
using patient‑specific data to guide the physician in his/
her prescribing of medicines by identifying potential 
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limitation of the systems, health authorities must ensure 
that patients’ rights are protected before implementing 
these systems in clinical practice. The unanswered 
question is, therefore, how regulatory authorities 
validate self‑learning algorithms.[2] Despite the change 
of the medical device regulation in the European Union 
in order to increase the safety of medical devices in 
general, it is still unclear how and from which criteria 
AI decision support systems should be evaluated before 
marketing. Another question is how medical devices 
that are already marketed and used in clinical practice 
should be clinically re‑evaluated in order to achieve the 
mandatory EU declaration of conformity (CE labeling). 
The European MDR/IVDR device regulation that comes 
into force in 2021 states that it is mandatory that all 
medical devices should be CE‑labeled before marketing 
and use of these in clinical practice.

As the health‑care legislation always will be behind 
the technical development, medical injuries caused by 
algorithms must be covered by national compensation 
schemes without limitations, as patients in many cases 
will not have the opportunity to choose between different 
treatments including devices without integration of AI 
decision support systems.

In the present malpractice systems, physicians’ liability 
for medical malpractice is evaluated on common medical 
standards of care. If the patient is treated below the 
common medical standards, the treatment‑responsible 
physician will be liable for medical malpractice.[2,6] With 
respect to algorithm, the question is whether the patient 
would expect the physician to detect an algorithm 
error or not. If the physician cannot foresee how the 
algorithms makes its decision, the physician will not be 
liable. If the physician could foresee that the algorithms 
makes a mistake, the physician will only be liable if 
the injury caused by the algorithm is more severe than 
what the patient is expected to tolerate, compared to 
the severity of the patients actual disease.[7] Hospitals’ 
implementation of AI decision support systems as 
standard procedures in diagnosis and treatment is 
problematic if the physician cannot detect the error 
and is forced to use the AI system. In these cases, it 
is unreasonable if the physician assumes liability for 
malpractice due to algorithm errors.

In many jurisdictions, authorized health‑care 
professionals, e.g., physicians, dentists, and nurses, can 
be held personally liable for patient injuries. Article 17 
of the Danish authorization act states that authorized 

health‑care professionals are obliged to show “care 
and conscientiousness in their work.” Violation of the 
authorization act can lead to temporarily or permanently 
restriction of their legal right to practice. Until now, no 
legal cases of Danish physicians and other health‑care 
professionals who have been held legally responsible for 
patient injuries caused by errors in medical algorithms 
exists.

In conclusion, until now, clinical decision‑making 
systems have been based on simple algorithms easy 
to validate, but when more advanced algorithms 
become available several ethical questions arise, and 
the regulatory authorities will face new and unknown 
challenges in assessing the efficacy and safety of these 
algorithms.
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