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Abstract
In 2020, Korea Disease Control and Prevention Agency reported three rounds of sur-
veys on seroprevalence of severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2) antibodies in South Korea. SARS-CoV-2 is the virus which inflicts the cor-
onavirus disease 2019 (COVID-19). We analyze the seroprevalence surveys using 
a Bayesian method with an informative prior distribution on the seroprevalence 
parameter, and the sensitivity and specificity of the diagnostic test. We construct the 
informative prior of the sensitivity and specificity of the diagnostic test using the 
posterior distribution obtained from the clinical evaluation data. The constraint of 
the seroprevalence parameter induced from the known confirmed coronavirus 2019 
cases can be imposed naturally in the proposed Bayesian model. We also prove that 
the confidence interval of the seroprevalence parameter based on the Rao’s test can 
be the empty set, while the Bayesian method renders interval estimators with cover-
age probability close to the nominal level. As of the 30th of October 2020, the 95% 
credible interval of the estimated SARS-CoV-2 positive population does not exceed 
318, 685, approximately 0.62% of the Korean population.
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1  Introduction

In December 2019, the Chinese government reported a cluster of pneumonia 
patients of unknown cause in Wuhan, China. It was found that an unknown beta-
coronavirus causes the disease (Zhu et al., 2020). The Coronaviridae Study Group 
(CSG) of the International Committee on Taxonomy of Viruses named the virus as 
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), due to the similar-
ity to SARS-CoV (Gorbalenya et al., 2020). The World Health Organization (WHO) 
also named the disease caused by SARS-CoV-2 as COVID-19, short for coronavirus 
disease 2019 (The World Health Organization, 2020a). As of January 10, 2021, over 
90,000,000 people in the world are confirmed positive for COVID-19, and there are 
over 68,000 confirmed cases in South Korea.

Most statistical approaches use the number of confirmed cases to assess the 
spread of infectious diseases in a population. However, the number of confirmed 
cases does not include those that are infected but not detected. A seroprevalence 
survey can provide supplementary information. The seroprevalence is the number 
of people with antibodies to the virus in a population. The WHO (2020b) proposes 
to analyze seroprevalence surveys for the inference on the spread of a novel corona-
virus. A seroprevalence survey reports result of diagnostic test which is a serologi-
cal test to detect antibodies of SARS-CoV-2. For example, the third seroprevalence 
survey in Korea, given in Table 1, reports that 1379 randomly selected people are 
tested and among them 3 are tested positive. Based on this result, we can infer what 
percentage of the population has antibodies to the virus.

Seroprevalence surveys have been conducted in many countries, and the results 
are collected in Serotracker, a global seroprevalence dashboard (Arora et al., 2020). 
According to the recent update on December 12, 2020, Serotracker provides the sur-
vey results of 56 countries based on 491 studies.

The seroprevalence survey data can be analyzed under either the assumption 
that the diagnostic test used in the survey are 100% accurate or that the test is 
not. We will term these assumptions the accuracy  and the inaccuracy assump-
tions, respectively. In words, under the accuracy assumption we assume that the 
test used in the survey is 100% accurate or equivalently the test has 100% sensi-
tivity and specificity. On the other hand, under the inaccuracy assumption, the 

Table 1   The result of the seroprevalence surveys in 2020 (Korea Disease Control and Prevention 
Agency, 2021)

The column of the announcement date represents dates when KDCA reports the results of the surveys. 
The column of the collection period represents the periods during which the sets of samples are collected

Accouncement date Collection period Number of samples Number of 
test-positive 
samples

9th of July 4.21 ∼ 6.16 1500 0
11th of September 6.10 ∼ 8.13 1440 1
23rd of November 8.14 ∼ 10.31 1379 3
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sensitivity and specificity of the test can be less than 100% . Since the sensitivity 
and specificity of the test do not appear in the statistical model under the accu-
racy assumption, the statistical inference under the accuracy assumption is sim-
pler than that under the inaccuracy assumption. Because of the simplicity, statis-
tical models under the accuracy assumption are often employed in the real data 
analysis, especially when clinical evaluation data on the diagnostic test are not 
available. For example, under the accuracy assumption Song et  al. (2020) and 
Noh et al. (2020) analyzed outpatient data sets in south-western Seoul and Daegu, 
respectively, and estimated the seroprevalence. Although the statistical models 
are simpler under the accuracy assumption, the estimates can be biased unless the 
assumption is met as pointed out in Diggle (2011). Under the inaccuracy assump-
tion, Diggle (2011) proposed a corrected prevalence estimator and Silveira et al. 
(2020) constructed a confidence interval of the seroprevalence using a resampling 
method. In an analysis of a seroprevalence survey data of southern Brazil, Sil-
veira et  al. (2020) showed that confidence intervals can be {0} , which is hardly 
reliable. See Supplementary Table 2 in Silveira et al. (2020). We also prove that 
the confidence interval constructed from the Rao’s test using the duality theo-
rem (Bickel & Doksum, 2015) can be the empty set. These examples show that 
the frequentist confidence intervals of the seroprevalence under the inaccuracy 
assumption can be unreliable.

In this paper, we propose a Bayesian method under the inaccuracy assumption 
and apply the proposed method to the seroprevalence surveys of the South Korean 
population conducted in 2020 (Korea Disease Control and Prevention Agency, 
2021). We use the posterior distribution obtained from the Bayesian model of the 
clinical evaluation data (Kohmer et al., 2020) as the informative prior distribution 
of the sensitivity and specificity on the diagnostic test.

The rest of the paper is organized as follows. In the next section, we describe 
the seroprevalence surveys of SARS-CoV-2 motivating this work and the diagnos-
tic test for detection of SARS-CoV-2 antibodies. In Sect. 3, we conduct a frequen-
tist analysis and discuss the phenomenon of empty confidence sets. In Sect. 4, we 
propose a Bayesian method for the seroprevalence survey. In Sect. 5, we compare 
that the proposed Bayesian method with two frequentist methods via simulation 
study and analyze the seroprevalence surveys of the South Korean population. We 
conclude the paper with a discussion section.

2 � Seroepidemiological surveys and clinical evaluation of a serology 
test

2.1 � Seroepidemiological surveys of SARS‑CoV‑2 in South Korea

Korea Disease Control and Prevention Agency (KDCA) conducted three rounds 
of seroprevalence surveys of SARS-CoV-2 for South Korean population in 2020. 
KDCA used the sets of samples collected in the Korea National Health and 
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Nutrition Examination Survey (KNHNES), which is a regular national survey to 
investigate the health and nutritional status of South Koreans since 1998 (Kwon 
et  al., 2014), as the samples of the seroprevalance surveys, and perfomed the 
SARS-CoV-2 serological tests for the residual serum samples. Table 1 shows the 
summary of test results and the periods during which the samples are collected.

2.2 � Clinical evaluation of plaque reduction neutralization test for SARS‑CoV‑2 
antibodies

When KDCA performs a serology test for SARS-CoV-2, they use their in-house 
plaque reduction neutralization test (PRNT), a kind of serology test, which tests 
serum samples for their neutralization capacity against SARS-CoV-2. The statistical 
model we use for the seroprevalence survey data contains unknown sensitivity and 
specificity of the PRNT but KDCA does not provide clinical evaluation data for the 
sensitivity and specificity. We use the clinical evaluation data (Kohmer et al., 2020), 
summarized in Table 2, to construct informative prior as well as estimators of the 
unknown sensitivity and specificity.

3 � Maximum likelihood estimator and a confidence interval

In this section, we specify a statistical model for seroprevalance surveys, and present 
the maximum likelihood estimator and a confidence interval of the seroprevalance. 
We assume that the sensitivity and specificity of serology test are fixed values for 
the maximum likelihood estimator and the confidence interval. Note that the sensi-
tivity and specificity are the probabilities that the true positive has the positive test 
result and the ture negative has the negative test result, respectively.

We define seroprevalence parameter, � , as the proportion of those who have anti-
bodies against SARS-CoV-2 in the population. Let N be the sample size of the sero-
prevalence survey and X be the number of test-positive samples by the serology test 
used in the survey. Let p

+
 and p

−
 denote the sensitivity and specificity of the serol-

ogy test, respectively. We assume X is generated from the binomial distribution:

Table 2   The data of clinical 
evaluation of the PRNT by 
Kohmer et al. (2020)

The true state of a sample refers to whether the sample has the anti-
bodies against SARS-CoV-2 in reality. This data set is used to con-
struct informative prior as well as estimators of the unknown sensi-
tivity and specificity of the PRNT

True state

Positive Negative Total

Test results of the PRNT Positive 42 1 43
Negative 3 34 37
Total 45 35 80
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where Binom(n,  p) denotes the binomial distribution with parameters n ∈ ℕ and 
p ∈ [0, 1].

The binomial probability in (1), �p
+
+ (1 − �)(1 − p

−
) , is the probability that a 

subject gets a positive result from the serology test. When a subject gets a positive 
test result, two cases are possible, i.e., either the subject has the antibody and the 
test result is correct, or the subject does not have the antibody and the test result is 
incorrect. If subjects in the survey are randomly sampled, and the survey sampling 
is independent of the serology test error, then the probabilities of these two cases are 
�p

+
 and (1 − �)(1 − p

−
) , respectively. Thus, the probability of the positive test result 

is given as the sum of these probabilities.
When p

+
 and p

−
 are given, the maximum likelihood estimator for � is as follows. 

If 1 − p
−
< p

+
 , then

and if p
+
< 1 − p

−
 , then

Note if the number of test-positive samples is small or large enough, the maximum 
likelihood estimator can be 0 or 1. This means that nobody or everybody in the pop-
ulation has antibodies against SARS-CoV-2, which is hardly reliable.

We construct a confidence interval of � from Rao’s test (Rao, 1948) using the 
duality thoerem (Bickel & Doksum, 2015), and show that when X is too small 
or large, the confidence interval can be the empty set. Let A(�0) = [l�0 , u�0] be 
the 100(1 − �)% acceptance interval of the Rao’s test under the null hypoth-
esis H0 ∶ � = �0 . By the duality theorem S(X) = {�0 ∈ [0, 1] ∶ X ∈ A(�0)} is a 
100(1 − �)% confidence interval for � . Theorem  1 gives the acceptance interval, 
A(�0) , and the condition that the confidence interval S(X) is the empty set.

Theorem 1  Consider model (1). 

(a)	 The 100(1 − �)% acceptance region of the test

by the Rao’s Score test is given as

(1)X ∼ Binom
(
N, �p

+
+ (1 − �)(1 − p

−
)

)
,

(2)𝜃̂MLE
=

⎧
⎪⎨⎪⎩

0 if X ≤ N(1 − p
−
),

1 if X ≥ Np
+
,

X∕N−(1−p
−
)

p
+
+p

−
−1

if N(1 − p
−
) < X < Np

+
,

𝜃̂MLE
=

{
0 if X ≥ N(1 − p

−
),

X∕N−(1−p
−
)

p
+
+p

−
−1

if Np
+
< X < N(1 − p

−
).

H0 ∶ � = �0vsH1 ∶ � ≠ �0

[l�0 , u�0] = [N�∗
0
− {N�2

0.05
(1)�∗

0
(1 − �∗

0
)}

1∕2,N�∗
0
+ {N�2

0.05
(1)�∗

0
(1 − �∗

0
)}

1∕2
],
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where �∗
0
= �0p+ + (1 − �0)(1 − p

−
) and �2

�
(1) is 100(1 − �)% quantile of chi-

square distribution with 1 degree of freedom.
(b)	 If 

the 100(1 − �)% confidence interval S(X) = {�0 ∈ [0, 1] ∶ X ∈ A(�0)} is the 
empty set.

Proof  (a) Let �∗ = �p
+
+ (1 − �)(1 − p

−
) and

The score statistics is given by

Then, the 100(1 − �)% acceptance interval is

which proves (a).
(b) If

then X ∉ A(�0) for all �0 ∈ [0, 1] . It implies the confidence interval of X is the empty 
set. This completes the proof. 	�  ◻

The intuitive reason for the empty confidence interval is as follows. The set of 
sampling distributions for X is

(3)X < inf
𝜃0∈[0,1]

l𝜃0orX > sup
𝜃0∈[0,1]

u𝜃0 ,

L(�) = L(�;N,X) =

(
N

X

)
�X(1 − �)N−X .

(d log L(�)
d�

)2

�=�0

[
E
(
−

d2 log L(�)

d�2

)
�=�0

]−1

=

(d log L(�)
d�∗

)2

�=�0

[
E
(
−

d2 log L(�)

d(�∗)2

)
�=�0

]−1

=

(X − N�∗
0
)
2

N�∗
0

+

(N − X − N(1 − �∗
0
))
2

N(1 − �∗
0
)

=

(X − N�∗
0
)
2

N�∗
0
(1 − �∗

0
)
.

A(�0) =
{
X ∶

(X − N�∗
0
)
2

N�∗
0
(1 − �∗

0
)
≤ �2

�
(1)

}

={X ∶ |X − N�∗
0
| ≤ {�2

�
(1)Np∗

0
(1 − �∗

0
)}

1∕2
},

X < inf
𝜃0∈[0,1]

l𝜃0 or X > sup
𝜃0∈[0,1]

u𝜃0 ,

{
Binom(N, �) ∶ (1 − p

−
) ≤ � ≤ p

+

}
.
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When X/N is smaller (larger) than 1 − p
−
 ( p

+
 ), the probability that X is observed is 

small for every sampling distribution in the set. This makes test decisions be rejected 
for every null hypothesis. Thus, the extreme X implies p

−
 and p

+
 are doubtful.

4 � A Bayesian method with informative prior distributions

We propose a Bayesian method that avoids the empty confidence set problem. For the 
Bayesian analysis of model (1), we assign prior distributions on � , p

+
 and p

−
 . Accord-

ing to KNHNES design, the parameter � refers to the seroprevalence in the population 
that includes those who have been confirmed to be tested positive for COVID-19 by the 
government. Thus, we need to assume � is larger than the proportion of the confirmed 
cases, and we choose the following constrained prior distribution on parameter �:

where �(�) is the density function of the prior distribution on � , and 𝜃 is the total 
number of confirmed cases divided by the number of the population. Note that the 
constrained prior distribution (4) is constructed by constraining Jeffereys prior dis-
tribution for binomial parameter (Yang and Berger, 1996).

To construct prior distributions on p
+
 and p

−
 , we use the posterior distribution on 

the sensitivity and specificity obtained from a clinical evaluation of the serology test. 
In the clinical evaluation, we consider that the serology test is applied to samples of 
which the true states are known. The true state of a sample refers to whether the sample 
has the antibodies in reality. The data from the clinical evaluation is then represented as 
Table 3.

For the analysis of the clinical evaluation (Table 3), we specify a statistical model 
using the binomial distribution as

By applying the Jeffereys prior to the binomial parameters p
+
 and p

−
 , we obtain the 

densitiy functions of posterior distributions, �∗
(p

+
∣ r

++
, r

⋅+
) and �∗

(p
−
∣ r

−−
, r

⋅−
) , 

as

(4)𝜋(𝜃) ∝ (𝜃)−1∕2(1 − 𝜃)−1∕2I(𝜃 > 𝜃),

(5)r
++

∼Binom(r
⋅+
, p

+
),

(6)r
−−

∼Binom(r
⋅−
, p

−
).

Table 3   Data format for clinical 
evaluation when the true states 
of samples are known

True state

Positive Negative Total

Test result Positive r
++

r
+−

r
+⋅

Negative r
−+

r
−−

r
+⋅

Total r
⋅+

r
⋅−

r
⋅⋅
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where pBinom(⋅ ∣ n, p) is the densitiy function of the binomial distribution Binom(n, p) 
for n ∈ ℕ and p ∈ [0, 1] . Note that the Jeffereys prior is a conjugate prior for the 
likelihood function pBinom(⋅ ∣ n, p) . Thus, the density function of the posterior distri-
butions are calculated as

Finally, we use the posterior distributions to construct the informative prior distribu-
tions on p

+
 and p

−
 of model (1). That is, we set

where �(p
+
) and �(p

−
) are the density functions of the informative prior 

distributions.
The posterior samples from the posterior are obtained by STAN (Carpenter 

et al., 2017) and the STAN code for the posterior is given in the supplementary 
material.

5 � Numerical studies

5.1 � Simulation study

In this subsection, we compare the proposed Bayesian method with two frequen-
tist methods with accuracy and inaccuracy assumptions. The frequentist method 
with inaccuracy assumption uses the maximum likelihood estimator and the con-
fidence interval given in (2) and Theorem 1, respectively. For the sensitivity and 
specificity in (2), we plug-in the maximum likelihood estimator from the gener-
ated clinical evaluation data. The frequentist method with accuracy assumption 
considers the statistical model

instead of model (1). The frequentist method with accuracy assumption uses X/N as 
a point estimator for � , and constructs a confidence interval of � from the approach 
introduced in Clopper and Pearson (1934). Note that the frequentist method with 
accuracy assumption does not consider serology test error and assumes serology test 
is 100% accurate.

For the simulation study, we generate the seroprevalence survey data from 
the distributions (1) and the clinical evaluation data from (5) and (6). We fix 

(7)
�∗

(p
+
∣ r

++
, r

⋅+
) ∝pBinom(r

++
∣ r

⋅+
, p

+
)(p

+
)
1∕2

(1 − p
+
)
1∕2,

�∗
(p

−
∣ r

−−
, r

⋅−
) ∝pBinom(r

−−
∣ r

⋅−
, p

−
)(p

−
)
1∕2

(1 − p
−
)
1∕2,

�∗
(p

+
∣ r

++
, r

⋅+
) ∝(p

+
)
(r

++
+1∕2)

(1 − p
+
)
(r

⋅+
−r

++
+1∕2),

�∗
(p

+
∣ r

−−
, r

⋅−
) ∝(p

−
)
(r

−−
+1∕2)

(1 − p
−
)
(r

⋅−
−r

−−
+1∕2).

�(p
+
) ∝(p

+
)
(r

++
+1∕2)

(1 − p
+
)
(r

⋅+
−r

++
+1∕2),

�(p
−
) ∝(p

−
)
(r

−−
+1∕2)

(1 − p
−
)
(r

⋅−
−r

−−
+1∕2),

X ∼ Binom(N, �),
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sample sizes in these distributions as N = 1500 , r
⋅+

= 45 and r
⋅−

= 35 based 
on Tables  1 and  2. We set (p

+
, p

−
) = (0.80, 0.80) , (0.95,  0.95) and (0.99,  0.99) 

since 95% confidence intervals of p
+
 and p

−
 based on Table  2 are included in 

[0.80,  1] and estimates of them are close to (0.95,  0.95). For parameter � , we 
assume 𝜃 = r𝜃 , where 𝜃 is the cumulative number of confirmed cases, and con-
sider 𝜃 ∈ {0.1%, 0.2%,… , 1%} and r = 4 to describe the early stage of the out-
break. If the number of the confirmed cases is 0.1% of the population and the 
people with antibodies are 0.4% of population, 𝜃 = 0.1% and r = 4 . In the sup-
plementary material, we include the simulation results with r = 2 and 8, and 
(p

+
, p

−
) = (0.85, 0.85) and (0.9, 0.9).

We assess the performance of the proposed Bayesian method and two frequentist 
methods using the mean squared error and the coverage probability given as

where S is the number of repetitions, � is the true seroprevalence, 𝜃̂i is point esti-
mators, and [li, ui] denotes interval estimators. We use the 95% confidence intervals 
for two frequentist methods, and the 95% highest posterior density interval for the 
Bayesian method. The posterior mean is used as the point estimator of the Bayesian 
method. In this simulation study, we set S = 100.

Figure 1 shows the mean squared errors for the proposed Bayesian method and 
two frequent methods. In all cases, the Bayesian method has the smallest mean 
squared errors. Of the two frequentist methods, the frequentist method with inac-
curacy method is generally better, but when (p

+
, p

−
) = (0.99, 0.99) and the accuracy 

mean squared error =
1

S

S∑
i=1

(𝜃̂i − 𝜃)2,

coverage probability =
1

S

S∑
i=1

I(li < 𝜃 < ui),

Fig. 1   The graphs represent the root mean square errors of the Bayesian method and the frequen-
tist methods with accuracy or inaccuray assumptions when (p

+
, p

−
) = (0.80, 0.80) , (0.95,  0.95) 

and (0.99,  0.99). The root mean square error is in y-axis and the proportion of the confirmed cases 
𝜃 ∈ {0.1%, 0.2%,… , 1%} is in x-axis. “FMAA” and “FMIA” refer to the frequentist methods with accu-
racy and inaccuracy assumptions, respectively
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assumption is almost met, the frequentist method with accuracy assumption gets 
better.

Figure 2 shows the coverage probabilities for the proposed Bayesian method and 
two frequent methods. In all cases, the Bayesian method has the coverage probabili-
ties close to the nominal 95% coverages, while those of the frequentist methods are 
not even close to the nominal coverage probability. Even as a frequentist method, the 
proposed Bayesian method renders superior interval estimators.

5.2 � Seroprevalence in South Korea

In this subsection, we apply the proposed Bayesian method and the frequentist meth-
ods to the three rounds of surveys given in Table 1.

Under the inaccuracy assumption we show all the maximum likelihood estimators 
are zero and the confidence intervals are the empty set. We assume the fixed (p

+
, p

−
) 

to be (42/45, 34/35), which is calculated from the clinical evaluation data (Table 2) and 
formula (r

++
∕r

⋅+
, r

−−
∕r

⋅−
) according to the notation in Table 3. Based on Eq. (2), all 

the maximum likelihood estimatiors are zero, since values of N(1 − p
−
) are 42.9, 41.1 

and 39.4 which are all larger than the observed Xs. The confidence intervals are the 
empty set since values of inf�∈[0,1] l� are 30.2, 28.8 and 27.3 which satisfy condition (3) 
in Theorem 1.

We analyze the survey data (Table 1) using the proposed Bayesian method and com-
pare the result with that by the frequentist method with accuracy assumption. Let �1 , �2 
and �3 be the seroprevalance parameters for each survey.

We construct a constrained prior distribution on (�1, �2, �3) . As Eq. (4) we assign 
conditions that each �i is larger than the percentage of the confirmed cases at the survey 
date. Additionally, we add constraint I(�1 ≤ �2 ≤ �3) since the seroprevalence is mono-
tonely increasing over time. The prior distribution with the constraint is

Fig. 2   The graphs represent the coverage probabilities of 95% interval estimators of the Bayesian method 
and the frequentist methods with accuracy or inaccuray assumptions when (p

+
, p

−
) = (0.80, 0.80) , 

(0.95, 0.95) and (0.99, 0.99). The coverage probability is in y-axis and the proportion of the confirmed 
cases 𝜃 ∈ {0.1%, 0.2%,… , 1%} is in x-axis. “FMAA” and “FMIA” refer to the frequentist methods with 
accuracy and inaccuracy assumptions, respectively
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where 𝜃i is the proportion of the cumulative confirmed cases at the last date in the 
collection period of the ith set of samples for i ∈ {1, 2, 3} . We construct informa-
tive prior distributions on p

+
 and p

−
 using the clinical evaluation of the PRNT for 

SARS-CoV-2 performed by Kohmer et al. (2020). By applying the clinical evalua-
tion data (Table 2) to Eq. (7), we obtain the informative prior distributions as

where Beta(�, �) denotes the beta distribution with the density function of

Collecting the prior distributions and three rounds of seroprevalance survey results, 
we construct the generative model as

where (Ni,Xi) is the pair of the number of samples and the number of test-positive 
samples of ith seroprevalance survey for i ∈ {1, 2, 3}.

For inference, we generate posterior samples using Markov chain Monte 
Carlo (MCMC) sampling method. Specifically, we generate 4000 posterior sam-
ples through running 4 Markov chains with different initial values, where each 

𝜋(𝜃1, 𝜃2, 𝜃3) ∝

3∏
i=1

𝜃
−1∕2

i
(1 − 𝜃i)

−1∕2I(𝜃i > 𝜃i)I(𝜃1 ≤ 𝜃2 ≤ 𝜃3),

p
+
∼Beta(42.5, 3.5),

p
−
∼Beta(34.5, 1.5),

f (x) =
x�−1(1 − x)�−1

∫ 1

0
x�−1(1 − x)�−1dx

.

X1 ∣ 𝜃1, p+, p− ∼Binom(N1, 𝜃1p+ + (1 − 𝜃1)(1 − p
−
)),

X2 ∣ 𝜃2, p+, p− ∼Binom(N2, 𝜃2p+ + (1 − 𝜃2)(1 − p
−
)),

X3 ∣ 𝜃3, p+, p− ∼Binom(N3, 𝜃3p+ + (1 − 𝜃3)(1 − p
−
)),

p
+
∼Beta(42.5, 3.5),

p
−
∼Beta(34.5, 1.5),

𝜋(𝜃1, 𝜃2, 𝜃3) ∝

3∏
i=1

(𝜃i)
−1∕2

(1 − 𝜃i)
−1∕2I(𝜃i ≥ 𝜃i)I(𝜃1 ≤ 𝜃2 ≤ 𝜃3),

Table 4   Summary statistics of posterior distributions of the population who has antibodies against 
SARS-CoV-2 for the three rounds of the seroprevalance surveys

The date column represents the last dates of the collection period of each survey. The column of cumula-
tive confirmed cases represents the cumulative numbers of confirmed cases on the corresponding dates

Date Cumulative confirmed 
cases

Posterior mean The 95% credible interval

16th of June 12198 26014.9 [12531.4, 63146.7]
13th of July 14873 55712.6 [18402.4, 137279.3]
31st of October 26635 133755.8 [29025.2, 318684.6]
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chain has 1000 samples after a burn-in period of 1000 samples. We implement 
the MCMC algorithm with Stan (Carpenter et  al., 2017). We extract the poste-
rior samples of �1 , �2 and �3 , and multiply the number of the population in 2020, 
51, 829, 023 (Ministry of the Interior and Safety, 2021), to the parameters. We 
then give the summary statistics of the multiplied posterior samples in Table 4.

According to Table 4, the ratio of the posterior mean to the confirmed cases 
ranges from 3.1 to 4.5, which represents the proportion of the total number of the 
infected cases divided by the total number of the detected cases.

Finally, we compare the result of the proposed Bayesian method with the 
cumulative number of confirmed cases and the result of the frequentist method 
with the accuracy assumption. As in the proposed Bayesian method, we multipy 
the number of the population to the point estimator and the confidence interval. 
The comparison is then represented in Fig. 3.

Figure  3 shows that the lower bounds of interval estimation by the Bayesian 
method are larger than the number of confirmed cases as expected, but the other 
does not satisfy the inequality condition. Each upper bound of the interval estima-
tions by the Bayesian method is smaller than the corresponding one obtained by the 
frequentist method with the accuracy assumption. Under the inaccuracy assumption, 
the Bayesian method considers that test-positive cases may include false-negative 
cases, which is critical when the test-positive number is small enough. Thus, the 
Bayesian method makes the upper bounds shrink.

Fig. 3   Dots and error bars denoted by “Bayesian method” represent the posterior mean and 95% credible 
intervals of the multiplied posterior distributions on seroprevalance parameters by the proposed Bayesian 
method. Dots and error bars denoted by “FMAA” represent the multiplied point estimators and the multi-
plied 95% confidence intervals of the results of the frequentist method with the accuracy assumption. The 
line graph denoted by “Confirmed” represents the daily cumulative confirmed cases
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6 � Discussion

In this article, we have proposed a Bayesian method with informative prior for the 
seroprevalence surveys in South Korea, which uses the clinical evaluation result of a 
serology test, the PRNT, to construct informative prior for the sensitivity and speci-
ficity of the serology test. We have compared the proposed method with the two 
frequentist methods with accuracy and inaccuracy assumptions. With the accuracy 
assumption, the serology test is 100% correct while with the inaccuracy assump-
tion it is not. The main advantages of the proposed method are two folds. First, the 
method allows the constrained parameter space, which has an obvious lower bound 
as the proportion of the cumulative confirmed cases. Second, when we consider the 
inaccuracy assumption, the method provides interval estimates whose frquentist 
coverage probabilities are close to the nominal level while the frequentist method 
with inaccuracy assumption gives empty confidence interval.

The results in this paper has also a limitation. Each set of samples in the sero-
prevalence survey does not cover all the regions in South Korea. In the first sur-
vey announced on the 9th of July, the survey samples do not include those from 
the populations of several major cities such as Daegu, Daejeon, and Sejong. Daegu 
particularly was the city of the first mass outbreak in South Korea. The other surveys 
also do not cover all the cities. The second survey samples do not include those from 
Ulsan, Busan, Jeonnam, and Jeju, and for the third survey, Gwangju and Jeju are not 
covered.
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