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ARTICLE INFO ABSTRACT

Keywords:

Risk analysis Background and Purpose: With the increasing amount of in-house created deep learning models in radiother-
FMEA apy, it is important to know how to minimise the risks associated with the local clinical implementation prior
In-house tool to clinical use. The goal of this study is to give an example of how to identify the risks and find mitigation
Automated breast planning strategies to reduce these risks in an implemented workflow containing a deep learning based planning tool
Deep learning for breast Volumetric Modulated Arc Therapy.

Materials and Methods: The deep learning model ran on a private Google Cloud environment for adequate
computational capacity and was integrated into a workflow that could be initiated within the clinical
Treatment Planning System (TPS). A proactive Failure Mode and Effect Analysis (FMEA) was conducted by
a multidisciplinary team, including physicians, physicists, dosimetrists, technologists, quality managers, and
the research and development team. Failure modes categorised as ‘Not acceptable’ and ‘Tolerable’ on the risk
matrix were further examined to find mitigation strategies.

Results: In total, 39 failure modes were defined for the total workflow, divided over four steps. Of these,
33 were deemed ‘Acceptable’, five ‘Tolerable’, and one ‘Not acceptable’. Mitigation strategies, such as a case-
specific Quality Assurance report, additional scripted checks and properties, a pop-up window, and time stamp
analysis, reduced the failure modes to two ‘Tolerable’ and none in the ‘Not acceptable’ region.

Conclusions: The pro-active risk analysis revealed possible risks in the implemented workflow and led to the
implementation of mitigation strategies that decreased the risk scores for safer clinical use.

1. Introduction patient. Performing a risk-analysis before clinical use is important to
reveal these potential risks [9].

One step in the radiotherapy treatment planning workflow is the The goal of this work was to perform a pro-active risk analysis of a
optimisation of the treatment device parameters to obtain an acceptable clinical implementation of an in-house developed DL based automated
balance between the dose deposited in the Organs-At-Risk (OAR) and planning tool and to mitigate the risks associated with this workflow
targets, which is an operator dependent and very time-consuming by proposing corrective actions that lower the risk scores.
process [1]. During recent years, it has been shown that automated
planning tools based on deep learning (DL) can reduce these disadvan- 2. Materials and methods
tages [2,3]. Models have been created for the prediction of 3D dose
distributions [4,5], fluence maps [6,7] and treatment device parameters 2.1. Deployment of the automated planning tool

directly [2,8]. However, the use of these in-house created DL models
in clinical routine comes with (technical) challenges. One of these
challenges is creating a reliable workflow such that the models can
be easily executed in the clinic with minimal associated risks for the

Recently, our research group created a DL based planning tool for
breast radiotherapy [2]. The planning tool [2] was created for right
breast cancer patients that fell within our clinical breast Simultaneous
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Fig. 1. Automated planning using the clinical and proposed CNN workflow. The clinical workflow refers to the workflow that is used in our clinic to obtain a breast VMAT
plan. It is based on a DVH prediction, followed by an extended automatic optimisation. The CNN workflow refers to the workflow using the CNN based model that predicts MLC

apertures and MU values to initialise a residual optimisation.

Integrated Boost (SIB) Volumetric Modulated Arc Therapy (VMAT)
class solution, which was used for patients treated with adjuvant ra-
diotherapy after breast conserving surgery. The dose prescriptions were
21 x 2.66 Gy (boost Planning Target Volume (PTV)) and 21 x 2.17 Gy
(breast PTV). The Organs-At-Risk (OAR) consisted of the contralateral
breast, heart, contralateral lung, ipsilateral lung and liver. The patient
plans were created for a Halcyon™ device (Varian, a Siemens Health-
ineers Company) and consisted of three partial arcs with each 116
control points (60 to 190 degrees and vice versa). All plans were created
with RapidPlan™ using an optimisation with extended convergence.
A virtual bolus structure was used during planning to open the MLC
leaves to account for breast swelling [10]. The created planning tool
consisted of a Convolutional Neural Network (CNN) that created a
relation between the anatomy of the patients and the corresponding
Multileaf Collimator (MLC) apertures and Monitor Units (MU) per
control point in the radiotherapy treatment plan. The created CNN was
trained on 101 patient plans and validated and tested on 23 and 24
patient plans respectively [2].

For the purpose of this work, a workflow was suggested by our
research and development team such that the automated planning
tool could be easily used in clinical routine. The workflow is illus-
trated in Fig. 1. Once physicians finalised the contours, the dosimetrist
began plan optimisation. First, extra planning structures were cre-
ated using an automated tool in the MIM Maestro™ software, further
called the automated auxiliary structure tool. Then, the patient’s plan-
ning CT and contours were pre-processed into projections created
in the Beam’s Eye View (BEV) of each control point. These projec-
tions were fed into the CNN model that predicted the MLC aperture
and MU values for each control point. These MLC coordinates and
MU values were used to create an RTplan in DICOM format, which
was imported into the Treatment Planning System (TPS) to initialise
further automated optimisation, guided by Dose Volume Histogram
(DVH) predictions from RapidPlan™ without extended convergence.
The dosimetrist could fine-tune the plan to ensure all clinical dose
constraints were met by manually adjusting optimisation objectives and
starting a new optimisation iteration.

Different possible deployments exist to obtain this suggested CNN
workflow. However, each deployment comes with its own associated
risks, which makes it important to describe the details of the de-
ployment of the CNN workflow before describing the performed risk
analysis.

The CNN workflow was deployed as outlined in Fig. 2. Initially, the
dosimetrist exported the CT, structure set and plan (only containing the
isocentre position) in DICOM format from the clinical TPS, Eclipse™,
to a virtual pc at UZ Leuven. New patients were added to a queue
and processed sequentially. First, meta information of the patient was
removed, but kept in memory, by extracting all image data from the DI-
COM object (pseudonymisation). This image data was then transferred

to UZ Leuven’s private Google Cloud environment. Pre-processing and
CNN predictions were executed on Graphical Processing Units (GPU) on
Google Cloud to have enough calculation capacity. The MLC aperture
and MU predictions were sent back to the virtual pc for post-processing,
where a DICOM plan was created using the temporarily stored meta
information. The dosimetrist could then import this plan into the TPS
for a residual optimisation.

A Graphical User Interface (GUI), developed using the Eclipse
Scripting Application Programming Interface (ESAPI), facilitated the
data export and import processes, notifying the user when the predicted
plan was ready for import.

2.2. Risk analysis

For the purpose of this work, a Failure Mode and Effect Anal-
ysis (FMEA) was conducted to identify and evaluate potential risks
(i.e. the failure modes) in the deployed CNN workflow [11-14]. This
is the standard risk analysis in our department, aligning with TG-100
guidelines [14].

The risk analysis team comprised multidisciplinary experts, includ-
ing three physicians specialised in breast radiotherapy, two physicists
(one specialised in breast radiotherapy), a dosimetrist, a radiotherapy
technologist, two quality managers, and two research and development
team members.

The CNN workflow, new to the clinic, was unfamiliar to many team
members. A movie/screen recording manual was created by the first
author and shared to enhance understanding, leveraging the workflow’s
integration with the routinely used TPS.

The risk analysis process involved four parts. The first consisted
of defining the workflow’s steps and substeps. This was initially
outlined by the first author, but could be further adapted by the
other team members during the team meetings. Our team decided
that the workflow involved four main steps, as detailed in Table 1,
each comprising several substeps, performed once per patient. The
second part in the FMEA process involved identification of failure
modes. A preliminary list was provided by the first author, enhanced
through team feedback during the team meetings facilitated by the
movie/screen recording explaining the workflow. The team concluded
that there were no differences between the failure modes in the clinical
and CNN workflow in the ‘Creation initial plan’ step. During the third
part, assessment of risks, each failure mode’s occurrence, severity, and
lack of detectability was assessed by all team members, see Table 2,
in relation to the final output when the failure would not have been
detected in time. The final output was the treatment of the patient and
effects were defined in relation to this outcome, based on TG-100 [14].
The team focused on failures specific to the CNN workflow, excluding
common issues with the clinical workflow. Scores were defined by tak-
ing into account that the workflow could be used for approximately 30
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Fig. 2. Workflow to embed the CNN based automatic planning tool in clinical practice. The workflow can be started from our clinically used TPS. The model itself is executed

on the cloud.

Table 1

Steps, substeps and failure modes defined in the CNN workflow before applying the corrective actions.

Step name Failure modes

1. Creation inputs model 9 9 0 0
1.1 CT 4 4 0 0
1.2 Contours physicians 3 3 0 0
1.3 Auxiliary contours planning 2 2 0 0
2. Creation initial plan 0 0 0 0
2.1 Position isocentre 0 0 0 0
2.2 Connect structure set 0 0 0 0
3. Get prediction of baseline plan 21 19 2 0
3.1 Export CT, structure set and isocentre 8 8 0 0
3.2 Autoplanning model 9 7 2 0
3.3 Import RTplan 4 4 0 0
4. Further optimisation 9 5 3 1
4.1 Adapt calculation models and options 3 1 2 0
4.2 Insert correct dose prescription 1 0 1 0
4.3 Verify MLC leaf positions 1 1 0 0
4.4 Use RapidPlan 0 0 0 0
4.5 Optimisation 4 3 0 1

patients per year. This was relevant since failures such as ‘protocol not
clear’, ‘inattention of the staff’ or ‘inadequate training of the staff’ will
occur more often when the workflow is not often used. Furthermore,
the size of the training set (about 100) was taken into account to
choose an occurrence score for outlier patients in both anatomy and
positioning on CT, estimating the probability to 1%.

The final part was defining corrective actions. For failure modes
deemed ‘Tolerable’ or ‘Not acceptable’, according to the risk matrix
in Fig. 3, preventive actions and barriers were proposed by the team.
Preventions prevent the failure mode from occurring, while barriers
prevent the failure mode effect to occur when a failure mode did al-
ready happen. When a corrective action was identified, its effectiveness
was re-evaluated, and the risk scores were updated.

2.3. Corrective actions
The first corrective action consisted of case-specific Quality As-

surance (QA), which was defined as an evaluation of patient-specific
inputs/outputs from the model as in [9,15], aimed at identifying those

patients who (1) fell outside the model’s training scope or (2) whose
predictions deviated from expectations. A report in PDF format was
automatically generated, as shown in the supplementary materials,
detailing the quality of the inputs/outputs of the model relative to the
training, validation, and test data and sending this to the dosimetrist
to inform them.

The inputs to the CNN model included of projections of electron
density within different OARs/PTVs in the BEV of the control points,
centring around the isocentre. Therefore, three different metrics were
calculated to detect deviations, including (1) the volume of OARs/PTVs,
(2) mean Hounsfield Units (HU) within these areas, and (3) the distance
between the plan’s isocentre and the centres of mass of OARs/PTVs in
the transversal, longitudinal, and vertical directions. For each metric,
the range of the training data (101 patients) was shown together with
the position of the metric calculated on the new patient data.

The outputs from the CNN based planning tool, namely the MU
(Monitor Unit) values and MLC (Multi-Leaf Collimator) apertures per
control point, were analysed using summarised metrics due to the large
number of variables to check. Metrics such as Aperture Area Variability
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Table 3

Table 2

Description of Severity, Occurrence and (lack of) Detectability scores used in TG-100 [14].

Severity of effect (S)

Occurrence (O)

(Lack of) Detectability (D)

Related S/O/D score

Qualitative description Pocc [%] Pmiss [%]

No effect 0.01 0.01 1
Inconvenience 0.02 0.2 2
Inconvenience 0.05 0.5 3
Minor dosimetric error 0.1 1 4
Limited toxicity or tumour underdose 0.2 2 5
Limited toxicity or tumour underdose 0.5 5 6
Serious toxicity or tumour underdose 1 10 7
Serious toxicity or tumour underdose 2 20 8
Very serious toxicity or tumour underdose 5 50 9
Catastrophic 100 100 10

Physics and Imaging in Radiation Oncology 32 (2024) 100677

Failure modes that fall in the ‘Tolerable’ and ‘Not acceptable’ region of the used risk matrix before the corrective action and their new scores after the corrective action (O’, D’
and Risk matrix’).

Step Failure mode Cause Effect S o D Risk matrix Corrective action o’ D Risk matrix’
3.2 Prediction is bad Patient falls Sub-optimal plan 4 7 8.17 Tolerable Barrier: 7 3.51 Acceptable
outside the Case-specific QA
range of the
training data of
the deep
learning model
3.2 De- Software failure Wrong volume 7 1 8.17 Tolerable Barrier: Time 1 4.51 Tolerable
pseudonymisation (bug) stamps
with wrong
patient data
4.1 Multiresolution Protocol not Sub-optimal plan 4 8.33 7 Tolerable Prevention: 3.79 7 Acceptable
level not changed clear/inattention Pop-up window
to MR3 before staff/inadequate
optimisation training staff
4.1 Aperture shape Protocol not Sub-optimal plan 4 8.33 7 Tolerable Prevention: 3.79 7 Acceptable
controller not clear/inattention Pop-up window
changed before staff/inadequate
optimisation training staff
4.2 Wrong dose Protocol not Wrong dose 8 2 2 Tolerable Prevention: 1 2 Tolerable
prescription clear/miscommu- distribution Scripted checks
inserted nication/ and properties
inattention staff
4.5 No automatic Protocol not Sub-optimal plan 4 8.33 9 Not acceptable Prevention: 3.79 9 Acceptable
optimisation clear/inattention Pop-up window
mode and staff/inadequate
intermediate dose training staff
calculation
checked
Severity

Occurrence x
Detectability

100
82
64
46
28

[  Acceptable
 —
.

Tolerable
Not acceptable

Fig. 3. Risk matrix used in our department to assess the failure modes that need corrective actions. The values inside the matrix are the multiplication of the occurrence, lack of

detectability and severity scores.
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(AAV) and Leaf Sequence Variability (LSV) [16,17] per arc could assess
the complexity of MLC movements, while total MU and its standard
deviation per arc could gauge MU consistency. These output parameters
were visualised across the validation and test datasets (47 patients).

The second corrective action consisted of time stamps. In Sec-
tion 2.1, a patient queue on the virtual pc in UZ Leuven ensured
individual patient processing. It was decided to use time stamps to
verify the absence of data switching between patients by comparing
the interval between pseudonymisation and de-pseudonymisation steps.
Anomalies, where time exceeds typical durations observed in vali-
dation/test datasets, could be flagged in red in the case-specific QA
report.

Another corrective action, was to use ESAPI to script some checks
and properties. It was decided to use ESAPI to automatically adapt the
calculation models and dose prescription when the predicted plan was
imported in the TPS.

For the properties that could not be scripted using ESAPI, It was
decided to implement a pop-up reminder that appeared when the
plan was imported, prompting the user to adjust the aforementioned
properties manually.

The proposed methodology in the current section follows from the
results of the risk analysis. The full implementation of the corrective
actions is outside the scope of this work.

3. Results
3.1. Failure modes

Across the workflow’s substeps, 39 failure modes were identified
(see Table 1). Of these, 33 were ‘Acceptable’, five ‘Tolerable’, and one
‘Not acceptable’ according to the risk matrix (see Fig. 3 and Table 3).

Nine different failure modes were defined in the ‘Creation inputs
model’ step, which were all acceptable. Failures modes consisted of in-
correct posture during the CT scan, inappropriate scan range (e.g., miss-
ing liver), or suboptimal positioning of the radio-opaque wire. Failures
like missing contours or incorrect contour names were countered by
using contouring templates and the automated tool for auxiliary struc-
ture creation. Additional potential failures involved the need to create
an extra bolus structure in the CNN workflow. However, this had a
low lack of detectability score since the CNN workflow would throw
an error and would not run further, serving as a barrier.

The ‘get prediction of baseline plan’ step identified 21 failure modes,
two of which were classified as ‘Tolerable’ on the risk matrix. Common
issues included wrong data export (e.g., wrong structure set exported),
incomplete data export, software bugs, or errors during the import of
the predicted plan. These generally caused disruptions by halting the
CNN workflow or triggering errors, with scripts crashing acting as a
barrier to prevent more severe outcomes.

Detailed in Table 3, one ‘Tolerable’ failure mode was bad predic-
tions by the DL model for atypical cases, such as patients with unusually
large breast volumes or changes in CT scanner specifications. The
estimated occurrence was not that high (1%) leading to an occurrence
score of seven. However, the lack of detectability was high, and while
the resulting plan might have failed to meet clinical constraints —
noticeable to dosimetrists or physicians — the specific cause might have
been hard to detect.

Another failure involved the de-pseudonymisation of data due to an
error, swapping meta information with another patient’s. This was rare
due to rigorous coding, yet it was severe and hard to detect, placing it
in the ‘Tolerable’ category of the risk matrix.

During further optimisation of the predicted plan, certain properties
like multiresolution level, aperture shape controller, and dose prescrip-
tion had to be manually specified, unlike in the clinical workflow. The
high likelihood of incorrectly setting these properties, coupled with the
difficulty in detecting such errors based on the plan’s final outcome,
resulted in three properties being categorised as ‘Tolerable’ and one
as ‘Not acceptable’ on the risk matrix. Barriers to mitigate these risks
included institutional clinical goals and supervision by physicians and
medical physicists.

Physics and Imaging in Radiation Oncology 32 (2024) 100677
3.2. Corrective actions

The case-specific QA report was chosen as a barrier against the
‘prediction is bad’ failure mode (see Table 3), which decreased the
lack of detectability score. Nonetheless, there remained a small risk
(estimated at 3%) that the dosimetrist overlooked the report.

The risk score of ‘De-pseudonymisation with wrong patient data’
was decreased using time stamps. Although this barrier reduced the
lack of detectability score, errors could still occur if the dosimetrist
overlooked or misinterpreted the report. Given its potential impact, this
failure mode remained classified as ‘Tolerable’ in the risk matrix.

The occurrence score of the failure mode of inserting a wrong dose
prescription was reduced to a minimum by scripting some checks and
properties using ESAPI. However, the failure mode remained in the
‘Tolerable’ zone of the risk matrix due to its high severity score.

A pop-up to remind the dosimetrist to adapt the multiresolution
level, the aperture shape controller, the optimisation mode and inter-
mediate dose calculation before optimisation, decreased the occurrence
score of these failure modes, moving them into the ‘Acceptable’ zone
of the risk matrix.

4. Discussion

An illustration was given of a pro-active risk analysis of a clini-
cal workflow using an in-house DL model for breast VMAT planning
prior to clinical use. A multidisciplinary team conducted a FMEA risk
analysis, identifying several failure modes requiring intervention. Ideas
for corrective actions included generating a case-specific QA report,
collecting time stamps, scripting optimisation properties and using pop-
up reminders. As a result of these corrective actions, only two failure
modes remained in the ‘Tolerable’ zone of the risk matrix.

The case-specific QA report consisted of an input and output anal-
ysis, which has been successfully applied before for QA of automatic
contours [18]. The input analysis was based on the knowledge that
CNNs are most reliable when applied to data similar to their training
data [15]. The output analysis was based on summarised metrics calcu-
lated on the output of the CNN, compared to the validation and test set.
Including the validation set was not ideal, but increased the amount of
patients obtaining a more reliable population.

ESAPT’s capabilities had limitations; it could not automatically de-
fine all properties, such as multiresolution level and aperture shape
controller. The automatic optimisation mode, intermediate dose cal-
culation and continue previous optimisation could only be controlled
automatically if the whole residual optimisation was performed using
scripting, which was not the goal in the CNN workflow. To counteract
this, the idea was to create a pop-up reminder. Although less good than
scripting the properties itself, it reduced the occurrence score.

It is important to notice that the failure modes and scores are
highly dependent on the local deployment [13]. Different deployments
might lead to different failure modes and scores. The performed risk
analysis is therefore only valuable for our own clinical implementation,
but can be used as an illustration for other clinical implementations.
Furthermore, the scores are dependent on the persons that perform the
risk analysis. Other teams might reveal other failure modes requiring
intervention. However, to our opinion, the most important failure
modes would remain the same.

The risk analysis for the CNN tool was conducted before user im-
plementation, potentially overlooking certain failure modes that might
emerge with actual use. Periodic retrospective analysis and updates to
the FMEA are crucial parts of our in-house risk management strategy
to address any new failure modes [9].

Clinical implementation of automated planning for breast radio-
therapy using ML/DL has gained a lot of interest in literature recent
years. Several methods exist to perform this task. Models predict either
DVH [19] or 3D dose distributions [20,21] after which the plan param-
eters as the MLC coordinates and MU values are obtained during an
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optimisation process. It has been shown that both methods lead to sim-
ilar dosimetric plans [22]. Our method works differently. The DL model
directly predicts the MLC aperture and MU value per control point.
The parameters can then be given as initialisation to the optimisation,
reducing optimisation time in this way. During the retrospective anal-
ysis, it was found that planning with the created DL model takes about
half of the time of a workflow based on a DVH prediction model with
similar plan quality [2]. However, a prospective clinical evaluation is
important to capture the real-world clinical decisions [23]. With the
clinical implementation now available, we have the option to explore
the clinical applicability of the model.

A risk analysis is not the only challenge of using in-house created
models in clinical routine. Following the Medical Device Regulation
(MDR) [24], every in-house created medical device, including our tool,
must meet extensive requirements before clinical use. These include
proving the tool’s working principle (already performed in [2]), full
documentation of the tool, providing a user manual detailing intended
use, and establishing post-market surveillance mechanisms [25]. Ad-
ditionally, pro-active risk analysis is required. While these steps en-
hance patient safety, they significantly increase the paperwork and
complexity involved in validating new image processing algorithms.

To conclude, the pro-active risk analysis revealed possible risks
in the implemented workflow for automated planning and led to the
implementation of mitigation strategies that decreased the risk scores
for safer clinical use.
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