Hindawi

Journal of Healthcare Engineering
Volume 2019, Article ID 5397814, 17 pages
https://doi.org/10.1155/2019/5397814

Research Article

A Multichannel Convolutional Neural Network
Architecture for the Detection of the State of Mind Using
Physiological Signals from Wearable Devices

Sabyasachi Chakraborty ) Satyabrata Aich ,2 Moon-il Joo,> Mangal Sain A

and Hee-Cheol Kim ®"*?

'Department of Computer Engineering, Inje University, Gimhae, Republic of Korea
’Institute of Digital Anti-Aging Healthcare, Inje University, Gimhae, Republic of Korea

*u-HARC, Inje University, Gimhae, Republic of Korea

*Division of Computer Engineering, Dongseo University, Busan, Republic of Korea

Correspondence should be addressed to Hee-Cheol Kim; heeki@inje.ac.kr

Received 18 June 2019; Revised 12 August 2019; Accepted 27 August 2019; Published 3 October 2019

Guest Editor: Duk Shin

Copyright © 2019 Sabyasachi Chakraborty et al. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Detection of the state of mind has increasingly grown into a much favored study in recent years. After the advent of smart
wearables in the market, each individual now expects to be delivered with state-of-the-art reports about his body. The most
dominant wearables in the market often focus on general metrics such as the number of steps, distance walked, heart rate,
oximetry, sleep quality, and sleep stage. But, for accurately identifying the well-being of an individual, another important metric
needs to be analyzed, which is the state of mind. The state of mind is a metric of an individual that boils down to the activity of all
other related metrics. But, the detection of the state of mind has formed a huge challenge for the researchers as a single biosignal
cannot propose a particular decision threshold for detection. Therefore, in this work, multiple biosignals from different parts of the
body are used to determine the state of mind of an individual. The biosignals, blood volume pulse (BVP), and accelerometer are
intercepted from a wrist-worn wearable, and electrocardiography (ECG), electromyography (EMG), and respiration are
intercepted from a chest-worn pod. For the classification of the biosignals to the multiple state-of-mind categories, a multichannel
convolutional neural network architecture was developed. The overall model performed pretty well and pursued some en-
couraging results by demonstrating an average recall and precision of 97.238% and 97.652% across all the classes, respectively.

1. Introduction

Biosignals or physiological signals are those signals that can
provide the details about the physiological states and their
associated dynamics in the body of a human being [1]. The
biosignals can be further analyzed to detect the physiological
state based on the time series analysis of the signal [2]. Till
date, many researchers have highlighted the relationship
between biosignals and its associations in several contexts
such as emotional behavior, social behavior, and expressive
behavior [3, 4]. Emotional feeling or emotional judgment,
which is also a subsection of the state of mind, mostly gets

enhanced due to the physiological responses and can be
detected by analyzing explicit patterns of the biosignals
[5, 6]. The emotional changes are found to be related with the
biosignals such as the skin conductance and heart rate, and
this relationship helps to interpret the states of emotion such
as stress and the other states of mind [7, 8]. Therefore, the
detection of the proper state of the mind for maintaining a
balance with health is necessary.

In the past, the acquisition process of the biosignals was a
very cumbersome process that primarily included a clinical
environment with a huge number of sensors and moreover,
the process was quite expensive altogether. But, after the
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advent of wearable technologies or smart wearables, which
has grown into much popularity, it is now quite easier to
fetch the data and analyze it [9]. Wearable devices also help
to quantify the parameters in space and time that help to
monitor the desired state depending on the application and
the purpose.

In the proposed study, different physiological signals of
the subjects are coupled together to detect each state of the
mind more accurately and precisely. The complete study was
performed by engineering state-of-the-art features and
followed by applying a multichannel convolutional neural
network for the prediction of the states of the mind. The
major novelty of the work can be put forward in multiple
ways. First, the data that have been used in the study have
been fetched from multiple subjects over a long period of
time [10]. Second, the data have been fetched by using two
different devices, namely, a wrist-worn wearable and a chest-
worn wearable device. The usage of two different devices
allows us to fetch much more localized information from the
data. Third, the engineering of the features has been per-
formed using a peak detection technique, which allows us to
understand cumulative information about the data for a
particular cycle. And finally, for the learning task, a mul-
tichannel convolutional neural network was developed. The
network allows different biosignals to pass through different
channels for optimum feature learning and, at the end,
provides the prediction probabilities by concatenating the
feature maps of all the channels.

The rest of the paper is structured as follows: The second
section provides the details about the related work that has
been performed in a particular segment of stress detection,
wearable technology, machine learning, and deep learning.
The third section presents a deep understanding of the data
preprocessing and feature engineering. The fourth section
discusses the development of the deep learning model and
discusses the training procedure. The fifth section provides
the results that were achieved in the work followed by the
sixth section, which discusses the complete inflow of data to
the prediction and also explains the societal impact of the
work. Lastly, the paper is concluded in the seventh section.

2. Related Work

In the past, many researchers have highlighted the impor-
tance of biosignals for detecting different positive or negative
emotions and different mental states depending on the
situations. In [10], a data set was introduced for the wearable
and stress detection known as WESAD, which holds the very
basic need for the work. The data set was obtained from 15
subjects who had undergone an experimental process of
answering a set of question that analyzed the affective state of
mind of a subject. The biological signal data from the
subjects were extracted using two wearable devices, that is, a
wrist-worn wearable device and a chest-worn pod. The
complete experimental procedure managed to obtain the
data for 5 different activities namely, baseline condition,
amusement condition, stress condition, meditation, and
recovery. The study also performed a machine-learning
classification task and a comparative analysis between the
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multiple algorithms that have been considered. Further-
more, the complete classification task was divided into two
categories namely, a three-class classification based on the
baseline, stress, and amusement class, and a two-class
classification based on stress and nonstress, respectively.

But, in a perceptive case, it can be widely assumed that
the decision thresholds for identifying a particular state of
mind may not be the same across all the times for a particular
individual. Therefore, a normalization factor was devised in
[11] to reduce the stress variability, which was primarily
maintained to check the tradeoff between the physiological
data and the biosignals of the individual. In the study, the
author collected the data from around 10 subjects but in a
different way, that is, the data were captured for 5 days using
three devices namely, wristband, smart necklace, and a chest
band. The manner in which the particular work is different
from the work performed by others in stress detection is that
the data extraction process is not performed in a controlled
way or in a laboratory environment rather was extracted for
the complete time of 24hours and that too for 5days.
Therefore, it was suggested in the work that there are many
physiological thresholds that differ from individual to in-
dividual and must be considered for determining stress in a
person. Also, the author demonstrated the usage of few
regression models to predict the amount of stress in a
person, which also presented some astounding results.

Moreover, the type of activities that are pursued by the
people also has a different perspective towards maintaining
the decision threshold. While pursuing some strenuous
activities such as driving, the amount of mental stress
threshold for a particular person increases drastically from
the normal state to the mobile state. Therefore, to answer this
particular subjective scenario, a stress detection model was
developed in [12] for drivers in the real world. In the study, a
real-world driving task across 24 drivers for around 50
minutes each was performed. However, the complete study
was based on the amount of stress undertaken by the driver
on the route driven rather than the natural stress elements.
Also, in [13], a novel method for the detection of psycho-
logical arousal while driving a car using smart wearable
sensors was proposed. The work performed the data ex-
traction process on 11 participants who underwent a driving
simulation while wearing a wrist wearable device that
propelled out the physiological signals such as heart rate,
skin conductance, and skin temperature. These physiological
signals were further trained on a convolutional neural
network that outperformed other baseline neural network
models and denoising autoencoder models.

Now, as discussed previously, a wide range of stress
detection or stress classification has been performed for the
driving activity but the relevance of the sensors used for
deriving a particular outcome is one of the concerns.
Therefore, [14] performed a study for the selection of fea-
tures and also the sensors for the detection of stress in
drivers. For the model development, supervised machine-
learning classifiers were used for two different calibrations
namely, the driver at rest versus driving and driving on the
highway versus driving in the city. From the work, it was
obtained that for differentiating between rest and driving,
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heart rate, EDA (electrodermal activity), and respiration
came out to be the best sensors. And, for distinguishing
between low stress and high stress, heart rate and respiration
turned out to be the most relevant ones. However, the study
also demonstrated an interesting method for plotting the
interindividuality between the subjects by normalizing each
feature using the standard deviation of all the features across
all the patients.

The development of a generic model for the state of mind
detection of different individuals seemed to be quite im-
portant as each individual has a wide range of different grant
roots or thresholds for a specific condition. Therefore, for
solving this particular scenario, a study was performed by
[15] on the stress detection using the heart rate variability.
The method produced a normalized approach to account for
the interindividual physiological difference using a baseline
methodology. In another scenario, a classification model was
devised by [16] for the detection of presurgery stress in
patients, as surgery is a strenuous situation and the adverse
effects of stress on patients undergoing surgery are irre-
futable. The study leveraged the electrodermal activity of the
patients that were extracted using a wrist wearable. The data
were fetched from 41 patients who underwent different
surgeries. The model developed in the work was based on
adaptive partitioning of the data for stress detection where
the interindividual variability of the electrodermal activity of
a person was based on the sweat gland density and skin
thickness.

For the stress detection of individual using electroen-
cephalography (EEG), [17] published a DEAP data for
emotion analysis using EEG and physiological signals. The
data were generated while the subject viewed a 40-minute
clip of a video. And after the data fetch was completed, a
learning process was initiated, which resulted in classifying
the EEG signals into different emotional classes. Reference
[18] proposed and demonstrated a method for determining
the stress level for the patients suffering from dementia. The
study collected data from a single wearable sensor attached
to the subjects’ body to classify the stress level in 6 classes.
The study was performed on 36 subjects, of which 30 were
normal people and 6 were patients suffering from dementia.
The study was further validated with the observational data
of the behavioral patterns that were extracted by the clinical
staff and were matched with the threshold-based sensor data.

Furthermore, in the study regarding emotional stress
detection using EEG signals, [19] leveraged deep learning
algorithms to analyze the fluctuations of electrical activity in
the brain. The data used in the study were captured from the
test subjects using a NeuroSky device, while the test subjects
were listening to the music. Furthermore, into the learning
process, a backpropagation deep neural network was
implemented for stress detection, which resulted in the
accuracy of 80%.

As primarily, the studies performed for the detection of
stress predominantly used the wearable devices and non-
invasive sensors for the extraction of signals, therefore [20]
developed a system for determining stress detection using
the bioradar respiratory signals. The work implemented two
unique approaches, one for the acquisition of signals and

other for the engineering of the features. For the data ac-
quisition process, a noninvasive and a noncontact method
were devised, and for the engineering of the features, re-
currence quantification analysis was performed. For the
learning process, a multilayer perceptron was designed to
perform a binary classification over steady and stress class,
respectively.

The above-highlighted work further motivated us to
explore the proposed study by developing a multichannel
deep learning architecture with regard to stress detection by
leveraging multiple biosignals and also to perform a check
upon the interindividuality of the subjects during the
learning process.

3. Data Preprocessing and Feature Extraction

For the implementation of the multichannel convolutional
neural network, multiple prerequisite steps are to be fol-
lowed. As the data are in the raw format, generalizing the
data based on the international system of units remains one
of the most primary concerns. Moreover, as the data have
been derived from the biosensors, it contains a multitude of
abstracted information, which in turn can be difficult for the
deep learning algorithms to identify [21]. Therefore, feature
engineering on the raw data is to be performed to find the
optimum features for the deep learning algorithms to work
upon.

3.1. Data Set. The data set used in the work was fetched from
the UCI machine learning repository that was posted by [10].
The data used in the work were taken from 15 subjects who
wore the RespiBAN Professional on the chest and Empatica
E4 on the wrist. The RespiBAN was utilized to fetch ECG,
EMG, EDA, temperature, accelerometer, and respiration
data, whereas Empatica E4 was used to fetch the BVP, EDA,
temperature, and accelerometer data. The 15 participants
who participated in the data acquisition process were the
graduate students of the research facility. The participants
chosen for the study were of the mean age of 27.5 + 2.4 years
and out of the 15 participants, 12 were male and 3 were
female. For choosing the right candidates, an exclusion
principle was introduced where people with pregnancy,
chain-smoking, psychological disorders, and cardiovascular
disorders were not entertained. For the data acquisition
process, the participants were asked to avoid caffeine and
tobacco for one hour before the beginning of the procedure.
For baseline conditions, the participants were asked to sit or
stand near a table and a random magazine was provided to
them for reading. For amusement condition, the participants
were asked to watch a set of 11 funny video clips where each
video clip had a neutral interval of 5seconds. For de-
termining the stress condition, the participants were ex-
posed to a Trier social stress test (TSST) where the
participants were asked to deliver a five-minute speech in
front of a panel of three members on personal traits focusing
on strength and weaknesses. The participants were provided
with a 3-minute interval for the preparation of the speech
and were not allowed to refer to their notes while delivering



the speech. Post delivering the speech, the participants were
asked to count from 2023 to 0 and whenever the participants
made a mistake, they were asked to start over. For calibrating
the meditation condition, the participants were subjected to
a breathing exercise in closed eyes and a comfortable sitting
position. And lastly, for the recovery condition, all the
sensors were again synchronized using a double-tap gesture
and were removed from the participant’s body.

3.2. Data Conversion and Preprocessing. The data generated
from both the wearable devices were in raw format.
Therefore, the primary task that had to be performed for
getting ahead in the process was to perform the conversion
and generalization of the data into the SI units.

3.2.1. Electrocardiography (ECG) Data from the Chest.
The ECG data provided by [10] was extracted from the
subject by using RespiBAN that was attached to the subjects’
chest during the complete experimental procedure. The raw
data of the ECG were transformed to its SI unit that is
millivolt (mV) using the following formula:

signal
m—OS *VCC mV, (1)

where the signal is the value at a particular epoch, Chan_Bit
refers to the output size, which is equal to 216, and Vc refers
to the voltage input, which is equal to 3mV.

3.2.2. Electromyography (EMG) Data from the Chest. The
EMG data were extracted from the subject at the sampling
rate of 700 Hz from the chest using the RespiBAN device.
The raw data of the EMG were converted to its SI unit that is
microvolts (V) using the following formula:

signal
Chan Bit 0.5 | * Ve uV, (2)

where the signal is the value at a particular epoch, Chan_Bit
refers to the output size which is equal to 216 and V¢ refers
to the voltage input which is equal to 3 4V.

3.2.3. Respiration Data from the Chest. The respiration data
were extracted from the subject’s chest using the RespiBAN
device at 700 Hz of sampling frequency during the experi-
mental procedure. The raw data was converted to a form of
displacement percentage using the piezoelectric sensors. The
formula for the conversion is as follows:

_signal oY o0u (3)
Chan_Bit >

where the signal is the value at a particular epoch, and
Chan_Bit refers to the output size, which is equal to 216.

3.2.4. Triaxial Accelerometer from the Wrist. The triaxial
accelerometer data were captured from the wrist using
Empatica E4, which sampled the data to 32 Hz, and the data
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provided were in the units of 1/64 g. Therefore, the following
formula ensures the conversion of the raw data from the
triaxial accelerometer to its SI units that is m/s*:

signal * 2 9'8m/52. (4)
128

3.2.5. Blood Volume Pulse (BVP) from the Wrist. The BVP
data are also known as the photoplethysmograph (PPG)
data that were extracted from the subjects’ wrist using the
Empatica E4 at a sampling rate of 64 Hz. The PPG ba-
sically narrows down the change in the volume of blood
that is being caused by the pressure pulse by illuminating
the skin with a light-emitting diode and detecting the
amount of light transmitted and reflected back using a
photodiode.

3.2.6. Temperature Data from the Wrist. The temperature
data from the wrist were pursued using the Empatica E4
device that performed the data generation at a sampling
frequency of 4 Hz. The data generated from the subject were
in the unit of degree Celsius.

Post conversion and generalization of the raw data to
their SI units, the next step that was undertaken was data
preprocessing. The data that have been fetched in the study
comes from different regions of the subject’s body, and
multiple devices have been used for the extraction of the
data. Moreover, we can observe that there is a lot of
variance in terms of the sampling rate of different signals.
Therefore, for generalizing the frequencies of all the sig-
nals, we tend to convert all the low-sampled signals to
700 Hz initially. Therefore, the triaxial accelerometer data,
blood volume pulse, and temperature data have been
upsampled to 700Hz. Now, as the signals have been
upsampled to 700 Hz, therefore the data for 15 subjects
captured for 100 minutes turned out to be huge in size. So,
the signals were further downsampled to 10Hz by ag-
gregating every 70 samples together using statistical
techniques. Also, on the other hand, the labels were
downsampled to 10 Hz by taking the mode of the labels for
every 70 samples. Finally, after performing all the aggre-
gations and changes in the sampling frequency, the total
number of samples of the whole data set for 15 subjects
turned out to be 573,480. The distribution of the state of the
mind categories has been depicted in Table 1, from which
we can find out that the data set is extremely unbalanced in
nature.

3.3. Feature Engineering. The features that have been
engineered from the raw biosignals data are primarily varied
in three different forms. The first form is the one-to-one
variance or continuous feature variable. In this type of
feature, each and every sample of the data set gets an in-
dividual value and is continuous in nature. The second form
is the subject-wise variance where all the samples of a
particular subject are provided with the same value for a
particular feature. The third form of feature is based on
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TaBLE 1: State of the mind category distribution.

State of the mind class Number of samples

Baseline 274,790
Amusement 117150
Stressed 65450
Meditation 37090
Recovery 79000

minute-based variance, where all the samples of a particular
minute are provided with the same value. Therefore, using
such methods usually provides the features with an optimum
variance, which can lead to a better model in terms of
generalizability and better classification performance.

The features derived from the ECG, EMG, respiration,
and BVP are peak-based features, and the features derived
from the accelerometer are purely statistical in nature. The
peak-based features for the 1-dimensional biosignals are
determined by calculating the local maxima of the cycle of
the signal by leveraging the information of the threshold and
the definite distance that is needed to be maintained between
consecutive peaks.

3.3.1. Electrocardiography (ECG) Features. The features for
electrocardiography are basically in the form of minute-
based variance where each minute of particular feature gets a
different value. Moreover, the features defined in the pur-
pose of ECG are peak-based features as it is a primary notion
in terms of biosignals that the peaks of the signal carry a
summative value to an entire cycle.

Figure 1 shows the ECG signal of the second subject for
the first 30 seconds, which corresponds to 300 samples as the
sampling frequency of the signal was aggregated to 10 Hz.
Also, in the figure, we can see the local maximas that have
been identified, which further helps to obtain multiple
features for the work.

In Table 2, we can observe four features have been
mentioned that persuasively points out the patterns in the
ECG signal of an individual. Moreover, the features de-
scribed in the work provides a varied understanding of the
subject’s nominal peak ranges in the ECG signal, which in
turn can be used to determine the state of the subject at a
particular instant of time.

3.3.2. Electromyography (EMG) Features. The electromy-
ography signals are well known to measure and record the
electrical coefficient of skeletal muscles that tend to define
the activation level and figures out the medical abnormalities
in a subject. The features calculated for the EMG signal are
minute-wise varied to offer an optimum variance across each
feature.

Figure 2 portrays the EMG signals of subject 2 for the
first 30 seconds of the experimental procedure. The red
markings shown in the image are the local maxima, which
primarily depict the impulsiveness of the electrical co-
efficient of the skeletal muscles of the subject. Moreover, the
peaks or the local maxima tend to identify the pattern in the

EMG signals, which can further identify the medical ab-
normalities in the subject too.

The features demonstrated in Table 3 points out the
initial patterns of the EMG signals of a subject, also con-
sidering the features based on the peaks of the signals rules in
summative information of the signal.

3.3.3. Respiration Features. The respiration data have been
extracted from the chest, which shows the tone and rhythm
of the breath and also places the ratio between multiple
breath cycles. Also, the respiration data have always been
helpful in terms of determining the state of mind and in
determining the level of arousal or rate of bio-intensity of a
particular subject. The features derived from the respiration
data are minute-based such as ECG and EMG. Figure 3
shows the respiration data for the first 10 seconds during the
experimental analysis on subject 2.

Moreover, Table 4 points out the features that depict the
patterns across the respiration of the subject. Seeking out the
patterns allows for performing some primary anomaly de-
tection on the behavior of the subject across a particular time
interval. Therefore, in this work, we considered the usage of
respiration signals as a feature to analyze the state of mind of
an individual.

3.3.4. Blood Volume Pulse Features. The BVP signal is
specifically derived from the photoplethysmogram that il-
luminates the skin to determine the changes in the light
absorption. From the peaks of BVP, we can determine the
heart rate of an individual as every time the heart pumps
blood, there is a slight change in the volumetric quantity of
blood in arteries, which can be detected using a BVP Signal.
In Figure 4, we can see the BVP data that have been plotted
for subject 2 for 20seconds and the peak has been
determined.

The features for BVP signal are also varied on the terms
of a minute where each minute gets a different value. Table 5
shows the features that have been used in terms of generating
impactful patterns from the BVP data. The trends and the
pattern of a particular subject can be readily obtained from
the features as it intends to capture the essential details of the
signal.

3.3.5. Accelerometer Features. The accelerometer signals are
quite reliable in terms of analyzing the level of stress in an
individual by seeking out the patterns in the movement [22].
The features are varied with respect to the subjects where all
the samples of a particular subject are utilized for the
computation of the feature and each subject gets a unique
value. The features engineered from the accelerometer signal
are being depicted in Table 6 where it can be observed that
except correlation-based features, all other features are
standalone features. Only the correlation-based are based on
the interaction of two axes. Moreover, the features that have
been mentioned in Table 6 have been calculated for all the
three axes of the accelerometer.
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Ficure 1: ECG signal for 30 seconds of subject 2.

TaBLE 2: Electrocardiography (ECG) features.

Feature name

Description

ECG_Peaks
ECG_Average_Amplitude

ECG_Differ_Mean

ECG_Resting

This gives out the number of local maxima in a
minute
This feature gives out the average amplitude of the
local maximas in a minute
This feature pursues the average difference between
consecutive local maxima in a minute
This feature shows out the resting motion of a subject,
which means the number of local maxima within 10
samples that is 1 second
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FIGUre 2: EMG signal for 30 seconds of subject 2.
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4. Deep Learning
4.1.  Multichannel  Convolutional — Neural  Network

Architecture. In recent years, it has been observed how
supervised learning techniques have evolved to create
some most innovative architectures for solving a partic-
ular problem. More evidently, the rise in popularity can be
observed for the deep learning algorithms too, which has

undergone a major paradigm shift in terms of structure,
optimizer functions, and the architecture [23]. Moreover,
in the field of health care, the usage of deep learning
algorithms has created a reform in terms of image
analysis, aneurysm detection in images, biosignals, and a
lot more.

In this work, biosignals from chest and wrist wearables
have been used for the detection of the state of the mind
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TaBLE 3: Electromyography (EMG) features.

Feature name

Description

EMG_Peaks
EMG_Average_Amplitude

EMG_Differ_Mean

This gives out the number of local maxima in a
minute
This feature gives out the average amplitude of the
local maximas in a minute
This feature pursues the average difference between
consecutive local maxima in a minute
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FIGURE 3: Respiration signal for 100 seconds of subject 2.

TABLE 4: Respiration features.

Feature name

Description

RESP_Peaks
RESP_Average_ Amplitude

RESP_Differ Mean

Number of breath cycles in a minute
This feature gives out the average amplitude of the
local maximas in a minute
This feature pursues the average difference between
consecutive local maxima in a minute

while undergoing a stress interview. The major significance
of this work stands with identifying the stress segment of an
individual. For the identification and the predictions of the
state of mind, a multichannel convolutional neural network
has been used for guaranteeing the optimum generalizability
and for identifying complex patterns in the biosignals.
The model architecture for the multichannel convolu-
tional neural network has been depicted in Figure 5. The
architecture shows 5 different input channels for ECG,
EMG, respiration, BVP, and accelerometer, respectively. The
reason for going forward in separating the channels for
different biosignals lies with the fact that the initial feature
learning using convolutional neural network for a particular
biosignal is being kept discrete with respect to other bio-
signals for preventing the initial information mixing be-
tween individuals [24, 25]. Therefore, the features
corresponding to each biosignal such as ECG (4 features),
EMG (3 features), respiration (3 features), BVP (3 features),

and an accelerometer (15 features) have been coupled re-
spectively and passed along the respective channels.

The most distinctive aspect of convolutional neural
networks is the convolution layer, which is used for tra-
versing along the matrix of the data to create a penultimate
feature matrix of spatially oriented features using an
adaptive kernel or a filter. The adaptive filters for the con-
volution layers in the multiple channels are to be adjusted on
the basis of the input shape of the data matrix. Therefore, the
following equation has been used to choose the optimum
shape for the filter.

flx1)= [rounde) N x%Z], (5)

where (x, 1) represents the shape of the filter. The equation
takes the input size or the number of features used for
training as an input, which is denoted by x. The term x
further undergoes a summation of a round function over x
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FIGURE 4: Blood volume pulse for 30 seconds of subject 2.

TaBLE 5: Blood volume pulse features.

Feature name

Description

BVP_Peaks
BVP_Average_Amplitude

BVP_Differ_Mean

This gives out the number of local maxima in a
minute
This feature gives out the average amplitude of the
local maximas in a minute
This feature pursues the average difference between
consecutive local maxima in a minute

TaBLE 6: Accelerometer signal features.

Feature Equation

Description

Mean X=(UnYigi(x,)

0= \UNY 5 (-7

Standard deviation

Correlation

Kurtosis

Corr = (1/(N = 1) X018 (x,-%) (5,5 (std (x)s5td (1))
Kurt (x) = (E[ (x - %)*]/std (x)*) —

The mean of the signal for each subject
The standard deviation of the signal is calculated for
each value
The correlation coefficient between the two
accelerometer signals
Kurtosis shows the peakedness of a signal

Crest factor

Crest (x) = ((max(x(n)))/(\/ (1/(N = 1)1 atmy)

It shows the signal impulsiveness with the maximum
accelerometer value

and a modulo function over x, which further provides us the
shape of the adaptive filter or the kernel. As in the work we
are dealing with 1 — D convolutions, the shape of the kernel
is always in the form of (x, 1).

The feature maps from the first convolution layer are
further passed to the second layer of convolution without
using any subsampling layer in between. By considering the
huge spatial volume of the data that is being trained on the
CNN architecture, it can be duly argued that using sub-
sampling layer, such as pooling in between consecutive CNN
layers, can make the solution less computationally expen-
sive. But, the usage of subsampling layers for the data whose
numerical significance is more important than the spatial
arrangement possesses information loss [26]. Therefore, in

this architecture, the usage of pooling or subsampling layers
has been avoided.

The generated feature matrix by the convolution
layer is then subjected to a fattening layer. The flattening
layer first converts the feature matrix from a 2-dimensional
matrix to a 1-dimensional array because the subsequent
stages of the network contain dense layers. And, for passing a
set of data to the dense layer, it is required that the data must
be in 1-dimensional format.

After the data are subjected to a flattening layer, they is
then subjected to a dropout layer. The dropout layer that has
been used in the architecture is basically used for performing
regularization and it also assists the model in preventing
overfitting. The dropout layer allows the model to fetch for

an
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[ input_ECG ] [input_EMG]

573480 x 4 x 1 573480 x 3 x 1

input_RESP

ConvlD ConvlD ConvlD

ConvlD ConvlD ConvlD

Flatten Flatten Flatten

Dropout Dropout Dropout

Dropout Dropout

Dropout

Concatenate

N
dense_12

573480 x 3 x 1

input_ACCL

573480 x 15 x 1

input_BVP

573480 x 3 x 1

1st convolution layer

senl filter: 128

ConvlD

2nd convolution layer

ConvlD ConvlD flter: 64
Flatten Flatten 1st flattening layer
Dropout Dropout 1st dropout layer

1st dense layer
units: 64

Dropout

Dropout 2nd dropout layer

2nd dense layer
units: 32

3rd dense layer
units: 32

Output layer
5th dense
units: 5

FiGUre 5: Multichannel CNN architecture.

more complex and robust feature relationships by dropping
a set of neurons from the visible and the hidden layers to
perform more randomized feature learning.

The 6th layer in the architecture is a dense layer, which
is the fully connected layer with 64 units. The dense layer
allows the model to perform a linear operation on the
feature matrix that has been generated by the convolution
layer. Moreover, as the convolution layers work locally for
the spatial set of defined filters that traverses along with the
data matrix, the dense layer acts as a global layer where all
the nodes of the layer participate and are connected to all
the other nodes in the following layers. Therefore, the

usage of dense layers in this work allows the model to
establish a global relationship between the features and
also accounts for the abstraction of more complex patterns
in the data.

The 9™ layer in the network is the concatenation layer
that allows us to combine the feature matrices from all the
channels. The reason behind the concatenation of the feature
matrices lies in accordance with our problem statement,
which is to detect the state of the mind based upon multiple
signals. Therefore, for obtaining the decision threshold based
upon all the biosignals, the concatenation of the feature
matrices from all the channels is required.
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The subsequent layer after the concatenation layer is fully
connected layer with 32 units. This fully connected layer is
used for fetching out the composite relationships between
the concatenated feature matrices from the multiple chan-
nels. This layer majorly plots the complex features, complex
relationships, and the patterns among the combined feature
matrices that support the generation of the decision
threshold. The last layer or the output layer that is depicted
in Table 7 as well as in Figure 5 consists of 5 units for the 5
classes that are to be predicted namely, baseline condition,
amusement condition, stress condition, meditation, and
recovery condition. The final dense layer yields the pre-
diction probability of each sample for the 5 classes.

4.2. Training Procedure and Cross Validation. The model
training in the work used two varied procedures namely
Type I and Type II. The type I procedure predominantly was
utilized for tuning the hyperparameters and choosing the
most viable optimizers for increasing the model perfor-
mance. Moreover, the type I model was also used to check an
initial performance of the model for randomized sequence.
For creating the model based on type I procedure, the
complete data set was split as 70% of the data were allotted to
the training set, 20% were allotted to the validation set and
lastly, 10% were allotted to the testing set. The samples that
were placed on different sets of data were chosen randomly
to remove any correlation in terms of subjects. Table 8,
therefore, points out the number of samples and input
features in all the channels for training, validation, and
testing in a more constructive way for the type I procedure.

On the other hand, another procedure for training the
model was also undertaken by using a cross-validated
approach using the data of individual subjects as the
testing set. This particular approach was named as Type II
procedure. More particularly, for creating the type II
model, a 15-fold cross-validation was performed on the
data of 15 subjects, where the data of a particular subject
were always kept aside for creating the test set. The
remaining data of 14 subjects were further allocated to the
training and the validation set based on a randomized
split with a ratio of 80:20. This particular model was
developed only for the sake of understanding the capa-
bility of the model to generalize across different subjects.
Table 9 demonstrates the number of samples that were
used in the training, validation, and testing for each fold
by keeping a particular subject’s data in the testing set
only.

4.3. Model Hyperparameters, Loss, and Optimization
Functions. The development of a model architecture is one
of the prime components of the system that is being de-
veloped in the work. But, more advertently, the component
that works for the state-of-the-art model architectures is the
control over the training process and to optimize the model’s
performance and outcomes. Therefore, the components such
as the model hyperparameters, loss functions, and the op-
timizer functions are discussed in the following sections.

Journal of Healthcare Engineering

4.3.1. Model Hyperparameters. The control of the training
process is generally held by the hyperparameters that are
used for the tuning of the model. As of the current scenario,
the optimization of the models by minimizing the testing
error is considered to be one of the toughest challenges. But
in an intermittent way, the tuning of the elements that reside
outside of the model actually influences the complete per-
formance of the model and can be considered as the most
challenging part in solving the problem. The primary reason
behind the difficulty lies with the fact that the chosen
hyperparameters must be model-specific and not training
set-specific because hyperparameters that are tuned on the
basis of the training set often develop poor model gener-
alizability. Therefore, choosing the right set of hyper-
parameters is important to maintain the overall tradeoff
between model generalizability and optimum objective
score.

So, for the choice of right set hyperparameters, Bayesian
Sequential Model-Based Optimization (SMBO) is used.
Bayesian SMBO is a type of hyperparameter optimization
that minimizes a particular objective function by developing
a surrogate model (probability function) based on the
previous evaluation results of the objective function. The
basic objective function of the Bayesian SMBO is given by

P (hyperparamters | score) P (score)

P h ters)=
(score | hyperparamters) P (hyperparamters)

(6)

The surrogate model is considered to be less expensive to
be optimized than the main objective function [27].
Therefore, the next set of values that are to be evaluated are
selected by using the expected improvement criterion [28].
The expected improvement criterion is defined by:

EI(x)= E(max(f (x) - f7,0)), (7)

where x belongs to the set of hyperparameter values and
considered to be an improvement in the value of the ob-
jective function f (x), and f* is the maximum value of the
objective that has been observed.

The set of hyperparameters that were obtained by
running Bayesian SMBO on the model are

learning rate: 0.00125,
beta_1: 0.9765841,

beta_2: 0.8541287,
decay: 0.000235.

(8)

4.3.2. Model Loss Function. The loss function is a very in-
tegral part of the deep learning and the machine learning
models. The loss functions are basically used to measure the
variability between the predicted output (¥) and the actual
value (y). The loss functions are nonnegative values that
increase the generalizing capability of the model by de-
creasing the value of the loss function [29]. The basic
structure of the loss functions is
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TABLE 7: Multichannel CNN architecture.
Layer Layer type Filters Size No. of parameters Output dimension Activation
ECG: (4, 1)
EMG: (3, 1)
1 Input — — — RESP: (3, 1) —
BVP: (3, 1)
ACCL: (15, 1)
ECG: (2, 1) ECG: 384 ECG: (3, 128)
EMG: (2, 1) EMG: 384 EMG: (2, 128)
2 Conv1D (Ist layer) 128 RESP: (2, 1) RESP: 384 RESP: (2, 128) ReLU
BVP: (2, 1) BVP: 384 BVP: (2, 128)
ACCL: (8, 1) ACCL: 1152 ACCL: (8, 128)
ECG: (2, 1) ECG: 16448 ECG: (2, 64)
EMG: (2, 1) EMG: 16448 EMG: (1, 64)
3 ConvlD (2nd layer) 64 RESP: (2, 1) RESP: 16448 RESP: (1, 64) ReLU
BVP: (2, 1) BVP: 16448 BVP: (1, 64)
ACCL: (8, 1) ACCL: 65600 ACCL: (1, 64)
ECG: 128
EMG: 64
4 Flatten — — RESP: 64 —
BVP: 64
ACCL: 64
5 Dropout — — — —
ECG: 8256 ECG: 64
EMG: 4160 EMG: 64
6 Dense (1st layer) 64 — RESP: 4160 RESP: 64 ReLU
BVP: 4160 BVP: 64
ACCL: 4160 ACCL: 64
7 Dropout — — — — —
ECG: 2080 ECG: 32
EMG: 2080 EMG: 32
8 Dense (2nd layer) 32 RESP: 2080 RESP: 32 ReLU
BVP: 2080 BVP: 32
ACCL: 2080 ACCL: 32
9 Concatenate — 0 160
10 Dense (3rd layer) 32 160 5152 32 ReLU
11 Dense (output) 5 32 165 5 SoftMax
TaBLE 8: Training, validation, and testing divisions for all the channels and number of features for Type 1.
Channel Training samples Testing samples Validation set No. of features
ECG channel 616,413 176,118 88,059 4
EMG channel 616,413 176,118 88,059 3
Respiration channel 616,413 176,118 88,059 3
BVP channel 616,413 176,118 88,059 3
Accelerometer channel 616,413 176,118 88,059 15
1¢ 0 @ calculated. The score is further used to penalize the prob-
L(0)= . Z L(}’ , f(x , 0))’ (9)  ability of the prediction based on the difference from the
i=1

where 0 represents the parameters of the model, x represents
the feature matrix of the model, and y represent the actual
labels of the model.

The loss function used in the work is the categorical
cross-entropy loss, which is also known as the SoftMax loss.
In the categorical cross-entropy loss function, each pre-
diction is compared to the actual class value and a score is

actual value. The penalty that is offered to the predicted
value is purely logarithmic in nature where a small score is
allotted to tiny differences and the huge score is allotted to
larger differences [30]. The equation for the categorical
cross-entropy loss is given by

1 n Cc
L= = Y Y (7 l08(3;))

i=1 j=1

(10)
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TaBLE 9: Number of samples for each fold of training.
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TasLE 10: Comparative analysis of the model performance based on
the optimizer algorithms for subject 1 in the testing set.

The subject in . S Testin,
the test Jset Training set Validation set set 8 Metric Adam RMSprop SGD
Subject 1 656,872 164,218 59,500 Accuracy 97.62 90.45 92.51
Subject 2 654,184 163,546 62,860 Recall “baseline” 0.9861 0.8945 0.9063
Subject 3 654,264 163,566 62,760 Precision “baseline” 0.9703 0.9106 0.9542
Subject 4 655,896 163,974 60,720 F1 score “baseline” 0.9716 0.9033 0.9311
Subject 5 649,320 162,330 68,940 Recall “amusement” 0.9891 0.9322 0.9256
Subject 6 663,744 165,936 50,910 Precision “amusement” 0.9956 0.9158 0.9428
Subject 7 661,960 165,490 53,140 F1 score “amusement” 0.991 0.9288 0.9299
Subject 8 664,144 166,036 50,410 Recall “stress” 0.9832 0.9647 0.9568
Subject 9 661,728 165,432 53,430 Precision “stress” 0.9784 0.94 0.9487
Subject 10 663,824 165,956 50,810 F1 score “stress” 0.9693 0.9561 0.9509
Subject 11 650,536 162,634 67,420 Recall “meditation” 0.9583 0.9428 0.9467
Subject 12 658,360 164,590 57,640 Precision “meditation” 0.9752 0.9022 0.9788
Subject 13 654,512 163,628 62,450 F1 score “meditation” 0.9680 0.9312 0.9635
Subject 14 653,984 163,496 63,110 Recall “recovery” 0.9456 0.9365 0.9387
Subject 15 659,280 164,820 56,490 Precision “recovery” 0.9711 0.9174 0.9579
F1 score “recovery” 0.9620 0.9258 0.9466

where the double sum has been performed on the ith data
samples ranging from 1 to N and the classes that range from
1 to C. The term y;; in the equation corresponds to the
actual one hot encoded label at i index of j category. And
the term y; ; corresponds to the prediction of the model for
the samples as i index [30].

4.3.3. Model Optimizer Functions. The optimizer functions
are the ones that play an integral part in the optimization of
the internal parameters of a model. The internal parameters
of the type of model that is being dealt with in the work are
the weights and biases. Now, in the previous segment, we
have discussed the loss function of the model that needs to be
minimized over the training iterations. But the loss function
is more of a mathematical way of determining what is the
error rate between the predictions and the actual labels.
Therefore, optimizer functions are used to incorporate the
loss function with the models’ internal parameters such as
weight and biases for updating the same based on the re-
sponse generated from the loss functions.

In this work, multiple optimizer algorithms were used
and a comparative analysis was performed with regard to
which optimizer function relates to the best minimization of
the categorical cross-entropy loss and ties best with the
hypothesis of the problem. The comparative analysis can be
seen in Table 10 between the multiple optimizer functions
and the best optimizer for the problem statement was found
to be Adam optimizer.

5. Results

The multichannel convolutional neural network model
developed in the work aimed to provide very sound and
effective results on the basis of the classification of the
different state of minds for a particular subject. Also, the
model developed in the work provided with the results by
prompting an average recall and precision of 97.238% and
97.652%, respectively, for all the classes. The model also

showcased a constant tendency of precision and recall in the
random data folds of training and testing.

Moreover, with prior accordance to the hypothesis that
was developed in the initial phase stated the rules that the
precision and recall of all the class must be above the same
threshold providing a fixed classification rate in all classes.
As in the previous work [10] we have seen that the hy-
pothesis tends to prioritize more on the third class, which is
the stress, but in this work, we tend to predict the samples of
all the five classes precisely.

In Figure 6, we can see the confusion matrix that has
been derived on the basis of the classification results of the
test data set. Therefore, we can see from the confusion matrix
that it has full accordance with the hypothesis with regard to
the correct true positives and true negatives of each class. But
in Figure 6, it can be observed that the baseline class has a
greater number of mispredictions than other classes and also
other classes have got a lot of the samples that have been
mispredicted to the baseline class. The primary reason be-
hind such an incident is that the features of the data sample
belonging to the baseline class have a strong correlation with
features of the data samples belonging to other classes. But,
such a scenario can be avoided by lowering the prediction
threshold from 0.2 of all the classes except the baseline class,
which in turn will reduce the mispredictions in the baseline
class. However, dampening of the prediction threshold of
the classes may lead to an invariant scenario of less gen-
eralizability of the model. Therefore, to maintain a tradeoft
between the correct predictions and the mispredictions, the
situation is been kept as it is.

The metrics used for evaluating the potential of the
model are precision, recall, and the F1 score of all the classes.
In the current scope of this work, the recall of each class
provides us the information, with regard to the number of
data samples that the model has correctly predicted to be of a
particular class. The precision on the other hand of a par-
ticular class determines the confidence of prediction to
belong to a particular class. And lastly, the F1 score suggests
the weighted average of both precision and recall and
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FiGure 6: Confusion matrix of the multichannel CNN model.

therefore takes a leap over all the wrongly predicted samples
of a particular class.

Figure 7 shows the training and validation convergence
of the model. The model iteration that has been shown in the
figure is the final model that is trained with the hyper-
parameters mentioned in Section 4.3.1 and the optimizer
algorithm Adam.

Table 10 puts forward the classification report of the
model with respect to different optimizer algorithms that
were used to optimize the internal parameters of the model.
From the table, it can be seen that all the three optimization
algorithms namely, Adam, RMSprop, and SGD provided us
with decent results. But, for the creation of the final binary
serialized object of the model, Adam was selected. The
reason for choosing Adam in this scenario lies behind a few
reasons:

(i) The overall performance of the Adam Optimized
model is better than the other two.
(ii) The model optimization is very much time-efficient.

(iii) The model
efficient.

optimization is computationally

(iv) As the type of data, we are dealing within the work,
there is no prospect for an upper bound or lower
bound of a particular type of biosignal. Therefore,
for reproducibility of the model in the future, it may
happen that the gradients might change for a
particular type of subject. So, having an algorithm to
optimize the model which is not varied by the
rescaling of the gradient will turn out to be useful
[31].

Table 11 plots the comparative analysis between the
performance of the multichannel convolutional neural
network and conventional single-channel convolutional
neural network. Both the networks have been trained with
the same optimizer function that is Adam but for the
single-channel convolutional neural network, a different
set of hyperparameters were used, which were derived by
using the same Bayesian SMBO. From Table 11, it can be
evidently observed that the single-channel also performed
respectively well. But, the performance of the multichannel
convolutional neural outperformed that of the single-
channel convolutional network. Moreover, in the

“meditation class” of the single-channel convolutional
neural network, it can be observed that the recall is pretty
low than other classes. The lower value of the recall for the
meditation class is because there are comparatively a
smaller number of samples in the meditation class than
other classes. Therefore, it was found that the multichannel
convolutional neural network overcomes the hurdle re-
garding such imbalanced classification where there is an
identifiable disparity in the number of samples across the
classes.

Table 12 depicted below further shows the model per-
formance of the multichannel convolutional neural network
model, which was trained using the cross-validated ap-
proach or type II model. The type II model seemed to
provide decent results. But, we can see that there is quite a
difference between the performance level depicted in Ta-
ble 11 by the Type I model where the training, validation,
and testing sets were randomized samples and in Table 12 by
the Type II model where the sample of a particular subject is
only on the testing set. The primary reason behind this
deviation in the model performance is that every subject has
altogether different kind of thresholds when it comes to
biosignal-based predictions.

6. Discussion

In the present world, as the life of people have changed in a
varied way where they are much suited to the new cus-
tomized lifestyle and the disorientation of the biological
clock, it has been very necessary and of paramount im-
portance that the state of mind and health must be
maintained properly. But, people these days have turned
out to be more reluctant to spend their time with the
therapists or the doctors for pursuing a proper check on
their health. Therefore, with the emergence of smart
healthcare, the process could be very much maintained and
measured using the wearable devices that have grown into
much affluence in society. We know that the smart
wearables that have presently arrived in the sector support
multiple biosignals of the user such as movement, heart
rate variability, pulse pressure, vascular respiration, per-
fusion index, etc. Therefore, these biosignals, if properly
monitored for a particular subject, will be able to identify
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Journal of Healthcare Engineering

Average recall

0.7 S —
0.95 4
0.6 4
0.5 0.90
0.4 1 0.85 -
0.3 4
0.80 4
0.2
0.75 1
0.1
20 40 60 80 100 20 40 60 80 100
Epoch Epoch
—— Training —— Training
Validation Validation

FIGURE 7: Model training process using Adam optimizer for 100 epochs.

TaBLE 11: Comparative analysis of the model performance for multichannel CNN and single-channel CNN for subject 1 in the testing set.

Metric Multi channel CNN Single channel CNN
Accuracy 97.62 87.53
Recall “baseline” 0.9861 0.9524
Precision “baseline” 0.9703 0.9347
F1 score “baseline” 0.9716 0.9435
Recall “amusement” 0.9891 0.9311
Precision “amusement” 0.9956 0.9006
F1 score “amusement” 0.991 0.9132
Recall “stress” 0.9832 0.8991
Precision “stress” 0.9784 0.9157
F1 score “stress” 0.9693 0.9036
Recall “meditation” 0.9583 0.7658
Precision “meditation” 0.9752 0.8631
F1 score “meditation” 0.9680 0.8122
Recall “recovery” 0.9456 0.9136
Precision “recovery” 0.9711 0.9217
F1 score “recovery” 0.9620 0.9178

the health conditions as well as will be able to detect the
primary anomalies in the health.

The data that have been used in the work have been
properly curated from the wearable device worn by the
subject during the experimental process for detecting the
certain state of mind that can be very much useful to
understand the mental conditions of the subject. In the
data amalgamation process, five key classes were noted
namely, recovery, baseline, stress, amusement, and med-
itation. And for the classification purpose, multiple bio-
signals ~ were utilized such as accelerometer,
electrocardiography, electromyography, blood volume
pulse, and body temperature. The signals were further
analyzed to perform optimum feature engineering where
the summative information of complete signals is extracted
using the maxima and the minima of the signal at a
particular instance of time.

For the classification purpose, a multichannel con-
volutional neural network architecture was developed in

the work. The primary concern for the development of a
multichannel architecture is that as we have different
biosignals from different parts of the body, we tried to avoid
the initial intermixing of the features of different biosignals.
But later on, at the penultimate region, the feature matrixes
conceived by different channels are concatenated for
pursuing an integrated decision threshold for the detection
of the state of the mind from all the biosignals. But at a
certain point, a question can be raised that “Why deep
learning has been used for solving the particular problem?”
The answer to the question lies in the fact that as the
biosignals are of an abstract nature and there are multiple
complex interactions and patterns in the data, manually
engineering the right features would be very difficult.
Therefore, in this work, deep learning is performed as the
method has the ability to produce extremely complex
feature representations and also allows model re-
producibility, which will allow us to perform incremental
learning if a certain new set of data arrives.
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7. Conclusion

In the proposed study, a multichannel convolutional neural
network architecture was developed for the detection of state
of the mind by leveraging biosignals from the wearable
devices. The different types of biosignals used in the work are
electrocardiography, electromyography, respiration, blood
volume pulse, and accelerometer. The model developed
performed pretty well by prompting an average recall and
precision of 97.238% and 97.652%, respectively, across all
the classes. In the work, a comparative analysis was per-
formed for choosing the right optimizer by keeping in mind
the performance of the optimizer with respect to the cost of
computation, time efficiency, and model reproducibility.
Finally, it was found that the model optimized with Adam
optimizer performed the best with respect to the other
optimizer functions.

To conclude, the outcome of the study is very motivating.
However, in the area of classification of the state of the mind
and the analysis of the biosignals, there is still a huge scope
for further research. Therefore, it is very much recom-
mended to investigate multiple ways of solving the particular
type of problem and to understand the complete capability
of multichannel deep learning architectures, which will
further impact the society in a novel and a positive way.

Data Availability

The data used to support the experiments and the findings of
the study have been duly included in Section 3.1.

Conflicts of Interest

The authors of the paper declare that there are no conflicts of
interest regarding the publication of the paper.

Acknowledgments

This research was funded by the Basic Science Research
Program through the National Research Foundation of
Korea (NRF), supported by the Ministry of Science, ICT &
Future Planning (NRF-2017R1D1A3B04032905).

References

[1] A. Cohen, “Biomedical signals,” in Electrical Engineering
Handbook, The Biomedical Engineering Handbook, CRC
Press, Boca Raton, FL USA, 2nd edition, 1999.

[2] A. Schmidt, “Biosignals in human-computer interaction,”
Interactions, vol. 23, no. 1, pp. 76-79, 2015.

[3] F. Liu, D. Ford, C. Parnin, and L. Dabbish, “Selfies as social
movements,” Proceedings of the ACM on Human-Computer
Interaction, vol. 1, pp. 1-21, 2017.

[4] N. Howell, L. Devendorf, R. K. Tian et al., “Biosignals as social
cues,” in Proceedings of the 2016 ACM Conference on De-
signing Interactive Systems-DIS 16, Brisbane, Australia, June
2016.

[5] A.F. Ax, “The physiological differentiation between fear and
anger in humans,” Psychosomatic Medicine, vol. 15, no. 5,
pp. 433-442, 1953.

Journal of Healthcare Engineering

[6] R. W. Levenson, “The autonomic nervous system and emo-
tion,” Emotion Review, vol. 6, no. 2, pp. 100-112, 2014.

[7] S.D. Kreibig, “Autonomic nervous system activity in emotion:
a review,” Biological Psychology, vol. 84, no. 3, pp. 394-421,
2010.

[8] R. W. Levenson and A. M. Ruef, “Physiological aspects of
emotional knowledge and rapport,” in Empathic Accuracy,
W. J. Ickes, Ed., pp. 44-72, New York Guilford Press, New
York, NY, USA, 1997.

[9] S. Aich, P. Pradhan, J. Park, N. Sethi, V. Vathsa, and
H.-C. Kim, “A validation study of freezing of gait (FoG)
detection and machine-learning-based FoG prediction using
estimated gait characteristics with a wearable accelerometer,”
Sensors, vol. 18, no. 10, p. 3287, 2018.

[10] P. Schmidt, A. Reiss, R. Duerichen, C. Marberger, and
K. V. Laerhoven, “Introducing WESAD, a multimodal dataset
for wearable stress and affect detection,” in Proceedings of the
2018 on International Conference on Multimodal Interaction-
ICMI 18, Boulder, CO, USA, February 2018.

[11] B. Lamichhane, U. Grofiekathéfer, G. Schiavone, and
P. Casale, “Towards stress detection in real-life scenarios using
wearable sensors: normalization factor to reduce variability in
stress physiology,” in Lecture Notes of the Institute for
Computer Sciences, Social Informatics and Telecommunica-
tions Engineering, pp. 259-270, Springer, Cham, Switzerland,
2016.

[12] J. A. Healey and R. W. Picard, “Detecting stress during real-
world driving tasks using physiological sensors,” IEEE
Transactions on Intelligent Transportation Systems, vol. 6,
no. 2, pp. 156-166, 2005.

[13] A. Saeed, S. Trajanovski, M. V. Keulen, and J. V. Erp, “Deep
physiological arousal detection in a driving simulator using
wearable sensors,” in Proceedings of the 2017 IEEE In-
ternational Conference on Data Mining Workshops (ICDMW),
New Orleans, LA, USA, November 2017.

[14] S. Ollander, C. Godin, S. Charbonnier, and A. Campagne,
“Feature and sensor selection for detection of driver stress,” in
Proceedings of the PhyCS, pp. 115-122, Lisbon, Portugal, July
2016.

[15] G. Tanev, D. B. Saadi, K. Hoppe, and H. B. D. Sorensen,
“Classification of acute stress using linear and non-linear
heart rate variability analysis derived from sternal ECG,” in
Proceedings of the 2014 36th Annual International Conference
of the IEEE Engineering in Medicine and Biology Society,
Chicago, IL, USA, August 2014.

[16] A. S. Anusha, P. Sukumaran, V. Sarveswaran et al., “Elec-
trodermal activity based pre-surgery stress detection using a
wrist wearable,” IEEE Journal of Biomedical and Health In-
formatics, 2019.

[17] S. Koelstra, C. Muhl, M. Soleymani et al., “DEAP: a database
for emotion analysis; using physiological signals,” IEEE
Transactions on Affective Computing, vol. 3, no. 1, pp. 18-31,
2012.

[18] B. Kikhia, T. Stavropoulos, S. Andreadis et al., “Utilizing a
wristband sensor to measure the stress level for people with
dementia,” Sensors, vol. 16, no. 12, p. 1989, 2016.

[19] C.-Y. Liao, R.-C. Chen, and S.-K. Tai, “Emotion stress de-
tection using EEG signal and deep learning technologies,” in
Proceedings of the 2018 IEEE International Conference on
Applied System Invention (ICASI), Tokyo, Japan, April 2018.

[20] J. R. M. Fernandez and L. Anishchenko, “Mental stress de-
tection using bioradar respiratory signals,” Biomedical Signal
Processing and Control, vol. 43, pp. 244-249, 2018.



Journal of Healthcare Engineering

[21]

(22]

(23]

[24]

(25]

(26]

(27]

(28]

(29]

(30]

(31]

Y. Jiang, N. Bosch, R. S. Baker et al., “Expert feature-engi-
neering vs. Deep neural networks: which is better for sensor-
free affect detection?,” in Lecture Notes in Computer Science,
pp- 198-211, Springer, Cham, Switzerland, 2018.

T. B. Tang, L. W. Yeo, and D. J. Lau, “Activity awareness can
improve continuous stress detection in galvanic skin re-
sponse,” in Proceedings of the IEEE Sensors 2014, pp. 1980-
1983, Valencia, Spain, November 2014.

R. Miikkulainen, J. Liang, E. Meyerson et al., “Evolving deep
neural networks,” in Artificial Intelligence in the Age of Neural
Networks and Brain Computing, pp. 293-312, Academic Press,
Cambridge, MA, USA, 2019.

H. Cecotti and A. Graser, “Convolutional neural networks for
P300 detection with application to brain-computer in-
terfaces,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 33, no. 3, pp. 433-445, 2011.

S. Opalka, B. Stasiak, D. Szajerman, and A. Wojciechowski,
“Multi-channel convolutional neural networks architecture
feeding for effective EEG mental tasks classification,” Sensors,
vol. 18, no. 10, p. 3451, 2018.

D. Yu, H. Wang, P. Chen, and Z. Wei, “Mixed pooling for
convolutional neural networks,” in Proceedings of the 9th
International Conference, RSKT, Shanghai, China, October
2014.

P. I. Frazier, “A tutorial on Bayesian optimization,” 2018,
https://arxiv.org/abs/1807.02811.

M. A. Osborne, “Bayesian Gaussian processes for sequential
prediction, optimisation and quadrature,” Doctoral Dissertation,
Oxford University, Oxford, UK, 2010.

K. Janocha and W. M. Czarnecki, “On loss functions for deep
neural networks in classification,” 2017, http://arxiv.org/abs/
1702.05659.

Z. Zhang and M. Sabuncu, “Generalized cross entropy loss for
training deep neural networks with noisy labels,” in Advances
in Neural Information Processing Systems, pp. 8792-8802,
2018.

D. P. Kingma and J. Ba, “Adam: a method for stochastic
optimization,” 2014, http://arxiv.org/abs/1412.6980.

17


https://arxiv.org/abs/1807.02811
http://arxiv.org/abs/1702.05659
http://arxiv.org/abs/1702.05659
http://arxiv.org/abs/1412.6980

