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Abstract
The present study investigated the influence of an auditory tone on the localization of visual

objects in the stream/bounce display (SBD). In this display, two identical visual objects move

toward each other, overlap, and then return to their original positions. These objects can be

perceived as either streaming through or bouncing off each other. In this study, the closest

distance between object centers on opposing trajectories and tone presentation timing

(none, 0 ms, ± 90 ms, and ± 390ms relative to the instant for the closest distance) were

manipulated. Observers were asked to judge whether the two objects overlapped with each

other and whether the objects appeared to stream through, bounce off each other, or reverse

their direction of motion. A tone presented at or around the instant of the objects’ closest dis-

tance biased judgments toward “non-overlapping,” and observers overestimated the physi-

cal distance between objects. A similar bias toward direction change judgments (bounce and

reverse, not stream judgments) was also observed, which was always stronger than the

non-overlapping bias. Thus, these two types of judgments were not always identical. More-

over, another experiment showed that it was unlikely that this observed mislocalization could

be explained by other previously known mislocalization phenomena (i.e., representational

momentum, the Fröhlich effect, and a turn-point shift). These findings indicate a new exam-

ple of crossmodal mislocalization, which can be obtained without temporal offsets between

audiovisual stimuli. The mislocalization effect is also specific to a more complex stimulus

configuration of objects on opposing trajectories, with a tone that is presented simulta-

neously. The present study promotes an understanding of relatively complex audiovisual

interactions beyond simple one-to-one audiovisual stimuli used in previous studies.

Introduction
The perceptual system estimates spatial positions, relationships, and trajectories of moving
objects to understand causal relations [1], social interactions [2], and situations with obscured
object locations. For a precise estimation, the system accumulates available sensory inputs to
different modalities from events, across space and time. However, perceived positions and tra-
jectories are not always veridical and are flexibly modulated by interactions between multisen-
sory inputs.
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Many previous multisensory studies have reported that vision provides precise spatial infor-
mation to dominate a spatial percept, while audition provides precise temporal information. It
has been assumed that multisensory interactions are subject to a ‘‘Modality Appropriateness”
hypothesis [3], which postulates that a sensory modality more appropriate to a given task has a
dominant effect on performance. A representative example is the spatial ventriloquism effect
[4]. For this effect, the location of auditory stimuli (e.g., the ventriloquist’s speech without lip
movements) is mislocalized toward the location of the visual stimulus that is presented simul-
taneously with the auditory one (e.g., the puppet’s lip movements). However, there are several
reports suggesting that auditory information can affect visual spatial processing: spatial distor-
tion mediated by auditory information attracting the perceived timing of a visual event [5–9].
An auditory tone presented before or after a visual flash can draw the perceived timing of the
flash towards that of the auditory stimulus. This phenomenon is known as “temporal ventrilo-
quism.” In previous studies [5, 6], temporal ventriloquism has an effect on the performance of
a visuospatial task in which observers judge the spatial position of a flash relative to that of a
moving object (e.g., flash-lag effect paradigm). An auditory stimulus is presented temporally
proximal to a flash and modulates perceived timing of the flash, which results in the modula-
tion of the perceived spatial relationship between the flash and the moving object. Further-
more, Heron et al. [7] reported that a tone presented prior to the turn of a moving object
causes the turn-point to be mislocalized in front of the physical turn-point. Non-simultaneity
of audiovisual stimuli seems to be critical for such displacement phenomena. Teramoto,
Hidaka, Gyoba and Suzuki [8] and Chien, Ono, and Watanabe [9] showed that auditory sus-
tained or transient stimulation modulates the perceived disappearing point of a moving object.
Auditory offset after or before the physical disappearance biases the perceived disappearing
point in the forward or backward direction of visual motion, respectively. Thus, although visual
mislocalization by an auditory stimulus is apparently inconsistent with visual dominance in
the spatial domain, these studies [5–9] suggested that the auditory modulation of visual locali-
zation needs an auditory stimulus to attract the timing of a visual stimulus toward the auditory
one.

The present study demonstrates a new type of audiovisual mislocalization in which it is
unnecessary for an auditory stimulus to modulate perceived visual stimulus timing (see [10],
for a related study). We used an audiovisual stream/bounce display. The stream/bounce display
(SBD) includes two visually identical objects, which move toward each other, and then move
apart in a two-dimensional display. Observers either perceive the objects as streaming through
or bouncing off each other. Although the SBD is ambiguous, many observers tend to perceive
the two objects as streaming through each other [11, 12]. However, Sekuler, Sekuler and Lau
[13] reported that a brief tone presented at the moment the two objects completely overlap (or
come closest to each other) predominantly induces the bouncing percept. Thus, in general, pre-
vious studies using the SBD focused on perceived motion trajectories affected by an auditory
tone. Interestingly, in our previous studies [14, 15], observers informally reported that visual
objects do not appear to be overlapping when an auditory tone is presented at the moment the
objects physically overlap. Based on participants’ introspective reports, we hypothesized that
object overlap judgments would be affected by the auditory tone presented simultaneously
with the overlapping of visual objects. This hypothesis is inconsistent with the modality appro-
priateness hypothesis. Given that the present task is not in the temporal domain, and audition
does not have temporal information for attracting the perceived timing of a visual event, vision
should dominate spatial localization performance. In the ambiguous stimulus configuration of
the SBD, the perceptual system would have difficulty judging whether a sensory modality is
appropriate and reliable for generating a veridical perception. Therefore, a visual dominance
effect would not be sufficiently obtained. We expected that the perceptual system is able to
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utilize such a salient stimulus as a sudden auditory tone in a cluttered surrounding environ-
ment, to resolve perceptual ambiguity in temporal proximity with the tone [16].

The present study assessed whether the spatial positions of overlapping visual objects in the
SBD could be mislocalized due to simultaneous presentation of an auditory stimulus, so as to
be perceived as non-overlapping (Experiment 1). Although previous studies reported that the
non-simultaneity of audiovisual stimuli generates the mislocalization of an object [7–9], it is
important to report that physically near-simultaneous stimuli can generate object mislocaliza-
tion. Typically, multiple near-simultaneous sensory inputs should be considered as generated
by a physical event in the environment. Simultaneous audiovisual stimuli exclude the possibil-
ity that an auditory tone dominates the perceived timing of a visual stimulus to modulate
visuospatial localization. Thus, we can show a new type of audiovisual mislocalization without
the auditory dominance effect in the temporal domain. For the present study, the closest dis-
tance between object centers, that is, the amount of overlap between objects in the SBD, and
the tone presentation (presence or absence) were manipulated. Observers were asked to judge
whether the two objects appeared to overlap with each other. We predicted that this crossmo-
dal mislocalization would suggest that visual dominance is degraded in the SBD and object
localization is flexibly modulated through multisensory interaction triggered by a sudden audi-
tory tone.

We also tested whether mislocalization occurred through an auditory stimulus presentation
before and after the instant when the object centers were closest (Experiment 2). If temporal
offsets between an auditory stimulus and the overlap of visual objects are needed for any
observed mislocalization, the degree of mislocalization in non-zero offset conditions may be
larger than in the zero offset (simultaneity) condition, in line with studies of similar audiovisual
effects [7–9]. This temporal profile is considered one of the main properties of visuospatial pro-
cessing and crossmodal interaction. Object localization does not seem to be immediate and
requires some time. The perceptual system accumulates evidence of multisensory inputs over a
spatial and temporal window and determines momentary visual representations. When a
sound is presented before the visual event (i.e., before overlap), the system makes a prediction
in which it expects a certain visual event (e.g., non-overlap of objects) on the basis of prior
information (auditory tone before the overlap). When a sound is presented after the visual
event it may make a postdiction in which it interprets the event by incorporating information
obtained after the events (auditory tone after the overlap) [17]. This test will reveal those pre-
dictive/postdictive properties involved in mislocalization and help relate the present findings
to previous ones, which were obtained with non-simultaneous audiovisual stimuli. Moreover,
to further understand mislocalization, the present study explored whether our observed mislo-
calization could be accounted for by the size and direction of other phenomena and the sensi-
tivity to an auditory stimulus within other phenomena (i.e., representational momentum [18],
the Fröhlich effect [19, 20], and a turn-point shift [10]) (Experiment 3).

In addition to the overlap judgment task as described above, we asked participants to judge
whether the two objects appeared to be streaming through, bouncing off each other, or revers-
ing their direction of motion in Experiments 1 and 2. We elucidated how directional change
judgments are related to the object overlap judgments in order to show that both judgments
are not always consistent with each other. Although the relationship between both judgments
has yet to be sufficiently examined, object localization reflected in overlap judgments seems to
be closely related to the directional change judgment. This is because the closest points between
object centers are the points where objects are perceived as changing their motion trajectories.

We tried to show a new type of crossmodal mislocalization in the SBD. Crossmodal mislo-
calizations are induced by an auditory stimulus, near simultaneous with visual stimuli, different
from a non-simultaneous stimulus in previous studies (Experiment 1 and Experiment 2). This
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study also examined whether judgments regarding spatial positions (i.e., overlap judgments)
and moving trajectories (i.e., directional change judgments) differ in terms of the SBD. Further-
more, crossmodal mislocalization is not predicted by previously reported mislocalization phe-
nomena (Experiment 3). Our goal was to determine whether the present findings reveal a new
crossmodal interaction inconsistent with the modality appropriateness hypothesis. During this
interaction, vision does not dominate the visuospatial localization of objects, and a non-simul-
taneous auditory tone does not attract the timing of a visual event (auditory dominance effect
in the temporal domain).

Experiment 1

Ethics statement
All experiments were approved by the Ethical Committee of Tohoku Fukushi University and
conducted according to principles from the Declaration of Helsinki. Written informed consent
was obtained from all participants.

Participants
Nineteen healthy adults (4 males and 15 females) participated in the experiment. Their average
age was 21.94 years (age range, 19–32 years). Except for one author (YK), all participants were
naive as to the purpose of the experiment. All were right-handed, had either normal or cor-
rected-to-normal vision, and reported no hearing anomalies.

Stimuli
All stimuli were generated on a PC (Dell Precision T5500; Dell: Austin, TX) running Matlab
2007a (The MathWorks, Inc.: Natick, MA) using the Cogent Graphics package (http://www.
vislab.ucl.ac.uk/cogent.php). Visual stimuli were presented on a CRT monitor (Sony
GDM-F520, Sony: Tokyo, Japan; refresh rate 100 Hz; resolution 1024×768 pixels). As shown in
Fig 1, a red fixation dot was presented at the center of the monitor (13.19 cd/m2, 20.46 arc min
of visual angle) on a gray background (52.99 cd/m2). Each one of the two objects subtended
36.37 arcmin of visual angle (13.33 cd/m2). The objects, presented 182.40 arcmin above the fix-
ation point, moved from opposite sides toward each other. The monitor refresh rate was 100
Hz, but the actual frame rate of the animation was 33 frames per second (1 frame = 30 ms).
Object positions were displaced every 30 ms. This displacement, combined with the frame rate,
resulted in an object speed of 3.79 deg/s. After 630 ms of motion, objects started to reverse
their direction with some degree of object overlap and returned to their original positions. The
closest distance between object centers, that is, the amount of overlap between objects, was
manipulated by increasing the inter-object distances: 0 (complete overlap), 13.64, 20.46, 27.28,
34.10, 40.92, and 54.56 arcmin between the object centers. Moreover, the spatial positions
where the objects change motion trajectories fluctuated by the objects’ starting point jittering
in the range of ± 61.38 arcmin on a trial-by-trial basis. In half of the trials, a brief tone (800 Hz,
10 ms, 68 dB SPL; background noise level: 40 dB) was introduced through headphones (HDA
200; Sennheiser: Wedemark, Germany), only at the instant for the closest distance. The physi-
cal simultaneity of auditory and visual stimuli was assessed with an oscilloscope (TBS 1102;
Tektronix, Pittsfield, MA). Deviations from simultaneity did not exceed 5 ms.

Procedure
Each participant sat approximately 57 cm away from the display and used a chin rest to
stabilize the visual field. Observers judged whether two moving objects appeared to overlap
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and then judged whether the objects appeared to stream through, bounce off each other,
or reverse their motion direction. Experimental conditions included the presentation of a
brief tone (tone/no-tone) and the degree of maximal overlap between the objects (0, 13.64,
20.46, 27.28, 34.10, 40.92, or 54.56 arcmin). Each condition combination was repeated over 20
trials.

Results
For the motion direction (stream/bounce/reverse) judgment task, we combined bounce and
reverse judgments into directional change judgments. Then, a cumulative Gaussian function
was fitted to each proportion of overlap judgments and directional change judgments (Fig 2a
and 2b). We calculated the point of subjective equality (hereafter referred to as PSE) corre-
sponding to 50% in the function (Fig 2c and 2d). In other words, the PSE indicates the closest
distance between object centers (the degree of object overlap) at which point the participant is
equally likely to report the objects as overlapping or not (for the overlap judgment task) or to
report the objects as changing directions or not (for the motion direction judgment task) [21,
22]. For example, smaller (larger) PSEs mean that although objects overlap to a larger (smaller)
extent, observers tend to perceive them as non-overlapping. A two-way repeated measures
ANOVA for PSE was conducted with judgment type (2: overlap judgment task/motion direc-
tion judgment task) and tone presentation (2: tone/no tone) as factors. The main effects of judg-
ment type and tone conditions were significant, F(1, 18) = 19.18, p< .001, and F(1, 18) =
79.44, p< .001. The interaction was also significant, F(1,18) = 9.23, p< .01. A post hoc analysis
(Ryan’s method) revealed that the PSEs in the tone conditions were smaller than those in the
no-tone condition, indicating that the tone influenced participants to underestimate the
amount of overlap (i.e., overestimate the closest distance between object centers) and promoted
directional change responses, F(1, 36) = 12.67,< .005, and F(1,36) = 66.31,< .001. Moreover,
the PSE for the motion direction judgment task was smaller than for the overlap judgment task
in the tone condition, F(1, 36) = 27.60, p< .001. Additionally, when objects completely over-
lapped, the direction change judgment rate was lower than what had been observed in several
previous studies [13]. This low rate may be due to the relatively slow velocity of the object.

Fig 1. Schematic illustration of stimuli for Experiment 1. The objects moved from opposite sides toward each other. After 630 ms of motion, objects
started to reverse their direction with some degree of overlap and returned to their original positions. The starting points for either object (dashed-line circle)
were displaced to manipulate the distance between the object centers, that is, the degree of object overlap in a trial-by-trial manner.

doi:10.1371/journal.pone.0154147.g001
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Compared to the 6 deg/s velocity in Sekuler’s study, a 3.79 deg/s velocity is relatively slow. As
object velocity increases, the bouncing response rate (i.e., direction change response rate)
increases, irrespective of sound presentation [23]. Thus, our low direction change response rate
may be due to a slower object velocity.

Fig 2. Results of Experiment 1. The psychometric functions fitted to “non-overlapping” judgment data (a) and directional change judgment data (b) from
Subject 8. Below the abscissae, the degree of object overlap corresponds to the distance between object centers. Group mean PSEs for tone conditions in
the (c) overlap and (d) directional change judgment tasks. Error bars denote standard errors of the mean (n = 19).

doi:10.1371/journal.pone.0154147.g002
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Finally, we conducted a one-sample t-test to examine whether there was a significant differ-
ence from 36.37 arcmin in terms of physical contact distances between objects (this value cor-
responds to object size) for the PSE during the overlap judgment task in the tone-present
condition. Results showed that the PSE was smaller than the 36.37 arcmin of the physical con-
tact distances, t(18) = -5.77, p< 0.001, indicating that participants illusorily overestimated the
physical distance between the object centers.

We conducted a supplementary experiment with 13 healthy participants (9 new partici-
pants; 2 males and 11 females; average age of 21.92) in reversed task order. This was done in
order to test the effect of motion direction judgment on the preceding overlap judgment task,
as organized in the main experiment. Even in reversed task order (i.e., the motion direction
judgment task after the overlap judgment task), almost identical results as those described
above were obtained (PSEs for the overlap judgment: 34.77 arcmin in the no-tone condition,
27.74 arcmin in the tone condition; PSEs for the motion direction judgment: 30.43 arcmin in
the no-tone condition, 15.50 arcmin in the tone condition). These results indicated that task
order did not affect audiovisual mislocalization of objects.

Experiment 2: Temporal Properties
Experiment 1 demonstrated an audiovisual mislocalization and a directional change bias
induced by an auditory stimulus simultaneous with a visual event, with maximal object over-
lap. Meanwhile, several previous audiovisual mislocalization studies showed a maximal mislo-
calization at approximately ± 100 ms temporal offset between audiovisual signals [7–9]. Thus,
we sought to demonstrate commonalities and differences between the present and previous
studies by using non-simultaneous audiovisual stimuli. Moreover, this experiment explored
whether the present audiovisual mislocalization could be predictively/postdictively obtained.

Participants
Eleven healthy adults (3 males and 8 females) participated. Ten participants were from Experi-
ment 1, and one of the authors (YK) participated. Average age was 22.27 years (age range, 19–
32 years). Except for YK, all participants were naive as to the purpose of the experiment. All
were right-handed, had either normal or corrected-to-normal vision, and reported no hearing
anomalies.

Stimuli and Procedure
The stimuli were identical to those in Experiment 1, except that sound conditions (no tone, ±
390 ms, ± 90 ms, and 0 ms offset relative to the maximal overlap point of the SBD) were used.
The procedure for Experiment 2 was identical to that of Experiment 1.

Results
For the motion direction (stream/bounce/reverse) judgment task, we combined bounce and
reverse judgments into directional change judgments. Then, a cumulative Gaussian function
was fitted to each proportion of overlap and directional change judgments. We calculated the
PSE corresponding to 50% in the function (Fig 3a and 3b). A two-way repeated measures
ANOVA for PSE was conducted with judgment type (2: overlap judgment task/motion direc-
tion judgment task) and tone presentation (6: no tone, ± 390 ms, ± 90 ms, and 0 ms offset) as
factors. The main effects of judgment type and sound conditions were significant, F(1, 50) =
5.50, p< .05, and F(5, 50) = 15.81, p< .001, respectively. The interaction was also significant,
F(5, 50) = 4.66, p< .005. A post hoc analysis (Ryan’s method) revealed that in the overlap
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judgment task, tone presentation significantly lessened the PSE in the −90 ms and 0 ms offset
conditions compared to the no tone condition, ps< .05, indicating that a tone caused partici-
pants to underestimate the overlap amount. In the motion direction judgment task, tone pre-
sentation significantly lessened the PSE in the ± 90 ms and 0 ms offset conditions, ps< .05,
indicating that a tone promoted the directional change response. Additionally, the PSEs were
smaller in the −90 ms and 0 ms conditions compared to the 90 ms condition. Although the
PSE in the ± 90 ms and 0 ms offset conditions was smaller than in the + 390 ms offset condi-
tion, only the PSE in the −90 ms and 0ms offset conditions was smaller than in the −390 ms off-
set condition. Moreover, compared to the overlap judgment task, PSEs at −90-ms and 0-ms
offsets were smaller in the motion direction judgment task, F(1,60) = 11.65,< .005 and F(1,60)
= 16.22, p< .001.

Finally, PSEs in the −90 ms, 0 ms, and 90 ms offset conditions were smaller than the 36.37
arcmin of the distances of physical contact, t(10) = −7.27, p< 0.001; t(10) = −6.36, p< 0.001; t
(10) = −4.11, p< 0.005, with Bonferroni-corrections, indicating that participants illusorily
overestimated the physical distance between the object centers (or underestimated the physical
overlap). Meanwhile, in the ± 390 ms offset and no-tone conditions, there was no significant
overestimation. Audiovisual mislocalization was obtained in the 0 and ± 90 ms offset condi-
tions. However, the degree of mislocalization was not larger for certain temporal offsets
between audiovisual stimuli compared to a zero offset, which was different from previous stud-
ies [7–9].

Experiment 3: Crossmodal Modulation for Other Mislocalization
Types
Experiments 1 and 2 demonstrated that a tone before and at the instant for the closest distance
between object centers promoted the perception of “non-overlapping.” A tone also induced
overestimation of the physical object distance for the 0 ms and ± 90 ms offset conditions.
Experiment 3 explored the relationship between the observed audiovisual mislocalization and
other mislocalization phenomena (i.e., representational momentum, RM; the Fröhlich effect,
FE; onset repulsion, OR; or a turn-point shift, TPS). RM is where the vanishing point of a mov-
ing object is mislocalized further ahead in the motion direction [18]. FE (OR) refers to when

Fig 3. Results of Experiment 2.Group mean PSEs for tone conditions in the (a) overlap and (b) directional change judgment tasks. Error bars denote
standard errors of the mean (n = 11).

doi:10.1371/journal.pone.0154147.g003
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the starting point of a moving object is mislocalized forward or backward in the motion trajec-
tory [19, 20]. For the TPS, when a moving object moves diagonally and then suddenly turns 90
degrees, observers mislocalize the turn-point [10]. Observers tend to estimate the turn-point
backward relative to the post-turn trajectory. In Experiment 3, we measured endpoint misloca-
lization of the pre-turn motion trajectory (RM), the starting point of the post-turn motion tra-
jectory (FE), or the turn-point of the full motion trajectory (TPS) used in Experiments 1 and 2
(Fig 4). This was done in order to explore whether the present mislocalization could be associ-
ated with the endpoints and turn-point of the partial and full trajectory.

Participants
Twelve healthy adults (2 males and 10 females) participated. Six participants were from Experi-
ment 1, and one of the authors (YK) participated. Their average age was 21.84 years (age range,
20–35 years). Except for YK, all participants were naive as to the purpose of the experiment.
All were right-handed, had either normal or corrected-to-normal vision, and reported no hear-
ing anomalies.

Stimuli and Procedure
The stimuli were identical to those from Experiment 1, except for the following: only one mov-
ing object was used, and an experimental block was conducted for each of the 3 motion trajec-
tory conditions: (1) a pre-turn motion trajectory condition, in which the object moved to the
left or right in proximity to the fixation point at 3.79 deg/s for 690 ms and then disappeared
without a trajectory turn; (2) a post-turn motion trajectory condition, in which the object
appeared proximal to the fixation point, moved away for 690 ms, and then disappeared; (3) a
full motion trajectory condition, in which the object moved to the left or right in proximity to
the fixation point for 690 ms. The object then reversed its motion and returned to its original
position. In half of the trials, a brief tone was introduced through headphones and simulta-
neous with the endpoint (vanishing point) in the pre-turn motion trajectory condition, the
starting point in the post-turn motion trajectory condition, and the turn-point in the full
motion trajectory condition. Five hundred ms after observing the stimulus sequence, a probe
object (identical to the moving object) was presented at ±36.38, ±9.09, and 0 arcmin relative to
the endpoint in the pre-turn motion trajectory condition, the starting point in the post-turn
motion trajectory condition, and the turn-point in the full motion trajectory condition. Positive
(negative) values indicated forward (backward) positions of the vanishing point for the pre-
turn trajectory. Observers judged whether the probe was located to the left or right, relative to
the vanishing point, the starting point, and the turn-point. Each combination of tone presenta-
tion (tone/no-tone) and probe position (± 36.38, ± 9.09, or 0 arcmin) was repeated over 28 tri-
als for each trajectory condition. Each block of 280 trials, which consisted of a block for each
trajectory condition, was counterbalanced across participants.

Results
A cumulative Gaussian function was fitted to each proportion of probe “right” judgments. The
PSE was 50% in the function for the probe position to be perceived as being at a position equal
to the vanishing point, the starting point, or turn-point (Fig 5). A two-way repeated measures
ANOVA for PSE was conducted with trajectory (3: full, pre-turn, and post-turn motion trajec-
tory conditions) and tone presentation (2: tone/no-tone) as factors. The main effect of trajec-
tory condition was significant, F(2, 22) = 6.55, p< .01. The interaction was not significant, F(2,
22) = 1.26, p = .029. A post hoc analysis (Ryan’s method) revealed that mislocalization of the
turn-point backward in the pre-turn trajectory was larger in the full motion trajectory
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condition than in the pre-turn trajectory condition (p< .05). Finally, we conducted one-sam-
ple t-tests with Bonferroni-corrections to examine whether the PSE was significantly different
from the physical vanishing point, starting point, or turn-point. Results revealed no significant
differences. These findings indicated that only a turning motion trajectory (full motion trajec-
tory condition) promoted mislocalization of the turn-point backward (forward) in the pre-turn
(post-turn) motion trajectory. Considering the turn-point as the starting point for the post-
turn trajectory, mislocalization in the full trajectory condition is similar to the FE. However,
the sizes of these mislocalizations were not significantly different from the physical zero (no
mislocalization). Moreover, tone presentation did not modulate this mislocalization

Fig 4. Schematic illustration of stimuli used in Experiment 3. (a) Pre-turn motion trajectory condition: the object moved proximal to the fixation point for
690 ms and then disappeared without the object turning. (b) Post-turn motion trajectory condition: the object appeared proximal to the fixation point, moved
away from this location for 690 ms, and then disappeared. (c) Full motion trajectory condition: the object moved proximal to the fixation point for 690 ms,
reversed its motion, and returned to the original position.

doi:10.1371/journal.pone.0154147.g004
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phenomenon. Accordingly, observed audiovisual mislocalization in the SBD was unlikely
accounted for by other mislocalization phenomena.

Discussion
The present study examined the influence of an auditory tone on the localization of visual
objects embedded in the SBD. In Experiment 1, we demonstrated that a tone presented at the
instant of a maximal overlap (i.e., the closest distance between objects) promoted perceptual
non-overlap in the SBD. The degree of a perceived non-overlap was larger in the tone-present
condition than in the no-tone condition, and it was also larger than that of the physical non-
overlap. In other words, a tone that is simultaneous with a visual event (maximal overlap)
induces spatial mislocalization of objects to repel each other. Previous studies showed that a
tone presented before or after a visual event is necessary for the occurrence of mislocalization
[7–9]. In these previous studies, the timing of a visual event may be attracted toward the timing
of a tone, resulting in mislocalization of a visual event in the spatial domain. In those studies,
audiovisual simultaneity generates little or no mislocalization. Thus, mislocalization observed
in the current study provides a new example of crossmodal mislocalization that is not mediated
by a tone attracting the timing of a visual event. The present mislocalization can now be added
to the list of crossmodal phenomena that is clearly inconsistent with a ‘‘Modality Appropriate-
ness” hypothesis. This hypothesis states that the sensory modality that provides more accurate
information for a given task dominates performance. According to this hypothesis, vision
should have dominated the overlap judgment (spatial localization judgment) in the present
study. Audition also provided no temporal information for attracting the timing of a visual
event toward that of the auditory stimulus. Moreover, several studies assessing crossmodal
interactions have indicated that a concurrent auditory stimulus enhances perceived visual stim-
ulus intensity [24, 25]. Nevertheless, the present findings can be interpreted such that a concur-
rent auditory stimulus interferes with the perception of visual objects at the closest distance,
resulting in significant mislocalization of visual objects.

The present results also show commonalities and differences within the temporal domain,
for the present and previous studies through Experiment 2, by using non-simultaneous

Fig 5. Results of Experiment 3.Group mean PSEs for tone conditions in combination with the 3 trajectory conditions. Positive (negative) PSEs indicate that
the vanishing point, starting point, or turn-point was localized forward (backward) within the pre-turn trajectory, respectively. Error bars denote standard errors
of the mean (n = 12).

doi:10.1371/journal.pone.0154147.g005
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audiovisual stimuli. Although only a tone in the 0 and −90 ms offset conditions induced a bias
toward non-overlapping judgments compared to the no-tone condition, our observed audiovi-
sual mislocalization was persistent across ± 90 ms temporal offsets between a tone and a to-be-
modulated visual event (i.e., maximal overlap or the closest points between objects in the SBD).
A tone presented before or after a to-be-modulated visual event predictively and postdictively
modulates object localization [26]. Thus, our observed audiovisual mislocalization in the SBD
had similar temporal characteristics to those of previous audiovisual mislocalizations. How-
ever, some temporal offset conditions did not generate a larger degree of mislocalization than a
zero temporal offset (0 ms condition) in the present study. This differed from previous studies
[7–9]. Therefore, the results of Experiment 2 more clearly support the notion that a tone that
attracts the timing of a visual event is not necessary for mislocalization. A tone will directly
affect the localization of visual moving objects. The results also suggest a temporal window in
which the mislocalization effect is largest near the synchrony between audiovisual stimuli and
becomes smaller as a temporal offset between audiovisual stimuli increases.

Here we will consider what occurs when moving objects overlap along crossing trajectories.
Goldberg and Pomerantz [27] and Qian, Andersen, and Adelson [28] have stated that the
motion system averages signals in opposite directions within a small region (similar to the
overlapping of objects), yielding a zero resultant (null vector), which is assigned to the objects.
Moreover, we have limited capacities for attentively tracking objects when they overlap or are
very close to each other. At a maximal overlap, or the closest (non-overlapping) points of
objects, participants may have difficulty distinguishing those objects. This loss of discriminabil-
ity makes the attentive tracking of objects difficult [29]. The perceptual system has the complex
task of gathering motion signals and/or tracking objects. Meanwhile, these weaker motion sig-
nals and/or object representations around the closest points are interpolated by motion signals
integrated along with previous motion trajectories [23, 30]. As a result, the decision reached by
the perceptual system may result in an overlap percept by default.

For the tone-present condition in this study, we need to consider the possible role of an
auditory transient on weaker motion signals and/or object representations at the closest points
of objects. If attention toward moving objects is distracted (i.e., attentional resources are cap-
tured) by a sudden tone when the objects were at the closest point, visual information process-
ing may be temporally delayed [31]. Concretely, interpolating motion signals at the closest
point may be delayed and interrupted for some time by shifting attention toward the auditory
modality. Then, motion signals (around the closest point) that are re-processed and collected
some time after an abrupt tone presentation may not be strong enough to be perceptible. This
may generate a non-overlap percept in the SBD [15, 32]. Thus, the observed mislocalization
suggests that weaker motion signals and/or object representations within a complex stimulus
are paid less attention to. This is because presentation of an auditory transient distracts atten-
tion toward the auditory domain.

Interestingly, in Experiments 1 and 2, the PSEs in the tone-present condition for the overlap
judgment task were significantly larger than for the motion direction judgment task. Moreover,
PSEs for the overlap and motion direction judgment tasks are characterized by different tem-
poral properties: for the motion direction judgment task, tone presentation at and before the
instant of the closest distance has a stronger effect than a tone after the timing. Kawachi et al.
[15] suggested that if a tone occurs before complete object overlap in the SBD, the observer can
deploy attention toward the tone with some time left over for determining how the tone relates
to the complete overlap. Alternatively, if the tone is presented too long after the complete over-
lap, by the time attention has been deployed toward the sound, the objects are too far apart to
be interpreted as changing their motion direction (e.g., bouncing). Thus, the present study
shows that whereas tone presentation induces participants to overestimate the closest distance
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(i.e., underestimate the degree of overlap), the overlap and motion direction judgments had dif-
ferent susceptibilities to the tone presentation. The motion direction judgment task (stream/
bounce judgments in the conventional SBD study) is mainly influenced by response biases in
the terminology referential to signal detection theory (SDT) [33]. Based on SDT, an overlap
detection task is assumed to be affected by perceptual sensitivity and response biases [34]. Con-
sidered together, part of the stronger tone effect may be accounted for by a relatively strong
response bias in the motion direction judgment task. These findings suggest that although both
judgments may be partially supported by common perceptual processes, the overlap judgments
are likely less susceptible to response biases compared to the direction change judgments. How-
ever, it should be noted that although a few studies indicated the effect of perceptual sensitiv-
ity/response biases on the SBD [33, 34], the detailed contents of each process remains to be
elucidated. Recently, Witt, Raylor, Sugovic, and Wixted [35] pointed out that signal detection
measures could not distinguish “perceptual” biases from response biases.

To further explore the observed mislocalization effects, Experiment 3 was conducted to
relate the present findings to other mislocalization phenomena (i.e., FE, RM and TPS) and to
explore a possible account for audiovisual mislocalization in the SBD. However, mislocaliza-
tion of the endpoint of the pre-turn trajectory (RM), the starting point of the post-turn trajec-
tory (FE), or the turn-point of the full trajectory (TPS) does not seem to contribute to the
present phenomenon. Critically, we found that these mislocalizations were not modulated by
tone presentation. Moreover, although the sizes and direction of these mislocalizations were
significantly different from each other, the sizes of these mislocalizations were not signifi-
cantly dissociable from the physical zero (no mislocalization). Therefore, it may be difficult to
account for our mislocalizations by those associated with an endpoint and a turn-point within
the partial and full trajectories. Thus, the results may point to a new type of mislocalization
obtained from a relatively complex stimulus configuration: visual objects moving in opposite
directions.

The present study clearly indicates that the spatial positions of moving objects on opposing
trajectories are mislocalized by an auditory stimulus that is presented slightly before, at, or
after the instant of their closest distance. However, slight temporal offsets between visual and
auditory events do not promote the present mislocalization, as observed in previous studies.
Larger temporal offsets do not have an effect on object localization. The present crossmodal
mislocalization is inconsistent with the modality appropriateness hypothesis whereby vision
dominates audition in the spatial domain [3]. This is an example of crossmodal mislocalization,
which is not mediated by an auditory stimulus attracting the perceived timing of a visual stimu-
lus. Even during a visuospatial task (i.e., overlap judgment task), the perceptual system may
construct perceptual content that is strongly dependent on more reliable and salient sensory
information. Moreover, auditory stimulation may not affect possible mislocalizations observed
at the endpoint of the pre-turn trajectory (RM), the starting point of the post-turn trajectory
(FE), or the turn-point of the full trajectory (TPS). Therefore, mislocalizations in the present
study are unlikely to be accounted for by other mislocalization phenomena. We suggest that
the present audiovisual mislocalization is specific to our complex stimulus configuration,
which involves objects on opposing motion trajectories. The present study contributes to a bet-
ter understanding of audiovisual interactions in cluttered multisensory environments, beyond
simple one-to-one interactions between auditory and visual signals.

Author Contributions
Conceived and designed the experiments: YK. Performed the experiments: YK. Analyzed the
data: YK. Contributed reagents/materials/analysis tools: YK. Wrote the paper: YK.

Mislocalization of Objects in an Audiovisual Event

PLOS ONE | DOI:10.1371/journal.pone.0154147 April 25, 2016 13 / 15



References
1. Michotte A (1963) In Miles T, Miles Trans E (Eds), The perception of causality. New York, NY: Basic

Books. Original work published 1946.

2. Heider F, Simmel M (1944) An experimental study of apparent behavior. Am J Psychol, 57: 243–249.

3. Welch RB, Warren D H (1980) Immediate perceptual response to intersensory discrepancy. Psychol
Bull, 88: 638–667. PMID: 7003641

4. Bertelson P. (1999) Ventriloquism: A case of crossmodal perceptual grouping. In: Aschersleben G,
Bachmann T, Musseler J, Eds. Cognitive Contributions to the Perception of Spatial and Temporal
Events. North-Holland: Elsevier. pp. 347–63.

5. Fendrich R, Corballis PM (2001) The temporal cross-capture of audition and vision. Percept Psycho-
phys 63: 719–725. PMID: 11436740

6. Vroomen J, de Gelder B (2004) Temporal ventriloquism: Sound modulates the flash-lag effect. J Exp
Psychol: Hum Percept Perform 30: 513–518.

7. Heron J, Whitaker D, McGraw PV (2004) Sensory uncertainty governs the extent of audio-visual inter-
action. Vision Res, 44: 2875–2884. PMID: 15380993

8. TeramotoW, Hidaka S, Gyoba J, Suzuki Y (2010) Auditory temporal cues can modulate visual repre-
sentational momentum. Atten Percept Psychophys, 72: 2215–2226. doi: 10.3758/APP.72.8.2215
PMID: 21097864

9. Chien S, Ono F, Watanabe K (2013) A transient auditory signal shifts the perceived offset position of a
moving visual object. Front Psychol, 4(70): 1–10. doi: 10.3389/fpsyg.2013.00070

10. Nieman D, Sheth BR., Shimojo S (2010) Perceiving a discontinuity in motion. Journal of Vision, 10
(6):9, 1–23. http://www.journalofvision.org/content/10/6/9, doi: 10.1167/10.6.9 PMID: 20884558

11. Bertenthal BI, Banton T, Bradbury A (1993) Directional bias in the perception of translating patterns.
Perception, 22: 193–207. PMID: 8474844

12. Sekuler AB, Sekuler R (1999) Collisions between moving visual targets: What controls alternative ways
of seeing an ambiguous display? Perception, 28: 415–432. PMID: 10664783

13. Sekuler R, Sekuler AB, Lau R (1997). Sound alters visual motion perception. Nature, 385: 308. PMID:
9002513

14. Kawachi Y, Gyoba G (2006) Presentation of a visual nearby moving object alters stream/bounce event
perception. Perception, 35: 1289–1294. PMID: 17120846

15. Kawachi Y, Grove PM, Sakurai K (2014) A single auditory tone alters the perception of multiple visual
events. J Vis, 14(8):16, 1–13. http://www.journalofvision.org/content/14/8/16, doi: 10.1167/14.8.16
PMID: 25052696

16. Watanabe K, and Shimojo S. (2001). When sound affects vision: Effects of auditory grouping on visual
motion perception. Psychol Sci, 12(2), 109–116. PMID: 11340918

17. Yamada Y, Kawabe T, Miyazaki M (2015) Awareness shaping or shaped by prediction and postdiction:
Editorial. Front Psychol, doi: 10.3389/fpsyg.2015.00166

18. Freyd J J, Finke RA (1984) Representational momentum. J Exp Psychol: Learn MemCogn, 10: 126–
132.

19. Frohlich FW (1923) Uber die Messung der Empfindungszeit [Measuring the time of sensation]. Zeit-
schrift fur Sinnesphysiologie, 54: 58–78.

20. Thornton IM (2002) The onset repulsion effect. Spat Vis, 15: 219–243. PMID: 11991576

21. Rolfs M, Dambacher M, Cavanagh P (2013) Visual adaptation of the perception of causality. Curr Biol,
23: 1–5.

22. Zhou F, Wong V, Sekuler R (2007) Multi-sensory integration of spatio-temporal segmentation cues:
one plus one does not always equal two. Exp Brain Res, 180: 641–654. PMID: 17333010

23. Kawachi Y, Kawabe T, Gyoba J (2011) Stream/bounce event perception reveals a temporal limit of
motion correspondence based on surface feature across space and time. i-Perception, 2: 428–439.
doi: 10.1068/i0399 PMID: 23145236

24. Stein BE, London N, Wilkinson LK, Price DD (1996) Enhancement of perceived visual intensity by audi-
tory stimuli: A psychophysical analysis. J Cog Neurosci, 8: 497–506.

25. Vroomen J, de Gelder B (2000) Sound enhances visual perception. J Exp Psychol: Hum Percept Per-
form, 26: 1583–1590.

26. Choi H, Scholl BJ (2006) Perceiving causality after the fact: Postdiction in the temporal dynamics of
causal perception. Perception, 35: 385–399. PMID: 16619953

Mislocalization of Objects in an Audiovisual Event

PLOS ONE | DOI:10.1371/journal.pone.0154147 April 25, 2016 14 / 15

http://www.ncbi.nlm.nih.gov/pubmed/7003641
http://www.ncbi.nlm.nih.gov/pubmed/11436740
http://www.ncbi.nlm.nih.gov/pubmed/15380993
http://dx.doi.org/10.3758/APP.72.8.2215
http://www.ncbi.nlm.nih.gov/pubmed/21097864
http://dx.doi.org/10.3389/fpsyg.2013.00070
http://www.journalofvision.org/content/10/6/9
http://dx.doi.org/10.1167/10.6.9
http://www.ncbi.nlm.nih.gov/pubmed/20884558
http://www.ncbi.nlm.nih.gov/pubmed/8474844
http://www.ncbi.nlm.nih.gov/pubmed/10664783
http://www.ncbi.nlm.nih.gov/pubmed/9002513
http://www.ncbi.nlm.nih.gov/pubmed/17120846
http://www.journalofvision.org/content/14/8/16
http://dx.doi.org/10.1167/14.8.16
http://www.ncbi.nlm.nih.gov/pubmed/25052696
http://www.ncbi.nlm.nih.gov/pubmed/11340918
http://dx.doi.org/10.3389/fpsyg.2015.00166
http://www.ncbi.nlm.nih.gov/pubmed/11991576
http://www.ncbi.nlm.nih.gov/pubmed/17333010
http://dx.doi.org/10.1068/i0399
http://www.ncbi.nlm.nih.gov/pubmed/23145236
http://www.ncbi.nlm.nih.gov/pubmed/16619953


27. Goldberg DM, Pomerantz JR (1982) Models of illusory pausing and sticking. J Exp Psychol: Hum Per-
cept Perform, 8: 547–547.

28. Qian N, Andersen RA, Adelson EH (1994) Transparent motion perception as detection of unbalanced
motion signals. I. Psychophysics. J Neurosci, 14: 7357–7366. PMID: 7996181

29. Makovski T, Jiang YV (2009) Feature binding in attentive tracking of distinct objects. Vis Cogn, 17:
180–194. PMID: 19492017

30. Kanai R, Sheth BR., Shimojo S (2007) Dynamical evolution of motion perception. Vis Res, 27: 937–
945.

31. Koelewijn T, Bronkhorst A, Theeuwes J (2010) Attention and the multiple stages of multisensory inte-
gration: A review of audiovisual studies. Acta Psychol, 134: 372–384.

32. Watanabe K (2001) Crossmodal interaction in humans (Doctoral dissertation, California Institute of
Technology). Retrieved from http://resolver.caltech.edu/CaltechTHESIS:10122010-090303102

33. Grove PM, Ashton J, Kawachi Y, Sakurai K (2013) Auditory transients do not affect visual sensitivity in
discriminating between objective streaming and bouncing events. J Vis, 12(8):5, 1–11. http://www.
journalofvision.org/content/12/8/5, doi: 10.1167/12.8.5

34. Grassi M, Casco C (2012) Revealing the Origin of the Audiovisual Bounce-Inducing Effect. Seeing Per-
ceiving, 25: 223–233. doi: 10.1163/187847612X626372 PMID: 22370960

35. Witt JK, Taylor JET, Sugovic M, Wixted JT (2015) Signal detection measures cannot distinguish per-
ceptual biases from response biases. Perception, 44: 289–300. doi: 10.1068/p7908 PMID: 26562253

Mislocalization of Objects in an Audiovisual Event

PLOS ONE | DOI:10.1371/journal.pone.0154147 April 25, 2016 15 / 15

http://www.ncbi.nlm.nih.gov/pubmed/7996181
http://www.ncbi.nlm.nih.gov/pubmed/19492017
http://resolver.caltech.edu/CaltechTHESIS:10122010-090303102
http://www.journalofvision.org/content/12/8/5
http://www.journalofvision.org/content/12/8/5
http://dx.doi.org/10.1167/12.8.5
http://dx.doi.org/10.1163/187847612X626372
http://www.ncbi.nlm.nih.gov/pubmed/22370960
http://dx.doi.org/10.1068/p7908
http://www.ncbi.nlm.nih.gov/pubmed/26562253

