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G E N E T I C S

The scales, mechanisms, and dynamics of the 
genome architecture
Ludvig Lizana1* and Yuri B. Schwartz2*

Even when split into several chromosomes, DNA molecules that make up our genome are too long to fit into the 
cell nuclei unless massively folded. Such folding must accommodate the need for timely access to selected parts 
of the genome by transcription factors, RNA polymerases, and DNA replication machinery. Here, we review our 
current understanding of the genome folding inside the interphase nuclei. We consider the resulting genome ar-
chitecture at three scales with a particular focus on the intermediate (meso) scale and summarize the insights 
gained from recent experimental observations and diverse computational models.

INTRODUCTION
Even when split into 23 chromosomes, 5-cm long each on average, 
DNA molecules that make up our genomes are too long to fit into the 
cell nuclei of about 10 μm (10−6 m) in diameter unless massively fold-
ed. With a diameter of just 2 nm (10−9 m), DNA molecules will easily 
fit in a nucleus considering their mere volume. However, they will be 
utterly tangled if packed randomly. An attempt to pull out or manipu-
late a specific stretch of the genome will become almost impossible. 
However, the cell needs to operate on selected parts of the genome 
with the transcription factors, RNA polymerases, and DNA replica-
tion machinery. Therefore, the real problem is not so much the pack-
ing itself but dealing with the entanglements and timely access.

Here, we will review our current comprehension of the genome 
architecture inside the nuclei resting between cell divisions (inter-
phase nuclei). Confronted by a complex system, humans tend to split 
it into subcategories. Usually, this helps the understanding but comes 
with the potential risk of creating a false sense of a strict hierarchy 
where multiple options are equally likely or when the continuum of 
dynamic states would be a more truthful representation. With this 
caveat in mind, we will look at the genome architecture by consider-
ing it at three different scales: the microscale, the macroscale, and 
something between the two, which we will refer to as the mesoscale. 
The architecture at micro- and macroscales is relatively stable and 
corresponds to structures detectable by biochemical and microscopy 
methods. In contrast, the mesoscale architecture is notably more dy-
namic and represented by probabilistic folding patterns rather than 
stable structures. The probabilistic patterns are more difficult to 
study because they are often altered by the experiment itself. How-
ever, because of its dynamic nature, the genome folding at this scale 
may be the most relevant for gene regulation.

THE GENOME ARCHITECTURE AT MICRO- AND MACROSCALES
Nucleosomes are central to the microscale of the genome folding. 
Formed by the electrostatic interactions between the DNA and the 
particle made of four pairs of histone proteins, nucleosomes reduce 
the linear size of genomic DNA approximately sixfold (Fig. 1). The 
crystal structure of an isolated nucleosome was mapped to the atomic 

detail and, therefore, is well understood (1, 2). Recent attempts to look 
at nucleosomes inside the cells using cryo–electron microscopy sug-
gest that structures of some or even many of them deviate from the 
“canonical” structure above (3, 4). Nevertheless, these deviations are 
relatively minor. Overall, at the microscale, the genome emerges as 
the “beads-on-a-string” fiber composed of nucleosomes connected by 
short DNA linkers often referred to as the “10-nm fiber.”

Although relatively stable, the 10-nm fiber is neither static nor en-
tirely uniform. Recent advances in the application of high-throughput 
sequencing technologies to study the nucleosome arrangement sug-
gest substantial variation in the nucleosome occupancy, positioning, 
and spacing at different genomic locations. Here, we refer to the nu-
cleosome occupancy as a metric of how often a genomic position is 
present within a nucleosome particle. The positioning specifies how 
consistently nucleosomes are placed relative to a specific DNA se-
quence, and the spacing describes the distance between the dyads of 
two neighboring nucleosomes. The nucleosome arrays downstream 
of transcription start sites of transcriptionally active genes tend to be 
strongly positioned with less regular spacing. In contrast, the nucleo-
some arrays within transcriptionally inactive loci display poor posi-
tioning but regular spacing (5, 6). Nucleosome occupancy, positioning, 
and spacing are regulated by action of a dedicated class of adenosine 
triphosphate (ATP)–dependent nucleosome remodeling factors. 
Some of these factors catalyze nucleosome sliding on DNA; others 
evict nucleosomes. We refer the interested reader to recent reviews for 
in-depth discussion of nucleosome array arrangements and ATP-
dependent chromatin remodeling (7, 8).

At the macroscale, we consider the genome at the level of indi-
vidual chromosomes, which appear as distinct territories (Fig.  1). 
The term was coined by Theodor Bovery early in the 20th century to 
describe individual volumes occupied by interphase chromosomes 
[for a detailed review of the subject, see (9)]. After the emergence of 
chromosome-specific fluorescent in situ hybridization (FISH) probes 
and the development of three-dimensional (3D) FISH assays, the ex-
istence of chromosome territories is well established (10–12). Ample 
experimental evidence indicates that the positions of individual 
chromosome territories are not random. Thus, in the cells with 
spherically shaped nuclei, gene-rich chromosomes are positioned in 
the nuclear interior compared to the more peripheral position of 
gene-poor chromosomes (13–15). Although, for the flat-ellipsoid 
nuclei (e.g., in fibroblasts), the radial arrangement of chromosome 
territories correlates best with their size (10), on the sub-chromosomal 
level, the local gene density within 2 to 10 million base pair (Mb) 
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segments still appears as the key predictor of their radial position (14, 
16, 17). It is less clear whether, in addition to nonrandom radial posi-
tions, territories of specific chromosomes occupy particular posi-
tions with respect to each other as conflicting evidence exists to 
support (18–20) or refute (10, 21) this hypothesis.

While the nonrandom position of individual chromosome terri-
tories is unexpected, even more unexpected is that individual chro-
mosomes do not mix. According to standard polymer physics, a 
dense polymer solution, like chromatin in the nucleus, should inter-
penetrate and entangle when in thermodynamic equilibrium (22). 
To better understand the basic principles for polymer mixing, con-
sider a simple polymer model (23) with identical monomers (homo-
polymer) that cannot overlap each other (so-called excluded-volume 
interactions). To determine the mixing behavior, we define two criti-
cal volume fractions: polymer volume fraction (ϕp) and overlap vol-
ume fraction (ϕo). The polymer volume fraction ϕp is the sum of all 
monomer volumes Vp (or the “tube” volume) divided by the enclos-
ing volume Vs (solvent volume). The volume fraction ϕp differs 
slightly from the overlap volume fraction ϕo, which relates the poly-
mer’s tube volume Vp to the volume spanned by an equilibrated poly-
mer, called pervaded volume Vper, rather than the solvent volume Vs 
(Fig. 2A, blue-shaded circles). Mathematically, we define these vol-
ume fractions as

These two ratios grow differently depending on polymer length. 
To see how, we first estimate the pervaded volume through the poly-
mer’s radius of gyration RG, where Vper ∼ R3

G
 . Next, if denoting the 

number of monomers as N and their radius by b, then RG ∼ bN0.588 or 
Vper ∼ b3N3×0.588 = b3N1.764 [the exponent 0.588 is associated with a 

self-avoiding homopolymer; (23)]. This scaling behavior differs from 
the polymer’s tube volume, where Vp ∼ b3N. On the basis of these rela-
tions, the volume fractions above become

For growing N, we note that ϕp increases, whereas ϕo decreases, 
and that there is a critical polymer length (or monomer density) 
where ϕp = ϕo. Because chromatin fibers are so long (N ≫ 1), we 
have ϕp ≫ ϕo.

Figure 2 illustrates the mixing regimes based on relative propor-
tions between ϕp and ϕo when there are several polymers in the solu-
tion. The first regime is the dilute polymer solution where ϕp < ϕo 
(Fig. 2A). Here, the total polymer concentration is low, and the per-
vaded volumes do not overlap (shaded circles). If increasing the con-
centration by adding more polymers (or making the ones in the 
solvent longer), the volume fraction ϕp grows until ϕp ≈ ϕo (Fig. 2B). 
Here, the polymers begin to invade each other’s pervaded volumes 
and mark the transition to the mixed regime (called semi-dilute in 
polymer physics). Because, in the nuclei of eucaryotic cells, the over-
lap fraction is small (ϕp ≫ ϕo) (thin and very long chromatin fibers), 
polymer physics predicts that, in thermodynamic equilibrium, chro-
mosomes will be mixed (Fig. 2C). However, in the cell nuclei, the fi-
bers of interphase chromosomes avoid entangling and, instead, form 
chromosome territories.

What prevents the interphase chromosomes from mixing? The 
main mixing mechanism for linear polymers is reptation, where the 
ends penetrate the globule like slithering snakes. As shown computa-
tionally (24), for long polymers, the reptation is very slow. Moreover, 
telomeric regions of chromosomes tend to interact with each other 
and the nuclear membrane and thereby constrain the mobility of the 
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Fig. 1. The genome architecture scales. At the microscale, DNA is wrapped around the 10-nm particle made of four pairs of histone proteins, which reduces the linear 
size of genomic DNA approximately sixfold. At the macroscale, each chromosome occupies its own territory (shown schematically in different colors). The mesoscale ar-
chitecture is represented by probabilistic folding patterns among which the most common are topologically associated domains (TADs) and A and B compartments (il-
lustrated as shades of red and blue).
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chromosome ends even further. Slow reptation means that, although 
not strictly forbidden, the mixing of the interphase chromosomes, af-
ter they emerge from the ultracompact state associated with cell divi-
sion, requires a very long time. This time is orders of magnitude 
longer than the lifetime of a typical cell. To prove this point, Halverson 
and coauthors (22) compared the mixing behaviors of a concentrated 
solution of short linear polymers (high reptation) to that of a concen-
trated solution of the same-size polymers whose ends are joined to 
form non-catenated rings (reptation forbidden). Extensive simula-
tions show that, while linear polymers fully mix, the ring polymers 
segregate into chromosome-like territories (22).

The insight that interphase chromosomes correspond to nonequi-
librium polymers that obey three basic rules (they are compact, knot-
free, and unable to cross itself) sparked an interest in geometries that 
conform to these constraints. Theoretical work to address this 
question led to the fractal (or crumpled) globule model of interphase 
chromosomes (25). Realizations of crumpled globule conformations 
are known in mathematics as space-filling curves, for example, the 

Hilbert curve and its closed-loop version called the Moore curve. As 
we discuss in the following section, the frequency of chromosomal 
contacts between two loci decays with the distance that separates 
them. The fractal globule model predicts that the contact probability 
between two polymer segments separated by the distance l should de-
cay as 1/l. While there are substantial variations between individual 
loci and cell types, the experimental measurements suggest that the 
average decay in the frequency of chromosomal contacts in human 
cells does follow this rule (26).

Curiously, in certain insects, for example Drosophila melanogaster, 
the two homologous chromosomes form a joint chromosome terri-
tory due to the process called somatic pairing. The mechanism that 
appears to override the topological constraints that prevent chromo-
some territories from merging in this case is not well understood. We 
refer the interested reader to a comprehensive review (27) and two 
recent investigations of this fascinating phenomenon (28, 29).

THE GENOME ARCHITECTURE AT MESOSCALE
Despite the immense progress of the last decade, our understanding of 
the genome architecture between the microscale and the macroscale is 
still rapidly evolving (Fig. 1). Cryo–electron microscopy, electron mi-
croscopy tomography combined with DNA labeling (ChromEMT), 
and chromatin expansion microscopy (ChromExM) suggest that the 
beads-on-a-string fiber folds into disordered chains of variable diam-
eters (30–33). These chains have different local nucleosome arrange-
ments and structural conformations with local chromatin volume 
concentrations that vary between 12 and 52%.

A different view of the genome architecture at the mesoscale is 
provided by the chromosome conformation capture (3C) approach 
(34), and its nonselective high-throughput Hi-C version (26) has been 
particularly influential. The 3C approach is based on the idea that the 
relative special proximity of any two genomic regions can be deduced 
from the ease with which these fragments are joined together by the 
DNA ligase. In a Hi-C assay, the live cells are cross-linked by a short 
treatment with formaldehyde, their genome cut into fragments, and 
these fragments are ligated under conditions that favor ligation be-
tween the fragments in close spatial proximity. The ligation junctions 
are then identified by sequencing. We refer the reader to recent re-
views devoted to technical details of the 3C assays (35, 36). It is impor-
tant to underscore that Hi-C measures the frequencies with which any 
two genomic sites are joined together. Therefore, it requires pools of 
hundreds of thousands to millions of cells, and its outcome is an aver-
age over a large cell population. Hi-C analyses of genomic contacts in 
multiple cell types from a plethora of different species established that 
the frequency of chromosomal contacts decays following a power law 
with a scaling exponent that is close to −1 (Fig. 3A) (26, 37). They 
confirm that the genome folding is not uniform and displays two ma-
jor kinds of contact patterns. The first kind, dubbed topologically as-
sociated domains (TADs) (38), corresponds to broad domains (up to 
1 Mb) with similar contact frequencies, which decay slowly until the 
edge of the domain (Fig. 3B). At TAD edges, the contact frequencies 
drop more abruptly, although rarely more than twofold. The small 
magnitude of the drop presents a challenge for detection, and, hardly 
unexpected, different computational methods for TAD detection of-
ten return substantially different results (39, 40). The second kind of 
contact pattern represents longer-range interactions between chro-
mosomal regions, referred to as “A” and “B” compartments (Fig. 3B) 
(26). The A compartment regions tend to be gene-rich and contain a 
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Fig. 2. Polymer mixing regimes at equilibrium. (A) Dilute solution. The concen-
tration is so low that polymers do not overlap with each other’s pervaded volumes 
(blue shades). (B) Semi-dilute regime. When reaching a critical polymer concentra-
tion, the pervaded volumes begin to overlap. (C) Mixed regime. The polymer den-
sity is so high that the pervaded volumes overlap substantially—the polymers mix.
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Fig. 3. Genomic contact patterns detected by Hi-C. (A) The average number of contacts between 5-kb segments of the D. melanogaster chromosome arm 2L, 
measured by two independent experiments [blue and orange curves; data from (81)], was normalized to the total number of detected contacts and plotted as a 
function of the distance between the segments. The dashed line illustrates the expected frequency of genomic contacts when they decay following a power law 
with a scaling exponent −1 as measured in human cells. Note that, for the Drosophila genome, the value of the scaling exponent is slightly different with positive 
deviations for small and large distances (37). (B) The heatmap representation of contact frequencies along a segment of human chromosome 14 (46) illustrates 
two major kinds of contact patterns: TADs (which appear as squares along the heatmap diagonal, three representatives marked with dotted lines), and longer-
range interactions dubbed A-B compartments. These appear as pale checker-board patterns (representative compartments marked with blue and red dashed 
squares). (C) The heatmap of contact frequencies within a small region of human chromosome 8 illustrates spatial proximity between sites bound by the CTCF 
protein. Those appear as dots, some of which are marked with arrows. Chromatin immunoprecipitation sequencing (ChIP-seq) signals for CTCF (152) are shown 
above the heatmap to mark the location of the binding sites. (D) Likewise, the four PREs from invected-​engrailed locus [marked by the ChIP-seq signal peaks for 
the Polycomb group protein Psc (153), and white circles on the heatmap diagonal] appear as dots (indicated with arrows) on the contact map of Drosophila 
chromosome 2R (48). Contact heatmaps in (B) to (D) were plotted using Juicebox.js (154).
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large fraction of transcriptionally active genes. In contrast, the regions 
from the B compartment tend to be gene-poor and transcriptionally 
inactive.

Aside from TADs and A/B compartments, the Hi-C–type meth-
ods detect features known from cytological observations, e.g., prefer-
ential contacts between telomeres, clustering of centromeres (37), and 
higher-than-expected contacts between loci repressed by the Poly-
comb system (41–45). The regions above are relatively large with a 
size range of tens to hundreds of thousand base pairs (kb). In ad-
dition, Hi-C detects spatial proximity between certain short (~1 kb) 
regions (Fig. 3, C and D). The latter includes a subset of mamma-
lian CCCTC-binding factor (CTCF) binding sites (46, 47), some 
Drosophila Polycomb response elements (PREs) (48, 49), and certain 
transcriptional enhancers and “promoter-proximal tethering ele-
ments” (50). While plausible explanations of increased proximity be-
tween CTCF binding sites and PREs are provided by computer 
modeling (see the “The insights from nonequilibrium models” sec-
tion for details), the mechanistic understanding of the promoter-
proximal tethering elements requires further investigation (51).

Two recent sequencing-based assays, genome architecture map-
ping (52) and split-pool recognition of interactions by tag extension 
(SPRITE) (53), further expanded our view of the mesoscale genome 
architecture. Unlike the 3C, these assays do not rely on proximity liga-
tion and may detect multiple DNA interactions that occur simultane-
ously within the nucleus. Moreover, SPRITE can be adapted to detect 
DNA-RNA interactions (54). In addition to TADs, A-B compart-
ments, and pointed contacts observed by Hi-C, SPRITE uncovered 
the preferential localization of transcriptionally inactive regions close 
to the nucleoli (nuclear bodies encompassing ribosomal RNA genes) 
(55) and highly transcriptionally active regions in closer proximity to 
the nuclear speckles (nuclear bodies that contain proteins involved in 
mRNA splicing and processing) (56).

Super-resolution microscopy methods such as stochastic optical 
reconstitution microscopy or 3D structured illumination microscopy 
to name a few [for recent review, see (57)] combined with automated 
in situ hybridization of fluorescently labeled synthetic oligonucleotide 
probes (58) provided complementary approaches to trace genome 
folding at the mesoscale. Inherently single-cell techniques, these chro-
mosome tracing approaches provided a critical missing piece of the 
puzzle to settle the molecular nature of TADs. On the one hand, trac-
es of individual chromosomes displayed globular folded structures 
dubbed “TAD-like domains” (59) or “chromatin nanodomains” (60). 
However, their number and boundaries varied considerably between 
individual cells (59–62), so these structures should not be equated 
with TADs. On the other hand, when averaged over multiple cells, 
chromosome tracing reproduced proximity patterns matching TADs 
detected by Hi-C (59, 60, 63, 64). This argues that TADs represent 
statistical patterns emerging from the dynamic motion of chromatin 
polymer rather than stable formations. To what extent the “TAD-like” 
or “nanodomains” correspond to the variable local nucleosome ar-
rangements detected by ChromEMT or ChromExM is an interesting 
open question.

DNA ELEMENTS WITH IMPACT ON GENOME ARCHITECTURE
Several kinds of DNA elements have been linked to nonuniform ge-
nome folding at the mesoscale. Some of them drive processes that re-
quire access to the DNA, for example, transcription, so their effects 
on the genome folding are circumstantial. However, a class of DNA 

elements, dubbed chromatin insulators, seems to have evolved for 
their ability to constrain chromatin contacts across. These elements 
were discovered in Drosophila (65–67) and subsequently identified in 
several developmental genes of flies and vertebrates (68–74). At first, 
chromatin insulators were operationally defined as DNA elements 
that block the activation of a promoter by a transcriptional enhancer 
element when placed between the two. In contrast to transcriptional 
repression, the insulation leaves the promoter competent for activa-
tion by any other enhancer that is not separated from the promoter by 
the insulator element. Several Drosophila proteins, including Suppres-
sor of hairy wing, Centrosomal protein 190kD, Modifier of mdg4, and 
CTCF, have been discovered in genetic screens for components re-
quired for insulators to block enhancer-promoter “communication.” 
This list was further expanded by biochemical studies of their interac-
tion partners [reviewed in (75)]. From these Drosophila proteins, only 
one, CTCF, has a clear ortholog in vertebrates.

Overall, only a handful of proteins, namely, CTCF and its interact-
ing partners DEAD-box RNA helicase p68 (DDX5) (76) and Myc-
Associated Zinc Finger protein (MAZ) (77, 78), have been implicated 
as insulator factors in vertebrates compared to more than a dozen 
proteins associated with insulation in Drosophila (75). It was pro-
posed that flies may have evolved a more diverse set of insulator ele-
ments and associated proteins because their genome is an order of 
magnitude smaller albeit it contains nearly the same number of genes 
and, therefore, has a greater need to constrain 3D interactions. This is 
an interesting hypothesis worth further testing. Alternatively, many 
vertebrate insulator proteins may still await to be discovered. Perhaps, 
flies owe their extensive catalog of insulator proteins to ingenious 
transgenic systems that enabled genetic screens.

Many genomic sites that bind combinations of Drosophila insula-
tor proteins block enhancer-promoter communication (79, 80), limit 
genomic contacts across (81), and overlap with TAD borders (37, 81, 
82). However, the binding of known insulator proteins, individually 
or in combination, does not predict whether a site corresponds to a 
functional insulator element (79, 80). Perhaps, additional yet un-
known proteins or specific chromatin context must be accounted for 
to enable accurate predictions. Likewise, not all mammalian CTCF 
binding sites act as chromatin insulators. However, those that do co-
bind cohesin complexes and often display “stripe” contact patterns in 
Hi-C assays, which indicate preferential interactions of these sites 
with broad stretches of adjacent chromatin (83, 84). The DNA se-
quence motif recognized by CTCF is not palindromic and, therefore, 
has an orientation. A pair of neighboring CTCF binding sites on the 
same chromosome can have four possible orientations of corre-
sponding sequence motifs: the same direction on one strand, the 
same direction on the other strand, convergent motifs on opposite 
strands, and divergent motifs on opposite strands (Fig. 4). Notably, 
92% of CTCF-bound region pairs within the human genome dis-
played convergent sequence motifs (46). When these pairs of CTCF 
regions also co-bind cohesin complexes, they show substantially 
closer proximity with one another than with the loci lying between 
them, which is seen as distinct “dots” on Hi-C contact maps (46). 
First interpreted as stable chromatin loops, the dots were later under-
stood to be probabilistic features that emerge due to the ability of 
chromatin-bound CTCF to stall cohesin-mediated chromatin loop 
extrusion (85–88). We will return to this process later in the review. 
In contrast to mammalian CTCF-dependent insulators, Drosophila 
CTCF binding sites show no genomic preference in the orientation of 
the underlying recognition sequences (89), although the recognition 
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sequence itself is evolutionarily conserved. Furthermore, Drosophila 
insulator elements impair chromatin contacts without displaying 
stripe or “loop-dot” contact patterns (50, 81), which would be ex-
pected if they block chromatin contacts generated by loop extrusion. 
How Drosophila insulators affect genome folding at the molecular 
level remains a mystery.

Although fly insulator elements do not display loop-dot contact 
patterns, several hundreds of “loop-dots” are detected in the high-
resolution Drosophila Hi-C maps (48–50, 90). These dots correspond 
to three kinds of regions: PREs, a group dubbed distal tethering ele-
ments, and meta-loop anchors. PREs are the short (~1 kb) DNA ele-
ments that correspond to high-occupancy binding sites for so-called 
Polycomb group proteins. These proteins act together as repressive 
complexes, which bind many key developmental genes and use post-
translational methylation of histone H3 at lysine-27 to epigenetically 
repress alternative gene expression programs in differentiated cells 
(91). Distal tethering elements were suggested to facilitate interac-
tions between promoters and distal enhancers (50, 51) although their 
role and mechanism of action require further studies. Meta-loop an-
chors are the most recently discovered group of elements that appear 
to increase the spatial proximity between certain neural gene promot-
ers and intergenic accessible chromatin sites located million base 
pairs apart (90). Like all loop-dots, the “meta-loops” are likely proba-
bilistic, so far detected only in the cells of the Drosophila central ner-
vous system.

THE INSIGHTS FROM COMPUTATIONAL MODELING OF THE 
GENOME FOLDING AT EQUILIBRIUM
Rare for biology, our understanding of the mechanisms behind the 
genome architecture at the mesoscale is strongly influenced by theo-
retical studies. Usually, these studies start by modeling mathematical 
polymers: linear chains of equally sized monomers representing a 
short chromatin segment, typically 1 to 10 nucleosomes long (92). 
Depending on the coarse-graining level, from 450 to 4500, such 
monomers are required to explore the folding of a genome stretch 
representing an average-sized mammalian TAD.

Most modeling approaches can be grouped into two primary cat-
egories: equilibrium and nonequilibrium models [for a dedicated re-
view of the subject, see (93–95)]. Equilibrium models focus on 
interaction energies between different polymer sections and the effect 
of corresponding interactions on the polymer conformation in the 
equilibrium. In contrast, nonequilibrium models envision the poly-
mer responding to local stochastic forces. These forces are assumed to 
use some external energy source (e.g., ATP hydrolysis) to continu-
ously push the system out of equilibrium. While the two approaches 
are implemented using distinct theoretical frameworks, they agree on 
some of the predictions. For example, both equilibrium and nonequi-
librium models have parameters that can be tuned to match and re-
produce major contact patterns observed by Hi-C. Below, we review 
key features and insights gained from both kinds of approaches start-
ing from equilibrium models.

One of the most popular equilibrium frameworks is the strings-
and-binders-switch (SBS) model (Fig. 5A) (96). The SBS model rep-
resents chromatin as a self-avoiding polymer chain with binding sites 
that may associate with freely diffusing beads, representing DNA 
binding proteins. Besides binding to the polymer, these beads also 
form dimers. Therefore, while staying attached to the polymer, two 
beads may come in contact due to the polymer fluctuations and cre-
ate a molecular bridge that constrains the polymer motion. If the 
concentration of the binder molecules is sufficiently high, then the 
polymer collapses via coil-to-globule transition. By adjusting the SBS 
model parameters, the original study reproduced reported chroma-
tin folding scaling properties, fractal states, domain formation, and 
critical loops. The initial SBS framework has inspired numerous ex-
tensions and applications (93, 94); for example, improving the fit of 
Hi-C data (97), studying the folding of specific loci (98), isolating 
essential enhancer-promoter contacts (99), and offering a better un-
derstanding of the relations between bridging, folding, and tran-
scriptional activity (100).

One may argue that it is unnecessary to include binder molecules 
in the simulations. Instead, it may be enough to consider a polymer 
chain composed of blocks with different properties that interact with 
each other. This is the underlying assumption of block copolymer 
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Fig. 4. Orientation bias of CTCF recognition sequences. The sequence motif recognized by CTCF (the consensus sequence is shown underneath the cartoon illustrating 
the CTCF binding profile) is asymmetric. A pair of binding sites may have four possible orientations of the corresponding recognition sequences (indicated with black 
arrows). Notably, the majority of the CTCF-bound region pairs within the human genome have recognition motifs in the convergent orientation.
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Fig. 5. Computational models of the genome folding. (A) Strings-and-binders-switch (SBS) models. Diffusing particles bind to select polymer sites (green) and from 
bridges. (B) Block copolymer models. Identical monomer types attract each other (green), causing the polymer to fold. (C) Minimalistic polymers fold due to topological 
constraints (e.g., self-avoiding polymers or fractal globules). (D) Liquid-liquid phase separation models. In such models, protein-protein or protein-chromatin interactions 
lead to spatial phase separation into liquid-like droplets. Models (A) to (D) assume that the system has reached thermodynamic equilibrium. (E) Loop-extrusion model. 
Cohesin (yellow) associates with chromatin and extrudes chromatin to form a loop. The extrusion stops when the cohesin complex encounters the CTCF protein bound 
to its recognition sequence (blue arrow). (F) “Active” polymers experiencing correlated forces (arrows) along the chromatin. This mimics ATP-dependent processes acting 
on chromatin, such as transcription. Monomers of “inactive” polymers (blue) experience uncorrelated random (Brownian) motion. (G) Two-fluid model. One fluid is com-
pressible and deformable and represents chromatin (green). Like in (F), the chromatin fluid is active. The other fluid represents the nucleoplasm (blue). (H) Pseudo-
nonequilibrium model. Specific monomers [here, Polycomb response elements (PREs), orange] attract the protein complexes [here, exemplified by the Polycom repressive 
complex 1 (PRC1), gray]. Stochastic interactions of PRC1 with H3K27 tri-methylated nucleosomes fold the methylated chromatin. After a short time, some process forces 
PRC1 to dissociate and the simulation stops. Models (E), (F), and (G) belong to the group of nonequilibrium models.
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models (Fig. 5B). In one prominent example, the authors reproduce 
Hi-C maps from Drosophila and HeLa cells using a four-state block 
copolymer representing distinct “epigenetic states” (101). Of note, the 
number of chromatin states in the block copolymer is decided by the 
modeler. The more states are included in the model, the more param-
eters the model has available to fit the empirical data. However, in-
cluding many parameters and making the model more complex carry 
a substantial risk of overfitting. This may lead to reduced predictive 
power for biological settings different from those used for parameter 
optimization. There is no golden standard or consensus on the opti-
mal number of block copolymer states. For example, an influential 
study used a simple two-state block copolymer model to explain un-
usual genome architecture with the central position of transcription-
ally inactive regions in the rod cells of nocturnal mammals (102).

Less widely used are the minimalistic polymer models (Fig. 5C). 
One of the first groundbreaking models of that kind, mentioned in 
one of the preceding sections, was that of the fractal (or “crumpled”) 
polymer (25). In this model, the chromatin chain is thought to adopt 
a densely packed, globular conformation constrained by excluded 
volume interactions. Among other things, the model predicts that the 
contact probability between two polymer points separated by distance 
l decays as 1/l, which is compatible with long-range interactions. Al-
most two decades after the fractal globule model was proposed, the 
first measurements of contact frequencies across the human genome 
using Hi-C concluded that the average contact frequency does decay 
as predicted by the model (26). Apart from predicting contact proba-
bilities, fractal globules represent attractive structures for chromatin 
folding because they lack knots and have globule-within-globule hier-
archies that would facilitate unfolding and refolding, for example, 
during gene activation, gene repression, or the genome folding into 
mitotic chromosomes (92). Several studies further extended the orig-
inal fractal polymer framework to better capture the complexity of 
actual chromatin folding (95). Those include a self-avoiding chroma-
tin model under high confinement to explain varying contact proba-
bility decay among chromosomes (103) and models incorporating 
various forms of chromatin looping (104, 105).

Our overview of equilibrium models will not be complete without 
mentioning the approach that treats chromatin segregation as a liquid-
liquid phase transition (Fig.  5D). The mechanics of liquid-liquid 
phase separation depends on the combination of protein-protein and 
protein-chromatin interactions that form spatially distributed phases, 
or “droplets,” with varying protein densities and composition (106, 
107). Undoubtedly, the most cited example of chromatin segregation 
driven by liquid-liquid phase separation is the nucleolus, the mem-
braneless nuclear organelle, and the primary site for the ribosome sub-
unit assembly (108). Liquid-liquid phase separation was also suggested 
to segregate the centromere-proximal repeat-rich parts of Drosophila 
chromosomes (so-called pericentrometic heterochromatin) from the 
rest of the genome due to liquid-liquid demixing of the heterochroma-
tin protein 1 (HP1) retained in these regions via interactions with his-
tone H3 methylated at lysine-9 (109). Several studies attempted to 
recapitulate the latter process by numerical modeling. In these models, 
chromatin, represented as a polymer chain, was surrounded by “HP1 
particles” (sometimes, dimers) that had binding affinities to each other 
and the polymer. By exploring model behavior over the range of HP1 
concentrations and affinities to chromatin, it was possible to construct 
phase diagrams and predict conditions required for liquid-liquid phase 
separation (110–113). To what extent the liquid-liquid phase separa-
tion is common inside living cells is a subject of debate. We refer the 

interested reader to the excellent review by McSwiggen and coauthors, 
who discuss the challenges of distinguishing phase separation from 
alternative self-organization processes in vivo and provide recommen-
dations for experiments that may settle the issue (114).

THE INSIGHTS FROM NONEQUILIBRIUM MODELS
While useful to describe many aspects of genome architecture at 
the mesoscale, the equilibrium models sweep under the rug the 
simple truth that living systems are typically far from the thermo-
dynamic equilibrium. Thus, chromatin constantly rearranges and 
fluctuates not only due to the passive Brownian motion but also via 
active processes requiring energy, such as chromatin remodeling, 
transcription, and DNA repair. Tracking of single loci shows a wide 
variety of anomalous behaviors (115–117). For example, measuring 
the mean-squared displacement (MSD) over a time interval t in 
human retinal pigment epithelial cells indicates that MSD(t) = 
const. × t0.28 (116). While this exponent is not universal (118), most 
experiments report deviations from the linear relationship [MSD(t) 
∝ t] characteristic of standard Brownian motion. In line with these 
observations, chromatin motion appears to change with ATP con-
centration, and regions with correlated movement decouple once 
ATP is depleted (119, 120).

Understanding these processes requires nonequilibrium models 
of polymer folding and dynamics. The most appreciated group of 
nonequilibrium models is based on the idea that loop-extruding fac-
tors, hypothesized to be cohesins, form progressively larger chroma-
tin loops but stall at TAD boundaries due to interactions with 
insulator proteins, including CTCF (85, 87, 88) (Fig. 5E). The models 
appear to explain the source of chromatin intermixing inside TADs, 
why chromatin loops do not overlap, and why the TAD borders coin-
cide with convergent CTCF recognition sequences (121). Supporting 
theoretical predictions, chromatin extrusion by cohesin and conden-
sin complexes was demonstrated in vitro (122, 123) and in mouse 
embryonic stem cells (86). Moreover, acute depletion of CTCF or 
cohesin in human or mouse cells in vitro (47, 124) or in mouse liver 
cells in vivo (125) had a marked effect on the partitioning of their 
genome into TADs.

Whether cohesin-mediated loop extrusion drives mesoscale ge-
nome folding and TAD formation in organisms other than verte-
brates remains an open question. For example, in Drosophila, CTCF 
ablation has a limited effect on TAD patterns (81, 89), and the ques-
tion of whether cohesin complexes have elevated presence at insula-
tor elements is a subject of debate. Thus, the original mapping of 
cohesin complexes indicated that they preferentially bind transcribed 
regions and overlap with RNA polymerase II (126) with no obvious 
elevated presence at CTCF binding sites (127), which would be ex-
pected if chromatin insulator elements impair contacts by stalling 
loop extruding cohesin complexes. However, a later study challenged 
these findings suggesting that half of the Drosophila CTCF binding 
sites also bind the cohesin subunits Rad21 (128). In line with this 
claim, Drosophila CTCF was shown to interact with Rad21 in vitro 
(89) and co-purify with cohesin subunits from nuclear protein ex-
tracts (82). However, Drosophila insulator elements impair chroma-
tin contacts without forming probabilistic loop-dot contact patterns, 
which would be expected if they block chromatin contacts generated 
by loop extrusion (48–50, 81). An experiment that assesses the 
changes in TAD patterns following an acute depletion of cohesin in 
Drosophila cells would be the best way to settle the issue.
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Regardless of whether it operates outside the vertebrate lineage, 
the cohesin-mediated loop extrusion is not responsible for longer-
range interaction patterns of A and B compartments (125). These 
seem to emerge from distinct, likely competing, processes. Several 
studies attempted to develop computer models that combine these 
processes by mixing active loop extrusion on a short scale and equi-
librium binding of pairwise attraction between chromatin segments 
decorated with histones carrying similar combinations of posttransla-
tional modifications (129, 130). These models reproduce general con-
tact patterns detected by Hi-C and may serve as a suitable testing 
ground to better understand the effects of knockout experiments that 
affect only the loop extrusion process.

An entirely different modeling approach exploits the idea that ac-
tive processes like transcription induce local chromatin motion, 
which varies as a function of the genomic coordinate (Fig. 5F) (131). 
By combining analytical theory and simulations of a polymer sub-
jected to genomic position-dependent correlated active forces, it is 
possible to show that a local increase in activity can cause the polymer 
backbone to bend and expand, while less active segments straighten 
out and condense. Even modest activity differences appear to drive 
mesoscale genome folding consistent with the patterns observed 
by Hi-C.

More abstract nonequilibrium models may be useful to de-
scribe coordinated movements of the genome segments discussed 
at the beginning of this section (119, 120). While this coherence 
may be interpreted as distant mechanical coupling between loci, 
the modeling suggests that it may also emerge naturally from poly-
mer folding under nonequilibrium conditions (132, 133). An in-
teresting approach to describe this coordinated chromatin motion 
is provided by chromatin hydrodynamics (134, 135), which builds 
on general theories for active matter (136). Chromatin hydrody-
namics (Fig. 5G) is a two-fluid model with the nucleoplasm play-
ing the role of the solvent (fluid 1) and the chromatin fiber that of 
a solute (fluid 2). Fluid 2 (chromatin) is highly deformable and 
compressible and subject to passive thermal fluctuations and ac-
tive energy-consuming ATP-dependent forces. This model gives 
rise to complex velocity profiles observed in experiments (119) 
and offers a mechanistic explanation of how long-ranged spatial 
correlations emerge naturally. Recent use of this framework pre-
dicts three types of coordinated phases for chromatin dynamics: 
disordered and two types of polar order, transverse flows and an 
oscillatory regime (137).

Last, we remark on an emerging “pseudo-nonequilibrium” ap-
proach that examines the changes in chromatin folding when 
introducing specific molecular interactions (Fig. 5H). In contrast 
to traditional SBS and block copolymer models, a pseudo-
nonequilibrium model introduces a “new” interaction to a chro-
matin fiber that has been in the equilibrium and proceeds with 
molecular dynamics simulations but stops them after a short time 
characteristic of a typical binding time of protein(s) under study. In a 
recent example, such model was developed to study the folding of 
Drosophila genes repressed by the PREs and associated Polycomb re-
pressive complexes (138). By scanning a range of binding constants, 
the study demonstrates that stochastic interactions of PRE-tethered 
Polycomb repressive complexes with histone H3 tri-methylated at 
lysine-27 are sufficient to fold the methylated chromatin and thereby 
translate epigenetic marking of these loci into chromatin folding. In 
line with Hi-C observations (48, 49), such folding automatically 
brings PREs in spatial proximity (138).

LINKING GENOME ARCHITECTURE TO GENE REGULATION
As we discussed in previous sections, some of the genome folding pat-
terns correlate with high or low transcriptional activity and the ex-
pression of corresponding genes. Therefore, it is tempting to speculate 
that genome folding plays a causative role in controlling transcription 
and that certain patterns of chromatin folding are either “good” or 
“bad” for it. In some instances, for example nucleosome placement at 
specific genomic locations (nucleosome positioning), the connection 
with transcription initiation is well-documented (139, 140). It is easy 
to appreciate how the binding of a sequence-specific transcription 
factor is occluded when its recognition sequence is bound by the his-
tone octamer.

The story becomes more complex when we consider the chroma-
tin folding at the mesoscale. In this case, the folding patterns may re-
flect the basic dynamics of a polymer in solution and may emerge 
naturally without the need to evolutionarily select for such behavior. 
In other words, as long as the probabilistic folding of some sort does 
not affect transcription too much, it may be tolerated and not selected 
against. To what extent the partitioning of the genome into TADs is 
generally important for timely, cell-type–specific gene expression re-
mains a subject of debate.

On the one hand, it has been long known that chromatin insula-
tors are critical to ensure that correct enhancers activate correct genes 
of Drosophila homeotic gene clusters in specific cells (68, 70, 141). 
Some of these chromatin insulators, for example, the Fub element, 
form the robust TAD boundary (79, 81). In flies where Fub function is 
abolished by the ablation of the critical effector protein, the two 
neighboring TADs fuse (81), and the homeotic gene located in one of 
the TADs becomes activated in the wrong part of the fly embryo by 
the enhancer located in the other TAD (64, 70, 79). Likewise, the in-
versions and deletions that remove or reposition the DNA under-
neath the TAD boundary between mouse Wnt family member 6 
(Wnt6), Indian hedgehog (Ihh), and paired box 3 (Pax3) genes and the 
Eph receptor A4 (Epha4) gene lead to erroneous activation of the for-
mer genes by the Epha4 enhancers (142). In a larger-scale study, 
CRISPR-Cas9 editing was used to individually delete eight TAD 
boundaries from the mouse genome (143). Seven of the eight deletion 
mutants had detectable changes in local 3D chromatin architecture, 
including the merging of TADs and altered contact frequencies with-
in TADs adjacent to the deleted boundary. Five of the eight mutants 
(63%) displayed increased embryonic lethality or other developmen-
tal phenotypes. This suggests that DNA underlying the TAD borders 
is generally important for proper gene regulation. However, unlike the 
aforementioned studies where TAD borders concerned were limited 
to narrow regions of about 2 kb, the TAD borders defined by Ra-
jderkar and coauthors (143) were broad regions of 11 to 80 kb, which, 
in some instances, included multiple transcriptionally active genes 
and, possibly, their regulatory regions. Therefore, it is hard to exclude 
that, in this case, some of the changes in gene transcription and devel-
opmental phenotypes resulted from the removal of critical enhancer/
repressor elements or bringing erroneous enhancers in the proximity 
of developmental genes located in one of the TADs.

On the other hand, manipulations of the TAD structure within the 
mouse sonic hedgehog (Shh) locus had no readily detectable effect on 
Shh expression patterns or levels of Shh expression during develop-
ment and resulted in no detectable phenotypes (144). Even more no-
table, acute depletion of CTCF or cohesin in human or mouse cells 
in vitro (47, 124) or in mouse liver cells in vivo (125) had a marked 
effect on the partitioning of the genome into TADs. However, this was 
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accompanied by modest effects on gene transcription. These changes 
in transcription of relatively few genes may nevertheless be important 
at the organismal level. Thus, partial loss of cohesin function that does 
not alter chromosome segregation causes serious birth defects leading 
to the Cornelia de Lange syndrome (CdLS) due to improper tran-
scriptional regulation of key developmental genes (145, 146). To what 
extent transcriptional defects associated with CdLS are mechanisti-
cally linked to faults in TAD formation (e.g., due to the impaired 
chromatin loop extrusion) requires further investigation.

Hi-C comparison of contact patterns in the genomes of wild-type 
Drosophila embryos to those from mutants with disrupted dorsoven-
tral axis showed that widespread differences in gene transcription in 
the mutants are not paralleled by notable changes in the genome fold-
ing, which remain largely the same in the control and mutant em-
bryos (147). Likewise, the Hi-C profiling of genomic contacts in a 
Drosophila strain with highly rearranged “balancer” chromosomes 
revealed many instances of TAD disruptions, which, however, were 
not predictive of changes in transcription (148). In this strain, gene 
transcription around inversion breakpoints was generally not altered, 
suggesting that erroneous enhancer-promoter activation or disrup-
tion thereof due to TAD defects was a rare event. One caveat of the 
latter study is that Drosophila strains with balancer chromosomes 
have been deliberately selected for many generations to be viable and 
fertile. Therefore, we cannot exclude that the strain examined by 
Ghavi-Helm and coauthors represents a rare exception rather than a 
general case.

The two opposing views on the importance of the mesoscale ge-
nome architecture for gene regulation may converge if the general 
genome folding patterns play a role only in certain cell types or only 
under specific environmental conditions. Consistent with this view, 
the depletion of CTCF or cohesin in mouse cells leads to increased 
cell-to-cell variability in gene transcription, which is not apparent 
from bulk population assays (149, 150). Future experiments that com-
bine genetic perturbations with cell-type–specific readouts are re-
quired to test this hypothesis.

CONCLUDING REMARKS
Despite the incredible progress of the last decade that transformed 
our views on many aspects of the eukaryotic genome architecture, 
more discoveries are awaiting just around the corner. It will be fasci-
nating to learn whether chromatin loop extrusion by cohesin or some 
other protein complexes is responsible for chromatin intermixing and 
TAD patterns in animals other than mammals. Equally interesting are 
the molecular mechanisms by which chromatin insulator elements 
hinder genomic contacts in species like Drosophila. On a different 
scale of genome folding, we await to fully understand the molecular 
constraints that prevent chromosome intermixing as well as molecu-
lar processes that enable the somatic pairing of homologous chromo-
somes in some of the insect cells.

Most theoretical models discussed in this review can reproduce 
genome contact maps derived from the Hi-C assays: SBS, block copo-
lymer, minimalistic polymer, and active polymer models. It has been 
possible to derive an analytical mapping from a nonequilibrium ac-
tive polymer model to an effective equilibrium model where the fold-
ing is determined by pairwise affinities (131). Nevertheless, even 
models that faithfully reproduce the same Hi-C maps differ widely on 
other variables, e.g., dynamic quantities of spatial fluctuations of se-
lect loci. This argues that the Hi-C contact maps represent but one 

facet of chromosome 3D organization, which, at best, serves as the 
minimal requirement for a comprehensive theory of chromatin 3D 
structure and dynamics.

We foresee that the focus of genome architecture studies will grad-
ually shift from documenting the folding patterns with ever-increasing 
precision and in a greater number of cell types to investigations of the 
dynamics with which specific genomic regions alternate between dif-
ferent folding configurations. Here, pathological changes in the CdLS 
provide an interesting case in point. The CdLS is caused by the partial 
loss of cohesin function. However, it remains to be seen whether the 
associated defects in the transcription of developmental genes are due 
to the changes in the preferred folding patterns or to the overall drop 
in the frequency with which any two genomic sites (including en-
hancers and promoters) come in spatial proximity because of the less 
efficient chromatin loop extrusion. Emerging live imaging techniques, 
for example, those based on CRISPR-Cas9–mediated locus tagging 
(151), and new nonequilibrium computational models are likely to 
accelerate the anticipated shift.
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