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ABSTRACT A signaling pathway transmits information from an upstream system to downstream systems, ideally in a unidi-
rectional fashion. A key obstacle to unidirectional transmission is retroactivity, the additional reaction flux that affects a system
once its species interact with those of downstream systems. This raises the fundamental question of whether signaling pathways
have developed specialized architectures that overcome retroactivity and transmit unidirectional signals. Here, we propose a
general procedure based on mathematical analysis that provides an answer to this question. Using this procedure, we analyze
the ability of a variety of signaling architectures to transmit one-way (from upstream to downstream) signals, as key biological
parameters are tuned. We find that single stage phosphorylation and phosphotransfer systems that transmit signals from a ki-
nase show a stringent design tradeoff that hampers their ability to overcome retroactivity. Interestingly, cascades of these ar-
chitectures, which are highly represented in nature, can overcome this tradeoff and thus enable unidirectional transmission.
By contrast, phosphotransfer systems, and single and double phosphorylation cycles that transmit signals from a substrate,
are unable to mitigate retroactivity effects, even when cascaded, and hence are not well suited for unidirectional information
transmission. These results are largely independent of the specific reaction-rate constant values, and depend on the topology
of the architectures. Our results therefore identify signaling architectures that, allowing unidirectional transmission of signals,
embody modular processes that conserve their input/output behavior across multiple contexts. These findings can be used
to decompose natural signal transduction networks into modules, and at the same time, they establish a library of devices
that can be used in synthetic biology to facilitate modular circuit design.
INTRODUCTION
Cellular signal transduction is typically viewed as a unidi-
rectional transmission of information via biochemical reac-
tions from an upstream system to multiple downstream
systems through signaling pathways (1–7). However,
without the presence of specialized mechanisms, signal
transmission via chemical reactions is not in general unidi-
rectional. In fact, the chemical reactions that allow a signal
to be transmitted from an upstream system to downstream
systems also affect the upstream system due to the resulting
reaction flux. This flux is called retroactivity, which is one of
the chief hurdles to one-way transmission of information
(8–13). Signaling pathways, typically composed of phos-
phorylation, dephosphorylation, and phosphotransfer reac-
tions, are highly conserved evolutionarily, such as the
MAPK cascade (14) and two-component signaling systems
(15). Thus, the same pathways act between different up-
stream and downstream systems in different scenarios and
Submitted February 21, 2017, and accepted for publication June 6, 2017.

*Correspondence: rushina@mit.edu

Editor: Reka Albert.

728 Biophysical Journal 113, 728–742, August 8, 2017

http://dx.doi.org/10.1016/j.bpj.2017.06.019

� 2017 Biophysical Society.

This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).
organisms, facing different effects of retroactivity in
different contexts. For signal transmission to be unidirec-
tional in these different contexts, a signaling pathway should
have evolved architectures that overcome retroactivity. Spe-
cifically, these architectures should impart a small retroac-
tivity to their upstream system (called retroactivity to the
input) and should be minimally affected by the retroactivity
imparted to them by their downstream systems (retroactivity
to the output).

Phosphorylation-dephosphorylation (PD) cycles, phos-
photransfer reactions, and cascades of these are ubiquitous
in both prokaryotic and eukaryotic signaling pathways,
playing a major role in cell cycle progression, sur-
vival, growth, differentiation and apoptosis (1–7,16–19).
Numerous studies have been conducted to analyze such sys-
tems, starting with milestone works by Stadtman and Chock
(20–22) and Goldbeter et al. (23–25), which theoretically
and experimentally analyzed phosphorylation cycles and
cascades. These systems were further investigated by Kho-
lodenko et al. (26–28) and Gomez-Uribe et al. (29,30).
However, these studies considered signaling cycles in isola-
tion, and thus did not investigate the effect of retroactivity.

mailto:rushina@mit.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bpj.2017.06.019&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1016/j.bpj.2017.06.019


Unidirectional Signaling Architectures
The effect of retroactivity on such systems was theoretically
analyzed in the work by Ventura et al. (31), where retroac-
tivity is treated as a ‘‘hidden feedback’’ to the upstream
system. Experimental studies then confirmed the effects
of retroactivity in signaling systems through in vivo
experiments on the MAPK cascade (12,13) and in vitro ex-
periments on reconstituted covalent modification cycles
(9,11). These studies clearly demonstrated that the effects
of retroactivity on a signaling system manifest themselves
in two ways. They cause a slowdown of the temporal
response of the signaling system’s output to its input and
lead to a change of the output’s steady state.

In 2008, Del Vecchio et al. (8) demonstrated theoretically
that a single PD cycle with a slow input kinase can attenuate
the effect of retroactivity to the output when the total sub-
strate and phosphatase concentrations of the cycle are
increased together. Essentially, a sufficiently large phospha-
tase concentration along with relatively large kinetic rates of
modification adjusts the cycle’s internal dynamics very
quickly with respect to a relatively slower input, making
any retroactivity-induced delays negligible on the timescale
of the signal being transmitted (32). A similarly large con-
centration of the total cycle’s substrate ensures that the out-
put’s steady state is not significantly affected by the
presence of downstream sites. These theoretical findings
were later verified experimentally both in vitro (11) and
in vivo (33). Although a single PD cycle can attenuate the
effect of retroactivity to the output, it is unfortunately un-
suitable for unidirectional signal transmission. In fact, as
the substrate concentration is increased, the PD cycle ap-
plies a large retroactivity to the input, causing the input
signal to slow down. This was experimentally observed in
(33). The experimental results of (34) further suggest that
a cascade composed of two PD cycles and a phosphotransfer
reaction could overcome both retroactivity to the input and
retroactivity to the output. In (35), it was theoretically found
that for certain parameter conditions, a cascade of PD cycles
could attenuate the upward (from downstream to upstream)
propagation of disturbances applied downstream of the
cascade. In (36), a parametric study was performed on a
cascade of single phosphorylation cycles at steady state,
and parametric regimes in which the cascade would transmit
signals either upstream (using retroactivity) or downstream
were numerically determined. These results suggest that
specific signaling architectures may be able to counteract
retroactivity. However, to the best of the authors’ knowl-
edge, no attempt has been made to systematically charac-
terize signaling architectures with respect to their ability
to overcome the effects of retroactivity and therefore enable
unidirectional signal transmission.

This work presents a procedure by which to identify and
characterize signaling architectures that can transmit unidi-
rectional signals. We first model a general signaling system
based on the underlying reactions that the species of the
signaling system participate in. These reactions result in
an ordinary differential equation (ODE) model based on
the reaction-rate equations. Based on this general model,
we propose a procedure to evaluate the unidirectional
signaling ability of a general signaling architecture that op-
erates on a fast timescale relative to its input. Such a model
is valid for many signaling systems that transmit relatively
slower signals, such as those from slowly varying ‘‘clock’’
proteins that operate on the timescale of the circadian
rhythm (37), from proteins signaling nutrient availability
(38), or from proteins whose concentration is regulated by
transcriptional networks, which operate on the slower time-
scale of gene expression (39). Our framework provides ex-
pressions for retroactivity to the input and to the output, as
well as the input-output relationship of the signaling system.
These expressions are given in terms of the reaction-rate pa-
rameters and protein concentrations. Based on these expres-
sions, we present a procedure to analyze the ability of
signaling systems to transmit unidirectional signals by tun-
ing their total (modified þ unmodified) protein concentra-
tions. We focus on total protein concentrations as a design
parameter, because these appear to be highly variable in nat-
ural systems and through the course of evolution. Thus, it is
possible that natural systems themselves use protein concen-
trations as a design parameter, optimizing them to improve
systems’ performance (40,41). Further, protein concentra-
tions are also an easily tunable quantity in synthetic genetic
circuits. The different ‘‘dials’’ that can be used to tune pro-
tein concentration have been characterized in (42). Protein
concentrations have been tuned in (33) and (34) to show
the effect of increasing substrate and phosphatase concen-
trations on the retroactivity attenuation properties of a
signaling cycle. Thus, we analyze a number of signaling ar-
chitectures composed of PD cycles and phosphotransfer sys-
tems by tuning total protein concentrations.
METHODS

Problem definition

In this work, we consider a general signaling system, S, connected between

an upstream and downstream system, as shown in Fig. 1 A. Here, X is the

state-variable vector of S, and each component of X represents the concen-

tration of a species of system S. System S receives an input from the up-

stream system in the form of a protein whose concentration is U, and

sends an output to the downstream system in the form of a protein whose

concentration is Y. When this output protein reacts with the species of the

downstream system, whose normalized concentrations are represented by

state variable v, the resulting reaction flux changes the behavior of the up-

stream system. We represent this reaction flux as an additional input, , to

the signaling system. Similarly, when the input protein from the upstream

system reacts with the species of the signaling system, the resulting reaction

flux changes the behavior of the upstream system. We represent this as an

input,R, to the upstream system. We callR the retroactivity to the input of

S and the retroactivity to the output of S, as in (8). For system S to transmit

a unidirectional signal, the effects ofR on the upstream system and of on

the downstream system must be small. Retroactivity to the inputR changes

the input from Uideal to U, where Uideal is shown in Fig. 1 B. Thus, for the

effect of R to be small, the difference between U and Uideal must be small.
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FIGURE 1 Interconnections between signaling

system S and its upstream and downstream sys-

tems, along with input, output, and retroactivity

signals. (A) Full system showing all interconnec-

tion signals: UðtÞ is the input from the upstream

system to the signaling system, with state variable

vector X. YðtÞ is the output of the signaling system,

sent to the downstream system, whose state vari-

able is v. R is the retroactivity signal from the

signaling system to the upstream system (retroac-

tivity to the input of S), and is the retroactivity

signal from the downstream system to the

signaling system (retroactivity to the output of S). (B) Ideal input, Uideal: output of the upstream system in the absence of the signaling system ðR ¼ 0Þ.
(C) Isolated output, Yis: output of the signaling system in the absence of the downstream system ( ¼ 0). Xis denotes the corresponding state of S. To

see this figure in color, go online.
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Retroactivity to the output changes the output from Yis (where ‘‘is’’ stands

for isolated) to Y, where Yis is shown in Fig. 1 C, and for the effect of retro-

activity to the output to be small, the difference between Yis and Y must be

small. An ideal unidirectional signaling system is therefore a system where

the inputUideal is transmitted from the upstream system to the signaling sys-

tem without any change imparted by the latter, and the output Yis of the

signaling system is also transmitted to the downstream system without

any change imparted to it by the downstream system. Based on this concept

of ideal unidirectional signaling system, we then present the following defi-

nition of a signaling system that can transmit information unidirectionally.

To give this definition, we assume that the proteins (besides the input spe-

cies) that compose signaling system S are constitutively produced and

therefore their total concentrations (modified and unmodified) are constant.

The vector of these total protein concentrations is denoted by Q .
Definition 1

We will say that system S is a signaling system that can transmit unidirec-

tional signals for all inputs U ˛½0;Ub�, if Q can be chosen such that the

following properties are satisfied:

1. R is small: this is mathematically characterized by requiring that

jUidealðtÞ � UðtÞ j be small for all U ˛½0;Ub�.
2. System S attenuates the effect of on Y: this is mathematically charac-

terized by requiring that jYisðtÞ � YðtÞ j be small for all U ˛½0;Ub�.
3. Input-output relationship: YisðtÞzKUisðtÞm, for some mR1, for some

K > 0, and for all U ˛½0;Ub�.
Note that definition 1 specifies that the signaling system must impart a

small retroactivity to its input (requirement 1) and attenuate retroactivity

to its output (requirement 2). Requirement 3 specifies that the output

must not saturate with respect to the input, so that the signal is still propa-

gated downstream by the signaling system. In particular, definition 1 spec-

ifies that these properties should be satisfied for a full range of inputs and

outputs, implying that these properties must be guaranteed by the features

of the signaling system and cannot be enforced by tuning the amplitudes of

inputs and/or outputs.
Example

As an illustrative example of the effects ofR and on a signaling architec-

ture, we consider a signaling system, S, composed of a single PD cycle

(8,11,33). The system is shown in Fig. 2 A. It receives a slowly varying

input signal, U, in the form of kinase concentration Z generated by an up-

stream system, and it has as the output signal Y the concentration of X*,

which in this example is a transcription factor that binds to promoter sites

in the downstream system. Kinase Z phosphorylates protein X to form X*,

which is dephosphorylated by phosphataseM back to X. The state variables
730 Biophysical Journal 113, 728–742, August 8, 2017
X of S are the concentrations of the species in the cycle, that is,

X;M;X�;C1;C2, where C1 and C2 are the complexes formed by X and Z

during phosphorylation, and by X* and M during dephosphorylation,

respectively. The state variable v of the downstream system is the normal-

ized concentration of C, the complex formed by X* and p (i.e., v ¼ ðC=pTÞ
where pT is the total concentration of the downstream promoters). This

configuration, where a signaling system has as downstream system(s)

gene expression processes, is common in many organisms, as it is often

the case that a transcription factor goes through some form of covalent

modification before activating or repressing gene expression (43). However,

the downstream system could be any other system, such as another covalent

modification process, which interacts with the output through a binding-

unbinding reaction. We denote the total amount of cycle substrate by

XT ¼ X þ X� þ C1 þ C2 þ C and the total amount of phosphatase by

MT ¼ M þ C2.

According to definition 1, we vary the total protein concentrations of the

cycle, Q ¼ ½XT;MT�, to investigate the ability of this system to transmit

unidirectional signals. To this end, we consider two extreme cases: first,

when the total substrate concentration, XT, is low (simulation results in

Fig. 2, B and C), and second, when it is high (simulation results in

Fig. 2, D and E). For both these cases, we change MT proportionally to

XT. This is because, for large Michaelis-Menten constants, we have an

input-output relationship with m ¼ 1 and Kzðk1Km2=k2Km1ÞðXT=MTÞ
(details in Supporting Material, Eq. 21, as defined in Definition 1, require-

ment 3). To maintain the same K for fair comparison between the two cases,

we vary MT proportionally with XT. Here, Km1 and k1 are the Michaelis-

Menten constant and catalytic rate constant for the phosphorylation reac-

tion, and Km2 and k2 are the Michaelis-Menten constant and catalytic rate

constant for the dephosphorylation reaction. These reactions are shown in

Supporting Material, Eq. 16. For the simulation results, we consider a sinu-

soidal input to see the dynamic response of the system to a time-varying

signal. Results for responses to the step input are shown in Fig. S1. For

these two cases, then, we see from Fig. 2 B (and Fig. S1 B) that when XT

(and MT) is low, R is small, i.e., jUidealðtÞ � UðtÞ j is small (satisfying

requirement 1 of definition 1). This is because kinase Z must phosphorylate

very little substrate X, and thus, the reaction flux due to phosphorylation to

the upstream system is small. However, as seen in Fig. 2 C (and Fig. S1 C),

for low XT, the signaling system is unable to attenuate . The difference
�
�X�

is � X� �� is large, and requirement 2 of definition 1 is not satisfied for

low XT. This large retroactivity to the output is due to the reduction in

the total substrate available for the cycle because of the sequestration of

X* by the promoter sites in the downstream system. Since XT is low, this

sequestration results in a large relative change in the amount of total sub-

strate available for the cycle, and thus, interconnection to the downstream

system has a large effect on the behavior of the cycle. For the case when

XT (and MT) is high, the system shows exactly the opposite behavior.

From Fig. 2 D (and Fig. S1 D), we see that R is high (thus not satisfying

requirement 1 of definition 1), since the kinase must phosphorylate a large

amount of substrate, but is attenuated (satisfying requirement 2), since
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FIGURE 2 Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output in a single phosphorylation cycle. (A) Single

phosphorylation cycle, with input Z as the kinase: X is phosphorylated by Z to X* and dephosphorylated by the phosphatase M. X* is the output and acts

on sites p in the downstream system, which is depicted as a gene expression system here. (B–E) Simulation results for the ODE model shown in Supporting

Material, Eq. 17. Simulation parameters are given in Table S1. The ideal system is simulated for Zideal with XT ¼ MT ¼ pT ¼ 0. The isolated system is simu-

lated for X�
is with pT ¼ 0. To see this figure in color, go online.
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there is enough total substrate available for the cycle even once X* is

sequestered. Thus, this system shows a tradeoff: by increasing XT (and

MT), we attenuate retroactivity to the output but do so at the cost of

increasing retroactivity to the input. Similarly, by decreasing XT (and

MT), we make retroactivity to the input smaller, but at the cost of being un-

able to attenuate retroactivity to the output. Therefore, requirements 1 and 2

cannot be independently obtained by tuning XT and MT.

We note that because the signaling reactions, i.e., phosphorylation and

dephosphorylation, act on a faster timescale than the input, the signaling

system operates at quasi-steady state and the output is able to quickly catch

up to changes in the input. It has been demonstrated in (32,34) that this fast

timescale of operation of the signaling system attenuates the temporal ef-

fects of retroactivity to the output, which would otherwise result in the

output slowing down in the presence of the downstream system. Thus,

although the high substrate concentration XT is required to reduce the effect

of retroactivity to the output due to permanent sequestration, timescale sep-

aration is necessary for attenuating the temporal effects of the binding-un-

binding reaction flux (32).
Generalized model

Although the single phosphorylation cycle shows some ability to attenuate

retroactivity, it is not able to transmit unidirectional signals due to the trade-

off seen above. We therefore study different architectures of signaling sys-

tems, composed of phosphorylation cycles and phosphotransfer systems

that are ubiquitous in natural signal transduction (1–7,14–19). All reactions

are modeled as two-step reactions. Phosphorylation and dephosphorylation

reactions proceed by first reversibly forming an intermediate complex,

which then irreversibly decomposes into the enzyme and the product. Phos-

photransfer reactions are modeled as reversible two-step reactions resulting

in the transfer of the phosphate group via the formation of an intermediate

complex. Based on these reactions, as well as production and decay of the

various species, ODEmodels are created for the systems using reaction-rate

equations. Reactions for each system analyzed and the corresponding reac-

tion-rate equation models are shown in Supporting Material, Sections 1.3–
1.10. The following general ODE model then describes any signaling sys-

tem architecture in the interconnection topology of Fig. 1 A:

dU

dt
¼ f0ðU;RX; S1v; tÞ þ G1ArðU;X; S2vÞ;

dX

dt
¼ G1BrðU;X; S2vÞ þ G1f1ðU;X; S3vÞ þ G2CsðX; vÞ;

dv

dt
¼ G2DsðX; vÞ;

Y ¼ IX;

(1)
of the input species), X is a vector of concentrations of the species of

the signaling system, Y is the output signal (the concentration of the output
where, the variable t represents time,U is the input signal (the concentration

species) and v is the state variable of the downstream system. In the

cases that follow, v is the normalized concentration of the complex formed

by the output species Y and its target binding sites p in the downstream

system.

The internal dynamics of the upstream system are captured by the reac-

tion-rate vector f0. This vector includes the production and decay terms for

the input species. The internal dynamics of the signaling system are

captured by the reaction-rate vector f1. This vector captures the reactions

that occur between different species within the signaling system. The reac-

tion-rate vector r is the reaction flux resulting from the reactions between

species of the upstream system and those of the signaling system. Thus,

this vector affects the rate of change of both the input species and the spe-

cies of the signaling system, with corresponding stoichiometry matrices A

and B. The reaction-rate vector s represents the additional reaction flux due

to the binding-unbinding of the output protein with the target sites in the

downstream system. This vector therefore affects the rate of change of

the downstream species as well as the signaling system, with corresponding

stoichiometric matrices C and D. These additional reaction fluxes, r and s,
Biophysical Journal 113, 728–742, August 8, 2017 731



Shah and Del Vecchio
affect the temporal behavior of the input and the output, often slowing them

down, as demonstrated previously (11).

The parameter R accounts for decay/degradation of complexes formed by

the input species with species of the signaling system, thus leading to an

additional channel for removal of the input species through their interaction

with the signaling system. Similarly, scalar S1 represents decay of com-

plexes formed by the input species with species of the downstream system.

This additional decay leads to an effective increase in decay of the input,

thus affecting its steady-state. As species of the signaling system are

sequestered by the downstream system, their free concentrations change.

This is accounted for by the vectors S2 and S3.

The retroactivity to the input R indicated in Fig. 1 A therefore equals

ðR; r; S1Þ, which leads to both steady-state and temporal effects on

the input response. The retroactivity to the output of Fig. 1 A equals

ðS1; S2; S3; sÞ, which leads to an effect on the output response. For ideal

unidirectional signal transmission, the effects of R and must be small.

The ideal input of Fig. 1 B,Uideal, is the input when retroactivity to the input

R is zero, i.e., when R ¼ S1 ¼ r ¼ 0. The isolated output of Fig. 1 C, Yis,

is the output when retroactivity to the output is zero, i.e., when

S1 ¼ S2 ¼ S3 ¼ s ¼ 0.

The positive scalar G1 captures the timescale separation between the re-

actions of the signaling system and the dynamics of the input. Since we

consider relatively slow inputs, we have G1 [ 1. The positive scalar G2

captures the timescale separation between the binding-unbinding rates be-

tween the output Y and its target sites p in the downstream system and the

dynamics of the input. Since binding-unbinding reactions also operate on a

fast timescale, we have G2 [ 1. We define e ¼ maxðð1=G1Þ; ð1=G2ÞÞ and
thus, e � 1. This allows us to apply techniques from singular perturbation

to simplify and the set of equations in (1), to arrive at the results presented

in the next section. Details of this analysis are shown in Supporting Mate-

rial, Section 1.1.

In Results, we outline a procedure to determine whether a given signaling

system satisfies definition 1. For this, we introduce the following defini-

tions. We assume that there exist matrices M and P, and invertible matrices

T and Q such that

TAþMB ¼ 0; Mf1 ¼ 0 and QCþ PD ¼ 0 : (2)

This assumption is usually satisfied in signaling systems (32). Further, we

have

v ¼ fðXÞis the solution to sðX; vÞ ¼ 0; (3)

and

X ¼ G ðUÞis the solution to BrðU;X; S2vÞ þ f1ðU;X; S3vÞ
¼ sðX; vÞ ¼ 0:

(4)

We note that, for system 1 (Supporting Material, Section 1.1), terms S2 and

S3 and functions f1 and G depend on the vector of total protein concentra-

tions, Q .
Simulations and validity of results

For most systems, we have assumed that the Michaelis-Menten constants

for the phosphorylation and dephosphorylation reactions are larger than

protein concentrations. More specific assumptions are stated in Results.

Our theoretical analysis for the various systems is valid for all reaction-

rate parameters as long as these assumptions are satisfied. Thus, although

the simulation results are performed for specific parameters, the conclu-

sions are robust to changes in these parameters. Simulations of the full

ODE systems are run on MATLAB, using the numerical ODE solvers
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ode23s and ode15s. All simulation parameters are picked from the biolog-

ically relevant ranges given in (35), and are listed in Table S1.
RESULTS

The main result of this study is twofold. First, we provide a
general procedure to determine whether any given signaling
system enables unidirectional signal transmission. Second,
using this procedure, we analyze the unidirectional signal
transmission ability of both common and less frequent
signaling architectures. In particular, we found that most
signaling architectures transmit information via kinases.
Therefore, we have analyzed several architectures where
this is the case. However, both nature and a human designer
have the option of designing a system that would transmit
information via substrates. Since this is not frequently
encountered in natural signaling architectures, we analyzed
whether these designs show a disadvantage to unidirectional
signaling, as indeed we find they do.
Procedure to determine unidirectional signal
transmission

We outline a procedure to determine whether any given
signaling system can enable unidirectional signaling in
Fig. 3. First, the reaction-rate equations of the signaling sys-
tem are written in form (1) (Supporting Material, Section
1.1), allowing us to note the terms S1, S2, S3, and R for
step 2. The remaining terms for step 2 are computed using
Eqs. 2–4 under Generalized model. The terms in steps 3–5
are computed using the terms in step 2. The upper bound
on jUðtÞ � UidealðtÞ j is proportional to the terms found in
step 3, and thus, as these are made small according to test
(i), the first requirement of definition 1 is satisfied. The anal-
ysis giving rise to these terms is shown in theorem 1 in Sup-
porting Material, Section 1.1. Similarly, the upper bound on
jYisðtÞ � YðtÞ j is proportional to the terms in step 4, and
thus, as these are made small according to test (ii), the sec-
ond requirement of definition 1 is satisfied. This is derived in
theorem 2 in Supporting Material, Section 1.1. Theorem 3 in
Supporting Material, Section 1.1 shows that the input-output
relationship for the signaling system can be computed by
step 5. If this input-output relationship satisfies test (iii),
the third requirement of definition 1 is satisfied. Once tests
(i)–(iii) are satisfied, test (iv) checks whether all the require-
ments for definition 1 can be achieved simultaneously by
tuning Q . If this is possible, the signaling system is said
to be able to transmit a unidirectional signal.

Note that throughout this work, Q is assumed to be the
design parameter, since it is relatively easier to tune in
both natural and synthetic circuits. However, the procedure
outlined in Fig. 3 holds even if different design parameters
are chosen.

As an example of the application of the procedure,
we consider once again the single PD cycle (see



FIGURE 3 Procedure to determine whether a given signaling system satisfies definition 1 for unidirectional signal transmission.
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Example). Steps 1–5 for this system are shown in Sup-
porting Material, Section 1.3. We find that to satisfy test
(i), we must have small XT. Further, to satisfy test (ii),
we must have large XT and MT. Finally, computing
IG from step 5, we find that the input-output relation-
ship has Kzðk1Km2=k2Km1ÞðXT=MTÞ with m ¼ 1 when
Km1;Km2 [ 1. These results are consistent with those
described in Example, as well as with previous theoret-
ical and experimental work (8,11,33). There exists a
tradeoff between requirements 1 and 2 of definition 1,
i.e., between imparting a small retroactivity to the input
and attenuating retroactivity to the output. Thus, Q
cannot be chosen such that all three requirements
are simultaneously satisfied. Test (iv) fails, and the
single PD cycle cannot achieve unidirectional signal
transmission.

This way, the above procedure can be used to identify
ways to tune the total protein concentration of a signaling
system such that it satisfies definition 1. Using this proced-
ure, we analyze a number of signaling architectures,
including double phosphorylation systems, phosphotransfer
systems, and multistage signaling architectures composed
of these. For these architectures, we consider two types of
input signals: a kinase input (highly represented in natural
systems), where the input regulates the rate of phosphoryla-
tion, and a substrate input (less frequent in natural systems),
where the input regulates the rate of production of the
substrate.
Double phosphorylation cycle with input as
kinase

Here, we consider a double phosphorylation cycle with a
common kinase Z for both phosphorylation cycles as the
input and the doubly phosphorylated substrate X** as the
output. This architecture is found in the second and third
stages of the MAPK cascade, where the kinase phosphory-
lates both the threonine and tyrosine sites in a distributive
process (44). This configuration is shown in Fig. 4 A. Refer-
ring to Fig. 1 A, the input signal U is the concentration Z of
the kinase and the output signal Y is the concentration X�� of
the doubly phosphorylated substrate X.

The input kinase is produced at a time-varying rate, kðtÞ.
All species dilute with a rate constant d, and the total pro-
moter concentration in the downstream system is pT. The to-
tal substrate and phosphatase concentrations are XT andMT,
respectively. The Michaelis-Menten constants for the two
phosphorylation and the two dephosphorylation reactions
are Km1, Km3, Km2, and Km4, respectively. The catalytic reac-
tion rate constants of these reactions are k1, k2, k3, and k4,
respectively. The system’s chemical reactions are shown
in Supporting Material, Eq. 28. As explained before, the
Biophysical Journal 113, 728–742, August 8, 2017 733
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FIGURE 4 Tradeoff between small retroactivity to the input and attenuation of retroactivity to the output in a double phosphorylation cycle. (A) Double

phosphorylation cycle, with input Z as the kinase: X is phosphorylated by Z to X*, and further on to X**. Both of these are dephosphorylated by the phos-

phataseM. X** is the output and acts on sites p in the downstream system, which is depicted as a gene expression system here. (B–E) Simulation results for

the ODE model shown in Supporting Material, Eq. 29. Simulation parameters are given in Table S1. The ideal system is simulated for Zideal with

XT ¼ MT ¼ pT ¼ 0. The isolated system for X�
is is simulated with pT ¼ 0. To see this figure in color, go online.
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parameters that we tune to investigate retroactivity effects
are the total protein concentrations of the phosphorylation
cycle, that is, XT and MT. Specifically, using the procedure
in Fig. 3, we tune XT and MT to verify if this system can
transmit a unidirectional signal, according to definition 1.
Steps 1–5 are detailed in Supporting Material, Section 1.4.
We therefore find the following.

1. Retroactivity to the input: Evaluating the terms in step 3,
we find that to satisfy test (i), we must have small
ðXT=Km1Þ and small ðXT=MTKm3Þðk1Km2=k2Km1Þ. Thus,
to have small retroactivity to the input, the parameter
XT must be small. (Evaluation of terms in step 3 is shown
in Supporting Material, Section 1.4).

2. Retroactivity to the output: Evaluating the terms in step
4, we find that to satisfy test (ii), we must have small
ðpT=XTÞ and ðdpT=a4MTÞ. Thus, to attenuate retroac-
tivity to the output, we must have large XT andMT. (Eval-
uation of terms in step 4 is shown in Supporting Material,
Section 1.4).

(iii) Input-output relationship: Computing IG shows that
X��
is zðk1k3Km2Km4=k2k4Km1Km3ÞðXT=M

2
TÞZ2

is when
Km1; Km2; Km3; Km4 [ Zis; Km2 [X�

is, Km4 [X��
is

and MT [ Zis. Under these assumptions, this system
satisfies test (iii) by tuning the ratio ðXT=M

2
TÞ to

achieve a desired K with m ¼ 2. (Evaluation of step 5
is shown in Supporting Material, Section 1.4).

This system shows opposing requirements to satisfy tests
(i) and (ii), similar to the single phosphorylation cycle.
Thus, although each of the requirements of tests (i)-(iii)
734 Biophysical Journal 113, 728–742, August 8, 2017
are individually satisfied, the system does not satisfy test
(iv), showing a tradeoff that prevents unidirectional signal
transmission. Retroactivity to the input is large when sub-
strate concentration XT (and MT) increases, because the
input Z must phosphorylate a large amount of substrate,
thus leading to a large reaction flux to Z due to the phosphor-
ylation reaction. However, if XT (andMT) is made small, the
system cannot attenuate the retroactivity to the input, since
as the output X** is sequestered by the downstream system,
there is not enough substrate available for the signaling sys-
tem. Therefore, tests (i) and (ii) cannot be independently
satisfied.

These mathematical predictions can be appreciated from
the numerical simulations of Fig. 4, B–E, with a time-vary-
ing input, and from the simulations in Fig. S2, B–E, with a
step input. This result is summarized in Fig. 9 B.
Regulated autophosphorylation followed by
phosphotransfer

We now consider a signaling system composed of a phos-
photransfer system, whose phosphate donor receives the
phosphate group via autophosphorylation regulated by pro-
tein Z. An instance of this architecture is found in the bac-
terial chemotaxis network, where the autophosphorylation
of protein CheA is regulated by a transmembrane receptor
(e.g., Tar). CheA then transfers the phosphate group to pro-
tein CheY in a phosphotransfer reaction. CheY further un-
dergoes dephosphorylation catalyzed by the phosphatase
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CheZ (45–47). A similar mechanism is also present in the
ubiquitous two-component signaling networks, where the
sensor protein autophosphorylates upon binding to a stim-
ulus (e.g., a ligand) and then transfers the phosphate group
to the receptor protein (15,48). We model this regulated au-
tophosphorylation as a phosphorylation reaction with kinase
as input, since in both cases, first an intermediate complex is
formed and the protein then undergoes phosphorylation.
This architecture is shown in Fig. 5 A. In this case, the input
signal U of Fig. 1 A is Z, which is the concentration of the
kinase/stimulus Z that regulates the phosphorylation of the
phosphate donor X1, which then transfers the phosphate
group to protein X2. The output signal Y in Fig. 1 A is
then X�

2 , which is the concentration of the phosphorylated
substrate X�

2 . Protein X
�
2 is dephosphorylated by phosphatase

M. Total concentrations of proteins X1, X2, and M are XT1,
XT2; and MT, respectively. The Michaelis-Menten constants
for the phosphorylation of X1 by Z and dephosphorylation of
X�
2 byM are Km1 and Km3, and the catalytic rate constants of

these are k1 and k3, respectively. The association rate con-
stant of complex formation by X�

2 and X1 is a3. These reac-
tions are shown in Supporting Material, Eq. 48. The total
concentration of promoter sites in the downstream system
is pT. The input Z is produced at a time-varying rate, kðtÞ.
As before, the parameters we change to analyze the system
for unidirectional signal transmission are its total protein
concentrations, XT1, XT2; and MT. Using the procedure in
Fig. 3, we analyze the system’s ability to transmit unidirec-
tional signals as per definition 1 as XT1, XT2; andMT are var-
ied. This is done as follows. (Steps 1–5 for this system are
shown in Supporting Material, Section 1.5).
A
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FIGURE 5 Tradeoff between small retroactivity to the input and attenuation

phosphorylation followed by phosphotransfer, with input Z as the kinase: Z phos

phosphotransfer reaction, forming X�
2 , which is in turn dephosphorylated by the p

which is depicted as a gene expression system here. (B–E) Simulation results fo

given in Table S1. The ideal system is simulated for Zideal with XT1 ¼ XT2 ¼ MT

figure in color, go online.
1. Retroactivity to the input: Evaluating the terms in step 3,
we find that to satisfy test (i), we must have small
ðXT1=Km1Þ. Thus, for small retroactivity to the input,
we must have small XT1. (Evaluation of the terms in
step 3 is shown in Supporting Material, Section 1.5).

2. Retroactivity to the output: Evaluating the terms in
step 4, we find that to satisfy test (ii), ðpT=XT2Þ and
ðdpT=a3XT1Þ must be small. Thus, for a small retroac-
tivity to the output, we must have large XT1 and XT2.
(Evaluation of terms in step 4 is shown in Supporting
Material, Section 1.5).

3. Input-output relationship: Evaluating IG as in step 5,
we find that X�

2zðk1Km3=k3Km1ÞðXT1=MTÞZ when
Km1 [ Zis and Km4 [X�

2;is. Under these assumptions,
this system satisfies test (iii), where a desired K can be
achieved by tuning the ratio ðXT1=MTÞ with m ¼ 1.
(Evaluation of step 5 is shown in Supporting Material,
Section 1.5).

In light of findings 1 and 2, above, we note that tests (i)
and (ii) cannot be simultaneously satisfied. Test (iv) fails,
and the system shows a tradeoff in attenuating retroactivity
to the input and output. Retroactivity to the input can be
made small by making XT1 (and MT) small, since kinase Z
must phosphorylate less substrate. However, the system
with low XT1 is unable to attenuate retroactivity to the
output, which requires that XT1 be large. This is because,
as the output X�

2 is sequestered by the downstream system
and undergoes decay as a complex, this acts as an additional
channel of removal for the phosphate group from the sys-
tem, which was received from X�

1 . If XT1 (and MT) is small,
E

C

of retroactivity to the output in a phosphotransfer system. (A) System with

phorylates X1 to X�
1 . The phosphate group is transferred from X�

1 to X2 by a

hosphataseM. X�
2 is the output and acts on sites p in the downstream system,

r ODE (49) in Supporting Material, Section 1.5. Simulation parameters are

¼ pT ¼ 0. The isolated system is simulated for X�
2;is with pT ¼ 0. To see this
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this removal of the phosphate group affects the amount of X�
1

in the system to a larger extent than when XT1 is large. Thus,
there exists a tradeoff between requirements 1 and 2 of defi-
nition 1, and the system does not allow unidirectional signal
transmission.

This mathematical analysis is demonstrated in the simula-
tion results shown in Fig. 5, B–E with a time-varying input,
and in the simulation results in Fig. S3,B–Ewith a step input.
The discussion is further summarized in Fig. 9 B.
Cascade of single phosphorylation cycles

We have now seen three systems that show a tradeoff be-
tween attenuating retroactivity to the output and imparting
a small retroactivity to the input: the single phosphorylation
cycle, the double phosphorylation cycle, and the phospho-
transfer system, all with a kinase as input. In all three cases,
the tradeoff is due to the fact that, as the total substrate con-
centration is increased to attenuate the effect of retroactivity
on the output, the system applies a large retroactivity to the
input. Thus, requirements 1 and 2 of definition 1 cannot be
independently achieved. In (34), a cascade of phosphotrans-
fer systems was found to apply a small retroactivity to the
input and to attenuate retroactivity to the output. Further,
cascades of single and double PD cycles are ubiquitous in
cellular signaling, such as in the MAPK cascade (14,49).
The two-component signaling system (Regulated autophos-
phorylation followed by phosphotransfer) is also often the
first stage of a cascade of signaling reactions (15,48). Moti-
vated by this, here we consider a cascade of PD cycles to
determine how a cascaded architecture can overcome this
tradeoff. We have found that single and double PD cycles,
and the phosphotransfer system, show similar properties
with respect to unidirectional signal transmission. Thus,
our findings are applicable to all systems composed of cas-
cades of single-stage systems, such as the single PD cycle,
A

B

FIGURE 6 Tradeoff between small retroactivity to the input and attenuation

ylation cycles. (A) Cascade of two phosphorylation cycles, with kinase Z as the in

it to X�
2 , which is the output, acting on sites p in the downstream system, which is

by phosphatasesM1 andM2, respectively. (B and C) Simulation results for ODEs

given in Table S1. The ideal system is simulated for Zideal with XT1 ¼ XT2 ¼ MT

figure in color, go online.
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the double PD cycle, and the phosphotransfer system
analyzed in Regulated autophosphorylation followed by
phosphotransfer (simulation results for cascades of different
systems are shown in Figs. S15 and S16).

We consider a cascade of two single phosphorylation cy-
cles, shown in Fig. 6A. The input signal isZ, the concentration
of kinase Z. Z phosphorylates substrateX1 toX

�
1 , which acts as

a kinase for substrate X2, phosphorylating it to X
�
2 . X

�
1 and X

�
2

are dephosphorylated by phosphatases M1 and M2, respec-
tively. The output signal is X�

2 , the concentration of X
�
2 .

The input Z is produced at a time-varying rate, kðtÞ, and
all species dilute with rate constant d. The substrates of
the cycles are produced at constant rates kX1 and kX2, respec-
tively, and the phosphatases are produced at constant rates
kM1 and kM2. We then define XT1 ¼ ðkX1=dÞ, XT2 ¼
ðkX2=dÞ, MT1 ¼ ðkM2=dÞ, and MT2 ¼ ðkM2=dÞ. The concen-
tration of promoter sites in the downstream system is pT.
The Michaelis-Menten constants for the phosphorylation
and dephosphorylation reactions are Km1, Km3, Km2, and
Km4, respectively, and catalytic rate constants are k1, k3,
k2, and k4. The chemical reactions for this system are shown
in Supporting Material, Eq. 58. As before, the parameters
we vary to analyze this system’s ability to transmit unidirec-
tional signals are XT1;XT2, MT1, and MT2. Using the pro-
cedure in Fig. 3, we seek to tune these to satisfy the
requirements of definition 1. We find the following. (Steps
1–5 are detailed in Supporting Material, Section 1.6.)

1. Retroactivity to the input: Evaluating the terms in step 3,
we find that to satisfy test (i), ðXT1=Km1Þ must be small.
Thus, to have a small retroactivity to the input, XT1 must
be small. (Evaluation of terms in step 3 is shown in Sup-
porting Material, Section 1.6.)

2. Retroactivity to the output: As before, we evaluate
the terms in step 4, and find that to satisfy test (ii), we
must have small ðpT=XT2Þ and ðdpT=a4MT2Þ. Thus, to
attenuate retroactivity to the output, MT2 and XT2 must
C

of retroactivity to the output is overcome by a cascade of single phosphor-

put: Z phosphorylates X1 to X
�
1 , X

�
1 acts as the kinase for X2, phosphorylating

depicted as a gene expression system here. X�
1 and X

�
2 are dephosphorylated

in Supporting Material, Eqs. 72–79, with N¼ 2. Simulation parameters are

¼ pT ¼ 0. The isolated system is simulated for X�
2;is with pT ¼ 0. To see this
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be large. (Evaluation of terms in step 4 is shown in Sup-
porting Material, Section 1.6.)

3. Input-output relationship: Evaluating IG as in step 5,
we find that the input-output relationship is X�

2;isz
ðk1k3Km2Km4=k2k4Km1Km3ÞðXT1XT2=MT1MT2ÞZis when
Km1; Km2; Km3; Km4 [ Zis and MT2 � Km4. (Details
are shown in Supporting Material, Section 1.6.) The ratio
ðXT1XT2=MT1MT2Þ can thus be tuned such that the system
satisfies test (iii) with m ¼ 1. However, if the different
stages of the cycle share a common phosphatase, addi-
tional cycles may be required to maintain a linear
input-output response (50). Details of this analysis are
shown in step 5 of Supporting Material, Section 1.7.

Finally, we see that test (iv) is satisfied for this system,
since tests (i)–(iii) can be satisfied simultaneously. We
thus note that the tradeoff between attenuating retroactivity
to the output and imparting small retroactivity to the input,
found in single-stage systems, is broken by having a cascade
of two cycles. This is because the input kinase Z only
directly interacts with the first cycle, and thus, when XT1

is made small, the upstream system faces a small reaction
flux due to the phosphorylation reaction, making retroac-
tivity to the input small. The downstream system sequesters
the species X�

2 , and when XT2 is made high, there is enough
substrate X2 available for the signaling system to be nearly
unaffected, thus attenuating retroactivity to the output.
This is verified in Fig. 6, B and C. The tradeoff found in
the single cycle in Fig. 2, B–E, is overcome by the cascade,
where we have tuned MT1 and MT2 to satisfy requirement 3
of definition 1. When the total substrate concentration for a
single cycle is low, the retroactivity to the input is small
(Fig. 2 B), but the retroactivity to the output is not attenuated
(Fig. 2 C). When the total substrate concentration of this cy-
cle is increased, the retroactivity to the output is attenuated
(Fig. 2 D), but the input, and therefore the output, is highly
changed due to an increase in the retroactivity to the input
(Fig. 2, D and E). When the same two cycles are cascaded,
with the low substrate concentration cycle being the first and
the high substrate concentration cycle being the second (and
MT1 andMT2 tuned to maintain the same gain K as the single
cycles), retroactivity to the input is small and retroactivity to
the output is attenuated (Fig. 6, B and C). Thus, cascading
two cycles overcomes the tradeoff found in a single cycle.
The same conclusions can also be appreciated from the
simulation results for a step-input response in Fig. S1.

These results are summarized in Fig. 9 E. Although the
system demonstrated here is a cascade of single phosphory-
lation cycles, the same decoupling is true for cascaded
systems composed of double phosphorylation cycles and
phosphorylation cycles followed by phosphotransfer, which,
as we saw in the previous subsections, show a similar kind of
tradeoff. Cascades of such systems, with the first systemwith
a low substrate concentration and the last system with a high
substrate concentration thus both impart a small retroactivity
to the input and attenuate retroactivity to the output and are
therefore able to transmit unidirectional signals. This can
be seenvia simulation results in SupportingMaterial, Section
1.7.1, where a cascade of a phosphotransfer system and a sin-
gle PD cycle is seen in Fig. S5 and a cascade of a single PD
cycle and a double PD cycle is seen in Fig. S6.
Phosphotransfer with the phosphate donor
undergoing autophosphorylation as input

Here, we consider a signaling system composed of a protein
X1 that undergoes autophosphorylation and then transfers
the phosphate group to a substrate X2, shown in Fig. 7 A.
In Regulated autophosphorylation followed by phospho-
transfer, we considered a system with regulated autophos-
phorylation, where the input is a ligand/kinase. In this
section, motivated by proteins that undergo autophosphory-
lation and then transfer the phosphate group, we consider a
system where the input is the protein undergoing autophos-
phorylation (substrate input). Based on our literature review,
we have not found instances of such systems in nature, and
in this section, we investigate whether they might pose a
disadvantage to unidirectional signaling. The input signal
U of Fig. 1 A is X1, the concentration of protein X1 that un-
dergoes autophosphorylation, and the output signal Y of
Fig. 1 A is X�

2 , the concentration of phosphorylated protein
X�
2 . The total protein concentrations of substrate X2 and

phosphatase M are XT2 and MT, respectively. The total con-
centration of promoters in the downstream system is pT.
Autophosphorylation of a protein typically follows a confor-
mational change that either allows the protein to dimerize
and phosphorylate itself or stimulates the phosphorylation
of the monomer (51). Here, we model the latter mechanism
for autophosphorylation as a single step with rate constant
p1. The Michaelis-Menten constant for the dephosphoryla-
tion of X�

2 by M is Km3, and the association, dissociation,
and catalytic rate constants for this reaction are a3, d3, and
k3. The association and dissociation rate constants for the
complex formed by X�

1 and X2 are a1 and d1, the dissociation
rate constant of this complex into X1 and X�

2 is d2, and the
corresponding reverse association rate constant is a2. The
input protein X1 is produced at a time-varying rate, kðtÞ. De-
tails of the chemical reactions of this system are shown in
Supporting Material, Eq. 101. We use the procedure in
Fig. 3 to analyze this system as per definition 1 by varying
the total protein concentrations XT2 and MT. This is done as
follows. (Steps 1–5 are detailed in Supporting Material,
Section 1.8.)

1. Retroactivity to input: Evaluating the terms in step 3,
we find that to satisfy test (i), ð2d1a2K=a1d2XT2Þ,
ðp1ðd1 þ d2Þ=a1d2XT2Þ, ð2a2K=d2Þ, and ðp1=d2Þ must
be small, where K ¼ ðp1Km3=k3MTÞ. However, not all
these terms can be made smaller by varying XT2 and
MT alone. Thus, the retroactivity to the input, and
Biophysical Journal 113, 728–742, August 8, 2017 737
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FIGURE 7 Attenuation of retroactivity to the output by a phosphotransfer system. (A) System with autophosphorylation followed by phosphotransfer, with

input as protein X1 which autophosphorylates to X
�
1 . The phosphate group is transferred from X�

1 to X2 by a phosphotransfer reaction, forming X�
2 , which is in

turn dephosphorylated by the phosphatase M. X�
2 is the output and acts on sites p in the downstream system, which is depicted as a gene expression system

here. (B–E) Simulation results for the ODE in Supporting Material, Eq. 102. Simulation parameters are given in Table S1. The ideal system is simulated for

X1;ideal with XT2 ¼ MT ¼ p1 ¼ pT ¼ 0. The isolated system is simulated for X�
2;is with pT ¼ 0. To see this figure in color, go online.
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whether or not test (i) is satisfied, depends on the reaction
rate constants of the system, and it is not possible to tune
it using total protein concentrations alone. (Evaluation of
terms in step 3 is shown in Supporting Material, Section
1.8.)

2. Retroactivity to output: Evaluating the terms in step 4,
we find that to satisfy test (ii), we must have a small
ðpT=XT2Þ and ðpTd=a3MTÞ. Thus, to attenuate retroac-
tivity to the output, XT2 and MT must be large. (Evalua-
tion of terms in step 4 is shown in Supporting Material,
Section 1.8.)

3. Input-output relationship: Evaluating IG as in step 5,
we find that the input-output relationship is X�

2;isz
ðp1Km3=k3MTÞX1;is when Km3 [X�

2;is and thus, this sys-
tem can satisfy test (iii) by tuningMT to achieve a desired
K with m ¼ 1. (Details of step 5 are shown in Supporting
Material, Section 1.8.)

Thus, we find that the retroactivity to the input cannot be
made small by changing concentrations alone. The retroac-
tivity to the output can be attenuated by having a large XT2

and MT, since these can compensate for the sequestration of
X�
2 by the downstream system. This signaling system can

therefore satisfy tests (ii) and (iii) for unidirectional signal
transmission. Although satisfying these requirements does
not increase the retroactivity to the input, thus making it
possible for it to satisfy test (i) as well, retroactivity to the
input depends on the reaction-rate parameters, in particular,
on the forward reaction-rate constant, p1, of autophosphor-
ylation of X1. If this is large, the autophosphorylation reac-
tion applies a large reaction flux to the upstream system,
thus resulting in a large retroactivity to the input. If p1 is
small, this flux is small, and thus, retroactivity to the input
738 Biophysical Journal 113, 728–742, August 8, 2017
is small. By the way we have defined cascades (as signals
between stages transmitted through a kinase), any cascade
containing this system would have it as a first stage. There-
fore, even cascading this system with different architectures
would not overcome the above limitation. These mathemat-
ical predictions can be appreciated in the simulation results
shown in Fig. 7, B–E for a time-varying input, and in the
simulation results shown in Fig. S7, B–E with a step input.
The result is summarized in Fig. 9 C.
Single cycle with substrate input

Here, we consider a single phosphorylation cycle where the
input signal U of Fig. 1 A is X, the concentration of the sub-
strate X, and the output signal Y is X�, the concentration of
the phosphorylated substrate. We consider this system moti-
vated by the various transcription factors that undergo phos-
phorylation before activating or repressing their targets,
such as the transcriptional activator nitrogen regulator I in
the Escherichia coli nitrogen assimilation system (52).
However, to the best of our knowledge, based on our litera-
ture review, signals are more commonly transmitted through
kinases, as opposed to being transmitted by the substrates
of phosphorylations. Since these are less represented than
the others in natural systems, we ask whether they have
any disadvantage for unidirectional transmission, and in
fact they do. Note that the system analyzed in Phosphotrans-
fer with the phosphate donor undergoing autophosphoryla-
tion as input is a system that takes as input a kinase that
undergoes autophosphorylation before donating the phos-
phate group, and is not the same as the system consid-
ered here, where the input is a substrate of enzymatic
phosphorylation.
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The signaling system we consider, along with the up-
stream and downstream systems, is shown in Fig. 8 A.
The input protein X is produced at a time-varying rate,
kðtÞ. It is phosphorylated by kinase Z to the output protein
X*, which is in turn dephosphorylated by phosphatase M.
X* then acts as a transcription factor for the promoter sites
in the downstream system. All the species in the system
decay with rate constant d. The total concentration of pro-
moters in the downstream system is pT. The total kinase
and phosphatase concentrations are ZT and MT, respec-
tively, which are the parameters of the system we vary.
The Michaelis-Menten constants of the phosphorylation
and dephosphorylation reactions are Km1 and Km2, and
the catalytic rate constants are k1 and k2. The chemical re-
actions of this system are shown in Supporting Material,
Eq. 112. Using the procedure in Fig. 3, we analyze
whether this system can transmit a unidirectional signal
according to definition 1 by varying ZT and MT. This
is done as follows (steps 1–5 in Supporting Material,
Section 1.9).

1. Retroactivity to the input: Evaluating the terms in step 3,
we find that they cannot be made small by changing ZT
and MT, and therefore, test (i) fails and retroactivity to
the input cannot be made small. (Evaluation of terms
in step 3 is shown in Supporting Material, Section 1.9).

2. Retroactivity to the output: Similarly, we evaluate the
terms in step 4 and find that they cannot be made small
by varying ZT and MT. Thus, test (ii) fails and retroac-
tivity to the output cannot be attenuated by tuning these
parameters. (Evaluation of terms in step 4 is shown in
Supporting Material, Section 1.9.)
A

FIGURE 8 Inability to attenuate retroactivity to the output or impart small re

input. (A) Single phosphorylation cycle, with input X as the substrate: X is phos

phatase M back to X. X* is the output and acts as a transcription factor for the p

ODEs in Supporting Material, Eqs. 113 and 114. Simulation parameters

XT ¼ MT ¼ pT ¼ 0. The isolated system is simulated for X�
is with pT ¼ 0. To s
3. Input-output relationship: Evaluating IG as in step 5,
we find that the input-output relationship is linear
with gain K ¼ ðððk1ZT=Km1Þ=ðk2MT=Km2Þ þ dÞÞ when
Km1; Km2 [X, that is:

X�
isðtÞzKXisðtÞ: (5)

The input-output relationship is thus linear, i.e., m ¼ 1, and
K can be tuned by varying ZT and MT. The system thus sat-
isfies test (iii). (Details of step 5 are shown in Supporting
Material, Section 1.9.)

Thus, we find that a signaling system composed of a sin-
gle phosphorylation cycle with substrate as input cannot
transmit a unidirectional signal, since it can neither make
retroactivity to the input small nor attenuate retroactivity
to the output. This is because the same protein X is the input
(when unmodified) and the output (when phosphorylated).
Thus, when X undergoes phosphorylation, the concentration
of input X is reduced by conversion to X�, thus applying a
large retroactivity to the input. Now, when X* is sequestered
by the downstream system, this results in a large flux to both
X and X*, and thus the retroactivity to the output is also
large. In fact, the same is true for an architecture with the
input undergoing double phosphorylation, as seen in Sup-
porting Material, Section 1.10, where X** is the output.
For this architecture, as X** is sequestered, this applies a
large flux to X, X*, and X**. Cascading such systems would
also not enhance their ability to transmit unidirectional sig-
nals: if the system were used as the first stage to a cascade, it
would apply a large retroactivity to the input for the afore-
mentioned reasons. The way we have defined cascades
B

D E

C

troactivity to the input by a single phosphorylation cycle with substrate as

phorylated by the kinase Z to X*, which is dephosphorylated by the phos-

romoter sites p in the downstream system. (B–E) Simulation results for the

are given in Table S1. The ideal system is simulated for Xideal with
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above, with noninitial stages receiving their input via a ki-
nase, this system cannot be the second stage of a cascade,
since it takes its input in the form of the substrate. These re-
sults are demonstrated in the simulation results shown in
Fig. 8, B–E, for a sinusoidal input, and in Figs. S18, B–E,
for a step input. Results for the double phosphorylation cy-
cle with substrate input are seen from Figs. S19 and S20.
These results are summarized in Fig. 9 F.
DISCUSSION

Retroactivity effects have been shown to be useful in certain
contexts, such as transcription-factor decoy sites that
convert graded dose responses to sharper, more switch-
like responses (53). However, retroactivity is one of
the chief hurdles to one-way transmission of information
(8–13). The goal of this work was to identify signaling ar-
chitectures that can overcome retroactivity and thus allow
the transmission of unidirectional signals. To achieve this,
we have provided a procedure that can be used to analyze
any signaling system composed of reactions such as PD
and phosphotransfer. We have then considered different
signaling architectures (Fig. 9) and have used this procedure
to determine whether they have the ability to minimize
retroactivity to the input and attenuate retroactivity to the
output.

We have found that a main discriminating factor is
whether the signaling architecture transmits information
A C

B D

E

FIGURE 9 Table summarizing the results. For each inset table, a ( ) for co

activity to the input by varying total protein concentrations, a ( ) for column

the output by varying total protein concentrations, and column m describes the

nition 1, requirement 3). Thus, as seen above, systems (D), (F), and (G) fail to sa

signaling. Inset tables with two rows imply that one of the two rows can be ach

systems (A)–(C) show the tradeoff between the ability to minimize retroactivity

(second row). Note that this tradeoff is overcome by the cascade (E). To see th
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from kinases or from substrates. Specifically, phosphor-
ylation cycles (single or double) and phosphotransfer
systems that transmit information from an input kinase
(Fig. 9, A–C) show a tradeoff between minimizing retroac-
tivity to the input and attenuating retroactivity to the output,
consistent with prior experimental studies (33,54). Yet cas-
cades of such systems (see, for example Fig. 9 E) can break
this tradeoff. This is achieved when the first stage has low
substrate concentration, thus imparting a small retroactivity
to the input, and the last stage has high substrate con-
centration, thus attenuating retroactivity to the output. Inter-
estingly, this low-high substrate concentration pattern
appears in the MAPK signaling cascade in the mature Xen-
opus oocyte, where the first stage is a phosphorylation cycle
with substrate concentration in the nanomolar range and the
last two stages are double phosphorylation cycle with sub-
strate concentration in the thousands of nanomoles (25).
This low-high pattern indicates an ability to overcome retro-
activity and transmit unidirectional signals, and although
this structure may serve other purposes as well, it is possible
that the substrate concentration pattern has evolved to more
efficiently transmit unidirectional signals. By contrast,
architectures that transmit information from a substrate
(Fig. 9, D–G) do not perform as well even when cascaded.
Consistent with this finding, whereas architectures that
transmit signals from an input kinase are highly represented
in cellular signaling, such as in the MAPK cascade and two-
component signaling (1–7,16–19), those receiving signals
F

G

lumn implies that the system can (cannot) be designed to minimize retro-

implies that the system can (cannot) be designed to attenuate retroactivity to

input-output relationship of the system (i.e., YzKUm) as described in defi-

tisfy at least one of the three requirements for definition 1 for unidirectional

ieved for a set of values for the design parameters: thus, the two rows for

to the input (first row) and the ability to attenuate retroactivity to the output

is figure in color, go online.
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through substrates are not as frequent in natural systems.
This was in fact the reason we chose to analyze systems
with substrate as input. We wished to determine whether
they show a disadvantage to unidirectional signaling, poten-
tially explaining why they are not frequently seen. It has
also been reported that kinase-to-kinase relationships are
highly conserved evolutionarily (55), implying that upon
evolution, signaling mechanisms where kinases phosphory-
late other kinases are conserved. These facts support the
notion that cellular signaling has evolved to favor one-
way transmission.

For graph-based methods for analyzing cellular networks
(56), such as discovering functional modules based on
motif search or clustering, signaling pathway architectures
that transmit unidirectional signals can then be treated as
directed edges. On the contrary, analysis of signaling sys-
tems (such as those with a substrate as input) that do not
demonstrate the ability to transmit unidirectional signals
must take into account the effects of retroactivity. These ef-
fects could result in cross talk between different targets of
the signaling system, since a change in one target would
affect the others by changing the signal being transmitted
through the pathway (13). Our work provides a way to iden-
tify signaling architectures that overcome such effects and
that can be treated as modules whose input/output behavior
is largely independent from the context. Our findings
further uncover a library of systems that transmit unidirec-
tional signals, which could be used in synthetic biology
to connect genetic components, enabling modular circuit
design.
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