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Abstract

Feature extraction is an important part of data processing that provides a basis for more

complicated tasks such as classification or clustering. Recently many approaches for signal

feature extraction were created. However, plenty of proposed methods are based on convo-

lutional neural networks. This class of models requires a high amount of computational

power to train and deploy and large dataset. Our work introduces a novel feature extraction

method that uses wavelet transform to provide additional information in the Independent

Component Analysis mixing matrix. The goal of our work is to combine good performance

with a low inference cost. We used the task of Electrocardiography (ECG) heartbeat classifi-

cation to evaluate the usefulness of the proposed approach. Experiments were carried out

with an MIT-BIH database with four target classes (Normal, Vestibular ectopic beats, Ven-

tricular ectopic beats, and Fusion strikes). Several base wavelet functions with different

classifiers were used in experiments. Best was selected with 5-fold cross-validation and Wil-

coxon test with significance level 0.05. With the proposed method for feature extraction and

multi-layer perceptron classifier, we obtained 95.81% BAC-score. Compared to other litera-

ture methods, our approach was better than most feature extraction methods except for

convolutional neural networks. Further analysis indicates that our method performance is

close to convolutional neural networks for classes with a limited number of learning exam-

ples. We also analyze the number of required operations at test time and argue that our

method enables easy deployment in environments with limited computing power.

1 Introduction

Signal processing is a rapidly developing field. With an abundance of new data and the devel-

opment of user electronics, demand for methods that can quickly analyze incoming data

increases. Both cloud and edge computing approaches can address these problems. The speed

and accuracy of algorithms are crucial in cloud and edge solutions. For this reason, we intro-

duce a novel method for signal feature extraction that obtains performance slightly below best-
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performing methods and requires less compute at test time. To show this, we compare the

number of operations required by our method with the number of operations in commonly

used methods for signal classification. To evaluate the performance of our method an ECG

task was selected, as it is an important problem with well-established datasets and evaluation

procedures [1, 2]. Also, there are already well-performing algorithms developed specifically for

this field [3–5].

1.1 Signal feature extraction

Independent component analysis (ICA) [6] is a statistical method that solves the problem of

blind source separation. In [7] ICA was connected with a neural network for ECG arrhythmia

classification. Authors constructed feature vectors from ICA and RR intervals. RR interval is

an ECG signal fragment cropped from one R wave peak to the next one. As classifiers, probabi-

listic neural networks and backpropagation neural networks were utilized. In [8] authors used

wavelet transforms and ICA for feature extraction as separate components of feature vectors.

Similarly to [7] RR intervals were also included as a part of a feature vector. Another method

for signal feature extraction is a discrete wavelet transform (DWT). It can be utilized for the

processing of various signals. In [9] DWT was used for electromyography (EMG) signal analy-

sis. Wavelet transform can also be used to recognize emotions from speech [10] and for person

identification based on EMG images [11]. In the case of ECG signal, feature extraction is often

based on the analysis of the presence of waves and their shape on a record [12, 13].

1.2 ECG classification methods

In [14] authors proposed a support vector machine (SVM) with swarm optimization method

for feature selection and model selection. Park et al. [15] utilized generalized k-nearest neigh-

bors (k-NN) called Locally Weighted Regression for ECG classification. Discrete Cosine

Transform (DCT) with Random Forest was proposed in [16]. There have been attempts to uti-

lize neural networks for ECG signals classification as well. In [3] authors propose end-to-end

training with raw ECG waveforms after heartbeat alignment and segmentation as inputs to a

neural network. They use a network with three hidden layers, softmax activation output, and

restricted Boltzmann machine pretraining of hidden layers.

More recent approaches involve the utilization of deep learning models in ECG classifica-

tion task. Kachuee et al. [4] propose a residual network with a 1D convolutional filter directly

applied to prepossessed ECG signal. Jun et al. [5] utilize 2D convolution networks. To convert

ECG waveform to image each beat of a signal is plotted as a 128 x 128 greyscale image. Deep

neural networks require a lot of training data to train. This requirement can be prohibitive in

medical domains as labeling high amounts of data by experienced physicians can be costly. For

this reason, Weimann et al. explore the possibility of utilizing transfer learning in ECG classifi-

cation task [17]. They used the Icentia11K dataset [18] for unsupervised pretraining of a Con-

volutional Neural Network, which later is fine-tuned for the classification task on PhysoiNet/

CinC challenge [19]. Several pretraining methods were analyzed, yielding up to 6.57%

improvement in F1 score. In [20] authors claim reaching a human-level performance with a

deep neural network. This was possible due to the construction of a new big dataset containing

91,232 ECG records from 53,549 patients. Authors of [21] use a subset of available ECG leads

to reconstruct information from all channels. This is achieved by unsupervised training of

encoder-decoder network with Seq2Seq architecture. Autoencoder training enables for con-

struction of latent space representation that compensates for missing leads. This latent space

representation is used to train 1D ResNet for classification.
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1.3 ECG evaluation schemes

There are two evaluation schemes used for ECG classification namely: a class-oriented and a

subject-oriented [8]. In the class-oriented method, data is divided into training and testing sub-

sets, with no consideration of whether signals collected from the same individual are in both

train and test sets. This can cause the presence of very similar patterns in both training and

testing sets, and it can make evaluation results unreliable. With the subject-oriented schema,

this kind of problem is omitted by utilizing information about patient identity. As a result, a

more robust estimation of true model generalization capabilities can be obtained. Another

type of distinction that can be made is the utilization of general or patient-specific data. In

most studies, learners are trained on a dataset composed of ECG recording for multiple

patients. However, differences in ECG signal properties across patients can be substantial.

Therefore some works [22–24] utilize small amount of data labeled for each patient. This data

is used to create patient-specific learners that can later detect abnormalities in each heartbeat.

Works that employ patient-specific protocol report higher accuracy however, they cannot be

directly compared to other articles.

1.4 Aims and motivation

The aim of this work is to propose and evaluate a novel feature extraction method for signals.

We examine the possibility of combining the independent component analysis with the wave-

let transform by modifying the ICA mixing matrix. We hope that including additional infor-

mation in the ICA feature extraction process will provide a performance boost while keeping

an inference time low. These properties can make our solution attractive in certain applica-

tions where a high amount of computational power is unavailable. To formalize, we set the fol-

lowing research questions:

1. What is the baseline performance of DWT and ICA applied separately as feature extraction

methods for ECG?

2. Is there a benefit from the utilization of DWT as an additional source of information during

signal separation in ICA?

3. Are there any alternatives to DWT that can be utilized as auxiliary information sources in

ICA?

4. How proposed method compares to other results from the literature?

We also want to emphasize, that ECG classification performance is not of primary impor-

tance, as the main goal of this work is to introduce a novel feature extraction method.

2 Materials and methods

In this section, we introduce a novel method for the modification of mixing matrices with the

utilization of wavelet transform. We also provide details about signals preprocessing, used

dataset, metrics, and experiment setup.

2.1 Method

Firstly we define the principal component analysis (PCA) model as:

xip ¼ bp1S1i þ bp2S2i þ . . .þ bpmSmi ¼
Xm

j¼1

bpjSji; ð1Þ

where: xip is value of p-th variable for i-th feature p 2 {1, 2, 3, . . ., m}, i 2 {1, 2, 3, . . ., n}, Sij is

value j-th principal component for i-th feature j 2 {1, 2, 3, . . ., m}, bpj is principal component
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coefficient. The model of principal components is based on matrix operations. It can be repre-

sented with matrices as:

Z ¼ B � S; ð2Þ

where: Z = [Z1, Z2, . . ., Zm]T is matrix of variables Zp = (x1p, x2p,.., xnp) with n—being number of

features. B ¼ ½bpj�n�m
is matrix of principal components coefficients and S(S1, S2,.., Sm)T is a

matrix of principal components, with Sj = (sj1, sj2, . . ., sjn). Symbol � denotes matrix multiplica-

tion. Principal components are determined with Hotelling algorithm [25]. Coefficients of princi-

pal components are computed in few steps. The coefficient of the first component S1 is

determined by maximizing the variance of this component in all variables w1 using the function:

W1 ¼
Xm

p¼1

b2

p1
: ð3Þ

Where W1 is principle component.

Maximum is determined by utilization of Lagrange multipliers with bound ~R ¼ BBT ,

where ~R is covariance matrix. In the next step rest of the covariance is computed:

~R1 ¼
~R � B1B

T
1
: ð4Þ

Where B1 = [bp1], p 2 {1, 2, . . ., m} are values of coefficients for first principal component.

Next ~R1 is substituted into equation ~R1 ¼ BBT . Coefficients of the second principal compo-

nent can be computed by analogy. These steps are repeated until variance in data explained by

all components will reach 100%. In principal component analysis correlation coefficient is a

measure of independence between principal components [26], which is important while deal-

ing with multivariate normal distribution. In ICA however for estimating independence

between variables entropy [27, 28] is used. Entropy H(X) of random variable X determines an

average amount for information carried by possible outcomes of X and can be written as:

HðXÞ ¼ �
Xk

i¼1

pilog2ðpiÞ; ð5Þ

where pi is probability of outcome xi. Entropy values are nonnegative and zero only when the

probability of some outcome is one and all other outcomes probabilities are zero. In the case of

the same probability for all outcomes, the entropy value is maximal. To estimate dependence

between two variables we utilize mutual information I(X). It is based on the value of entropy

for individual variables. Mutual information is calculated as the difference between the entropy

of marginal distribution density:

IðXÞ ¼
X

j

ðHðXjÞ � HðXÞÞ: ð6Þ

This metric is a modification of Kullback-Leibler divergence for two distributions. In our

model we use negentropy J(Xp) for estimating signals dependence. Negentropy is given by the

equation:

JðXpÞ ¼ HðYpÞ � HðXpÞ; ð7Þ

where Yp is random variable with normal distribution, which variance values is equal to vari-

ance of Xp i.e. VAR(Yp) = VAR(Xp). Negentropy is a measure used in signal processing for

independent component analysis. We utilize it as a criterion in blind signal separation. Maxi-

mizing the negentropy of the output signals is equivalent to minimizing the mutual informa-

tion between these signals.
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In the proposed extraction method we assume that variables are linear combinations of

independent components:

X ¼ ASHþ E; ð8Þ

where:

X|D| × n—matrix containing learning examples (with |D| being number of learning examples

that are currently processed)

A ¼ ½apj�n�m
is principal component coefficients matrix,

S = [S1, S2, . . ., Sm] is principal components matrix,

H is coefficients matrix extracted from signal with wavelet transform from source signal [29],

E = [E1, E2, . . ., Em] is noise matrix.

Matrix A determines principal components coefficients, and its elements are the basis for

extracted features. By maximizing negentropy we attempt to obtain principal components that

are independent. The process of determining principal component vectors is repeated for each

class separately. For each segmented heartbeat, features are computed as principal components

coefficients for all classes. Concatenated coefficients are the final feature vector that is utilized

for classification. By computing components for each class separately, we hope to obtain dis-

tinct representations that will be more unique and therefore will enable easier classification.

The number of principal components used for class can vary. An exact number of all extracted

features is specified later in this work for each experiment.

Wavelet transform can be written as:

FðtÞ ¼
Xn

k¼1

cj;kφj;kðtÞ þ
XJ

j¼1

Xn

k¼1

Gdj;kFj;kðtÞ: ð9Þ

where:

cj,k—approximation coefficient for the j scale and k localization,

dj,k—detail coefficient,

φj,k—time window,

J—decomposition value,

n—length of the original signal,

F—wavelet function

Γ—low and/or high pass filter;

To allow for utilization of this transform in ICA it needs to be written in matrix form.

Therefore we define L matrix as:

L ¼

h0 h1 0 0 . . . . . . . . .

0 0 h0 h1 . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

g0 g1 0 0 . . . . . . . . .

0 0 g0 g1 . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

2

6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
5

ð10Þ
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where: g0, g1, . . . is representation of basic function (high-pass filter) h0, h1, . . .. is representa-

tion of scaling function (low-pass filter). Matrix L is the representation of a single heartbeat.

To convert this sparse matrix to a more useful form Strang algorithm is utilized [29]. The out-

put of the Strang algorithm for each ECG signal is concatenated into H matrix, which can be

used in ICA mathematical model. In the proposed method for ECG feature extraction signal

Daubechies wavelets were used. They can model a single heartbeat well. From now on we will

refer to this kind of wavelets as db i where i is wavelet number.

2.2 Alternative to wavelet transform for ICA modification

In our work, we evaluate the possibility of replacing wavelet function with probability density

functions in the process of ECG signal processing. This method is based on calculating values

of ECG signals in a time window with the utilization of probability density functions. Wavelet

function F in Eq (9) is replaced by one of the functions F(t) proposed below. Six example den-

sity functions are provided that can be used to construct Fi vector. Functions with high values

properly placed were chosen to obtain good alignment with the R wave.

F1 tð Þ ¼
l

t

t!
e� l ð11Þ

The first proposed function is Poisson distribution defined on window area d, where λ is

chosen such that the maximum of Poisson distribution cover ECG R wave.

The next utilized density is exponential probability distribution:

F2 tð Þ ¼

1

l
e� t

l for t � tR

1

l
et
l for t < tR

8
><

>:
ð12Þ

Where tR is a time of wave R appearance in the window of width d and λ is coefficient chosen

so tR is aligned with R wave in ECG signal.

The next considered function is t-Student distribution:

F3 tð Þ ¼

1

s
ffiffiffiffiffiffi
2p
p exp �

ðt � mÞ2

2s2

� �

ffiffiffi
z
p

ffiffiffiffi
rd
p ð13Þ

where:

rd—number of signal samples in window d

z—random variable with chi-square density

μ—mean

σ—variance

The fourth density is normal distribution:

F4 tð Þ ¼
1

s
ffiffiffiffiffiffi
2p
p exp �

ðt � mÞ2

2s2

� �

: ð14Þ

where:

μ—mean

σ—variance
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Next is logarithmic distribution:

F5 tð Þ ¼
1

s
ffiffiffiffiffiffi
2p
p

t
exp �

ðlnðtÞ � mÞ2

2s2

� �

: ð15Þ

In case of this distribution it is important to remember that first time index t in window

cannot be zero.

Last considered function is logistic density:

F6 tð Þ ¼
1

1þ ðt=aÞ� b
ð16Þ

where:

α = eμ

β = 1/σ

μ—mean

σ—variance

2.3 ECG signal alignment

An important element of the proposed method is heartbeat alignment to fixed window width

d. In our experiments, windows are selected to match the middle of the window with the R

wave. This causes phase alignment of the R wave in the ECG signal with a middle of the wave-

let function. Misalignment can introduce noise to extracted features and impact classification

performance. To establish the influence of signal alignment on feature extraction quality phase

shift coefficient α was introduced. Let t1 be the time index of the window begin, td be the time

index of the window end, and d = td − t1 be the width of the window. The middle of the win-

dow is given by the equation:

td
2
¼ t1 þ

d
2

� �

ð17Þ

Let tR be time index of wave R appearance. Phase shift between d
2

and tR is then defined as:

a ¼
tR � td

2

�
�
�

�
�
�

d
2

ð18Þ

In Fig 1 phase shift is visualized with sample ECG signals. During preliminary experiments,

we observed that signal misalignment and high values of α have detrimental effects on classifi-

cation quality. There are two possible explanations of this phenomenon. Firstly when lacking

proper signal alignment, wavelets do not cover ECG signal correctly. Secondly, misalignment

can cause that some features can have a larger set of possible values, as localization of R wave

would move from one learning example to the other.

ICA is based on negentropy; therefore, it is important to evaluate how it is affected by phase

shift. In Fig 2 negentropy is plotted as function of phase shift α. With α = 0 negentropy is equal

to 0.95, which means that features are extracted well. When α is close to 1 high level of noise is

introduced into features. Furthermore, performing classification with α = 0.0 and 0.1 cause a

recall drop of approximately 14% when using Multi-layer perceptron (MLP) and 15% when
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Fig 1. Visualisation of shift between R peak and middle of heartbeat for different classes of arrhythmia.

https://doi.org/10.1371/journal.pone.0260764.g001
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using SVC. In all further experiments, the ECG signal was aligned to contain an R wave in the

middle of the window.

2.4 Method overview

An overview of the proposed method is provided in Fig 3. The method has three separate

steps. Firstly raw ECG signal is preprocessed. Then, segmentation of single heartbeats is per-

formed. R wave is found using Pan-Tompkins algorithm [30]. This is a commonly used algo-

rithm for R wave detection in ECG signals. Each segment is aligned to fixed window size d and

to contain an R wave in the middle. The second stage is feature extraction. It starts with cover-

ing segmented signal with wavelet function. Next, wavelet transform is computed (9). Due to

the utilization of matrix notation in ICA, the calculated wavelet is represented as a matrix of

coefficients. In the next step independent components (8) are calculated. Features extracted

with modified independent components are stored for training. We want to emphasize that

wavelet transform is not the basis of our method. It is used only as an additional source of

information about signals for the ICA method. In our work, several base functions for wavelet

transform were analyzed.

2.5 Used classifiers

Below all classifiers used in the experiments are listed. For each classifier, we provide hyper-

parameter sets that were considered for fine-tuning.

• k-NN—k Nearest Neighbours [31]

• number of neighbors: 3, 5, 7

• metrics: Minkowski, Euclidean, Manhattan

• SVC—Support Vector Classification/Support Vector Machine [32]

• paremeter C: 0.1, 1, 10, 100

• kernel: linear, rbf, poly, sigmoid

Fig 2. Negentropy as a function of phase shift α with 95% confidence interval.

https://doi.org/10.1371/journal.pone.0260764.g002
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• gamma: scale, auto

• CART—Classification and Regression Trees [33]

• criterion: gini, entropy

• splitter: best, random

• maximum depth: 1, 2, 3, . . ., 10

• GNB—Gaussian Naive Bayes—without parameters [34, 35]

• MLP—Multi-layer perceptron [36]

• number of hidden layers: 3,4,5,. . .,10

• activation function: identity, logistic, entropy, SOS, Tanh, Linear, Softmax, Exponent

• parameter alpha: 0.00001, 0.0001, 0.001, 0.01, 0.1

• momentum: 0, 0.2, 0.4, 0.6, 0.8, 1

All hyperparameters were tuned automatically with statistica software.

2.6 Metrics

Across experiments standard set of metrics for imbalanced classification was used. For clarity,

we provide definitions below. In equations below TP, TN, FP, and FN denote True positive,

Fig 3. Concept diagram of proposed method.

https://doi.org/10.1371/journal.pone.0260764.g003
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True Negative, False Positive and False Negative respectively.

Accuracy ð%Þ ¼ 100�
TPþ TN

TP þ TN þ FP þ FN
ð19Þ

Recall ð%Þ ¼ 100�
TP

TP þ FN
ð20Þ

Specifity ð%Þ ¼ 100�
TN

TN þ FP
ð21Þ

Precision ð%Þ ¼ 100�
TP

TP þ FP
ð22Þ

BAC ð%Þ ¼
Recall ð%Þ þ Specifity ð%Þ

2
ð23Þ

Accuracy is not appropriate in an imbalanced classification setting as a model can easily

overfit to the majority class and obtain a high value of this metric. Other works in ECG litera-

ture report accuracy, so we calculate this metric for completeness, but it will not be used in

results analysis. BAC-score, Recall, Precision, and Specificity are more suited for imbalanced

classification problems. The recall is a percentage of all samples in a dataset with a given class

that are correctly classified by the model. Precision is a percentage of model predictions indi-

cating positive examples of a given class that are correct. Specificity is in some sense analogous

to recall but is defined on True Negatives instead of True Positives. Depending on the applica-

tion, one can optimize any of the metrics defined above. In our experiments, we utilize mainly

BAC-score for comparison between models, as it is often important in the case of medical

applications. In this field keeping a low number of false negatives is vital as each positive case

can be associated with some disease, require the intervention of doctors, further examination,

and diagnosis. Not detecting positive cases by the model can have detrimental effects on a

patient’s health or life. All metric values reported in this work were obtained with five fold

cross-validation. For evaluation of our method Bac-score was used. For comparison to other

results from the literature, all of the above metrics were reported.

2.7 Dataset

PhysioNet [1] MIT-BIH Arrhythmia Database [2] was utilized for experiments. The database

has been maintained since 1980, and it aimed to collect and standardize ECG signals for

arrhythmia classification. It includes 24 hours of signals collected from 47 patients, including

25 men aged 32-89 years and 22 women aged 23-89 years. Each patient is represented as one

record (except for one with two records) numbered from 100 to 124 and from 200 to 234. Due

to different medical conditions of patients, the leads used to measure the heart’s activity are

not uniform. All records contain lead II (referred to also as MLII).

ANSI/AAMI EC57 contains requirements for ECG classification algorithms, recommenda-

tions for individual records, and a definition of the arrhythmia classes. For records it is advised

to discard patients with pacemakers under numbers 102, 104, 107, and 217. The division of

heart activation types into classes recommended by the standard is presented in Table 1. The

total number of all heartbeats is 101464. Due to the low number of learning examples and the

ambiguity in defining the features, the Q activation was not taken into consideration in this

study.
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From the classification point of view, it is important to divide the data set into training and

testing sets. During the dataset split, we utilized information about patient identity to avoid

leaking of the patterns that can be observed for one subject from training to test set. To cor-

rectly divide the dataset, we also need to take into consideration the number of learning exam-

ples assigned to the classes. The proportion of data in train and test split is defined by stratified

5-fold cross-validation [37].

2.8 Signal preprocessing

The raw ECG signal contains a lot of noise and artifacts that must be filtered out to obtain bet-

ter and more reliable classification results. We can distinguish two types of interference with

an ECG signal. The first type is the baseline wander—the disruption caused by the patient’s

breathing, movements, and electrode displacement. The second type of interference is ECG

convolution with a signal with a frequency of 60Hz coming from the AC power supply of the

electrocardiograph.

A low-pass filter with 5-15 Hz was utilized to eliminate noise generated by muscle tremors,

electricity power supply (50/60 Hz), and the influence of T wave and floating isoline. Filter

poles were localized on the unit circle to cancel out zeros of Laurent transform polynomial

[30]. The result of filtration was subtracted from the original ECG waveform to obtain a signal

without this kind of noise. In Fig 4 filtered ECG signal is presented for different classes that are

present in the MIT-BIH dataset.

2.9 Experiments setup

Experimental evaluation was divided into several parts. Firstly features were extracted with

wavelet transform with ten types of wavelets db1-10. The main goal of the first experiment is

to obtain an assessment of classification performance when ICA and wavelet feature extraction

is performed separately. Wavelets used in this experiment are presented in the Fig 5. The next

proposed extraction method was evaluated. Same classifiers and types of wavelets as in the first

experiment were employed. The goal of these two experiments was to examine if the proposed

method improves classification scores compared to the utilization of wavelet transformation

and ICA separately. To compare baseline to proposed method Wilcoxon test was performed

for each type of wavelet and classifier separately with significance level 0.05. The null hypothe-

sis is that these two methods performance is not significantly different from each other. The

third experiment verifies if alternative ICA mixing matrix modification methods provide bet-

ter classification performance than results from the previous experiments.

In the first experiment, 26 features were extracted with wavelets and 23 with ICA. In the

second experiment, 21 features were used and 12 features in the third experiment. In all cases,

features were extracted with 200 max iteration, coefficient α = 0 with neg-entropy log-cosh.

Table 1. Labels used in the MIT-BIH database with number of learning examples assigned to each class.

Class name #learning examples

Normal(N) 90632

Vestibular ectopic beats (S) 2779

Ventricular ectopic beats (V) 7129

Fusion strikes (F) 803

Undefined (Q) 15

https://doi.org/10.1371/journal.pone.0260764.t001
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3 Results

This section contains the results of the experimental evaluation according to the experiment

setup provided above.

3.1 Classification quality for wavelet transform and ICA applied separately

In this part of the experiments, we provide a baseline that will serve for comparison later.

Results are presented in Fig 6. Based on these values we can conclude that the best classifica-

tion scores are obtained for the MLP network. The highest metrics values for this kind of net-

work were obtained for each type of wavelet and ICA. In the case of ICA BAC-score of MLP

network is 92.23%. Of all wavelet functions, best BAC-score is obtained for db6: 91.95%. SVC

classifier for ICA method obtained 91.00% BAC-score, while for db6 wavelet SVC BAC-score

Fig 4. Example ECG signal after applying filtration and alignment of QRS complex. Following type of beats were

presented: a) NOR—normal beat, b) PVC—arrhythmias including premature ventricular contraction, c) PAB—paced beat,

d) RBB—right bundle branch block beat, e) LBB—left bundle branch block beat, f) APC—atrial premature complexes, g)

VFW—ventricular flutter wave, VEB—ventricular escape beat.

https://doi.org/10.1371/journal.pone.0260764.g004
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was equal to 90.94%. The lowest classification scores were obtained for the Naive Bayes classi-

fier with values ranging from 79.83% to 85.66%.

3.2 Classification quality of proposed method

In this section proposed feature extraction method was evaluated. Obtained metrics are pro-

vided in Fig 7. After the application of the proposed method similar to the first experiment

5-layers MLP obtained the best results. With db6 it obtained 95.79% BAC-score. SVC scored

94.27% BAC-score with the same wavelet.

Comparing obtained results from previous experiments, we note that after applying the

proposed method increase in metric values is in the range from 3.29% to 3.86%. The average

increase is 3.68%. In both experiments, the best results were obtained for the db6 wavelet. In

Table 2 p-values for Wilcoxon test are presented. The presented values of significance p for the

Wilcoxon test relate to the comparison of the classification quality of the proposed ICA

method with the db6 wavelet with the quality results obtained after extraction with wavelets

only. With a statistical significance level of 0.05, we reject the null hypothesis and conclude,

that results are significantly different for all types of wavelets. Therefore, we can argue that our

feature extraction method indeed provides additional information that impacts the quality of

extraction in an independent analysis model.

3.3 Classification quality when utilizing different function for ICA mixing

matrix modification

We test how ICA mixing matrix modifications based on probability distribution functions

affect the quality of classification. Obtained results were also compared with the best type of

Fig 5. Examples of Daubechies 1-10 wavelets used in experiments 1-3.

https://doi.org/10.1371/journal.pone.0260764.g005
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Fig 6. Classification performance when the wavelet transform or ICA are applied separately.

https://doi.org/10.1371/journal.pone.0260764.g006
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Fig 7. Classification performance when utilizing different wavelet functions for modification of mixing matrix in ICA.

https://doi.org/10.1371/journal.pone.0260764.g007
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wavelet from previous experiments. Metrics are presented in Fig 8. From these results, we can

conclude that classification performance is worse compared to the utilization of db wavelets.

The best BAC-score observed so far is 95.79% for MLP and 94.27% for SVM. For other func-

tions of the mixing matrix, modification BAC-scorel varies from 77.37% to 89.21%. Differences

between these methods and ours are in rage 6.60%-10.97%.

Based on conducted experiments for further experiments, we utilize MLP classifier with

wavelet db6 type. It is the model that obtained the best results, as demonstrated by our

experiments.

4 Discussion

Experiments described so far were conducted with various machine learning algorithms i.e.

SVC support vector machines, K of the nearest neighbors for K = 3,5,7, MLP neural network,

CART classification tree, and GNB naive Bayes classifier. Firstly it was demonstrated that

wavelet transformation could score between 79.83% and 91.95% BAC-score and ICA can score

between 85.44%, and 92.23%. These results were a baseline for further comparison, and they

provide an answer for research question 1. After applying our method (i.e. actualization of

ICA matrix with wavelet transform matrices) an increase in BAC-score up to 11% was

obtained. We want to emphasize the importance of signal alignment and matching of wavelet

function with R wave in ECG signal. Even a small shift in phase between R wave of ECG and

middle of window can have a detrimental impact on classification performance. In our experi-

ments, MLP was the best performing classifier. This answers research question 2. When utiliz-

ing density probability function as an additional source of information for ICA instead of

DWT obtained BAC-score was in 77.37, 89.21 interval. Obtained metrics for alternative func-

tions were lower for all classifiers than for the db6 wavelet. This answers research question 3.

In years 2006-2012 first approaches that combined DWT with ICA were proposed [8, 38].

These works concentrated on EEG signals. Wavelet transform was utilized for signal prepro-

cessing and denoising. Next, preprocessed signals were separated into independent sources

with ICA [38]. So in principle, one can describe these methods as conducting ICA in the DWT

domain. Our method actualizes the matrix of independent components with information

obtained with wavelet transforms. Due to this fact, we were able to obtain better results com-

pared to other feature extraction methods [39, 40]. In [8] authors also utilize wavelet trans-

forms with ICA for feature extraction however, they use ICA and wavelet as separate

components of feature vectors, while our method combines these two algorithms.

Table 2. P-values obtained with Wilcoxon test comparing BAC-score from expierment 1 and 2.

METHODS SVC KNN7 KNN5 KNN3 MLP CART GNB

db1 0.019 0.016 0.019 0.018 0.021 0.02 0.019

db2 0.02 0.013 0.019 0.01 0.013 0.014 0.015

db3 0.013 0.016 0.011 0.01 0.017 0.019 0.01

db4 0.016 0.018 0.012 0.014 0.017 0.018 0.015

db5 0.016 0.017 0.01 0.019 0.014 0.015 0.017

db6 0.015 0.017 0.011 0.018 0.013 0.019 0.011

db7 0.018 0.016 0.013 0.014 0.014 0.013 0.011

db8 0.019 0.015 0.014 0.011 0.013 0.013 0.01

db9 0.017 0.019 0.018 0.013 0.01 0.018 0.015

db10 0.012 0.02 0.018 0.017 0.015 0.014 0.011

https://doi.org/10.1371/journal.pone.0260764.t002
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Fig 8. Classification metrics for various functions for the mixing matrix creation in ICA.

https://doi.org/10.1371/journal.pone.0260764.g008
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4.1 Evaluation details

The proposed method was compared to ECG beat classification or feature extraction algo-

rithms from the literature. Other works utilize seven classes instead of four. For this reason,

new class definitions were adopted for comparison. Primary experiments utilize different class

definitions due to the fact that the main goal of this paper is to introduce a novel signal feature

extraction method. Therefore, obtaining the highest metrics for the ECG beat classification

task is not of primary importance. Through the classification task, we only evaluate the useful-

ness of the feature extraction method. Reevaluation with the best-performing model was per-

formed. As previously, results were obtained with 10-fold stratified cross-validation.

To perform evaluation, we select the best performing model from experiments and conduct

a hyperparameter search. Wavelet db6 was used for ICA modification with 21 features

extracted. MLP network was selected with the following hyperparameters considered: with 3-

20 hidden layers, loss functions: MSE, Cross entropy, and following activation functions for

hidden and output layers: linear, sigmoid, tanh, and exponent. Results are provided in Table 3.

For further experiments, we have selected the MLP neural network with the softmax output

activation function, BFGS neural network learning algorithm (Broyden Fletcher Goldfarb

Shanno), and the error function in the form of a sum of squares. This model will be used for

comparison with other works.

4.2 Comparison to other works

In Table 4 metrics obtained for the proposed method, other extraction methods and selected

works from ECG beat classification literature are presented.

The results marked in the methods as “This Paper” concern the authors’ use of various

extraction methods known from the literature for the extraction of the features of the ECG sig-

nal. For various methods, i.e. main components of PCA, factor rotation according to CCPCA

class centroids, optimization of rotation angle using GPCA gradients and non-linear kernel

function transformation of KPCA, the quality of classification was worse than in the case of

the proposed method. Combining different extraction techniques allows, as we can see from

the research, to increase the quality of arrhythmia classification. Therefore, it is worth paying

attention to the CCPCA and GPCA extraction methods. Application of factor rotation by class

centroids, i.e. types of arrhythmias, increases the classification quality by more than 2% com-

pared to the classical PCA method.

Analyzing these results we can draw a conclusion that solutions based on PCA obtain

slightly lower accuracy compared to our method. Combining PCA and wavelet transform also

Table 3. Best MLP networks used for heartbeat classification task.

Id Network name Accuracy Learning algorithm Loss function Activation (hidden) (Activation (output)

1 MLP 5 95.58 BFGS Entropy Exponent Softmax

2 MLP 6 93.74 BFGS Entropy Tanh Softmax

3 MLP 3 93.24 BFGS SOS Exponent Tanh

4 MLP 3 92.99 BFGS Entropy Tanh Softmax

5 MLP 5 92.74 BFGS Entropy Linear Softmax

6 MLP 7 92.71 BFGS Entropy Linear Softmax

7 MLP 3 92.49 BFGS Entropy Exponent Softmax

8 MLP 6 92.47 BFGS SOS Linear Exponent

9 MLP 7 92.37 BFGS SOS Linear Exponent

10 MLP 5 92.24 BFGS Entropy Linear Softmax

https://doi.org/10.1371/journal.pone.0260764.t003
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does not provide significant improvement. We argue that PCA, GPCA, CCPCA, KPCA assigns

similar amplitudes of signal in some time proximity to the same principal component, which

can explain lower classification performance. In signal fragments with significant variance in

amplitude across multiple training samples, PCA can be beneficial. This problem does not

occur when using ICA.

Results from [49] are better compared to our experiments with DWT and ICA applied sep-

arately presented in Fig 6, and at the same time are worse compared to the proposed method.

In [40] authors propose the utilization of ICA and wavelet transform separately with SVM clas-

sifier. Metrics obtained for this solution are also worse compared to our method, proving that

combining ICA and wavelet transform is beneficial for ECG beat classification performance.

Both 1D and 2D convolutional neural networks obtained superior classification performance

compared to our method. This answers research question 4.

From provided results, we can conclude that the best metrics are obtained by convolutional

neural networks. This broad group of models is a class of its own when considering perfor-

mance. For this reason, we provide a more detailed comparison with this type of network. We

select [5], as this work provides detailed experiments. Three models were selected from this

work comparison: AlexNet [50], VGGNet [51] and custom architecture proposed in [5]. Our

results are compared to selected convolutional networks in Table 5. The best neural network

obtained from the experiment results from the Table 3 was used for comparison. For

Table 4. Comparison of our methods with other results reported in literature.

Methods Features Classifier Acc Re PR Sp

Proposed ICA + Wavelet MLP 95.58 95.42 95.92 95.82

This Paper ICA [41] MLP 92.23 92.12 92.18 92.15

This Paper PCA [42] MLP 89.32 88.82 89.11 87.64

This Paper CCPCA [43] SVM 91.45 90.53 91.08 91.12

This Paper GPCA [44] SVM 91.58 90.76 91.14 91.18

This Paper KPCA [45] MLP 90.23 90.66 89.89 89.79

Martis et al. [40] PCA + Bispectrum SVM 93.48 - - -

Martis et al. [40] PCA + Cumulant NN 94.52 - - -

Martis et al. [40] PCA + Cumulant + DWT SVM 93.76 - - -

Chazal et al. [39] Morphology and heartbeat interval LD 85.90 - - -

Melgani et al. [46] PSO + SVM SVM 91.67 93,83 - 90,49

Kiranyaz et al. [47] 1D CNN 1D CNN 96.40 68.,68 79.2 99,50

Jun et al. [5] 2D CNN 2D CNN 99.05 96.85 98.55 99,50

Dutta et al. [48] SVM SVM 95.82 86.16 97.01 99,17

Kumar et al. [16] DCT RF 92.16 - - -

https://doi.org/10.1371/journal.pone.0260764.t004

Table 5. Best MLP network for heartbeat classification compared to other results from literature.

Method Grade Acc(%) Sp(%) Re(%) Pr(%)

Proposed 95.58 95.82 95.42 95.92

Jun et all [5] Native 98.90 99.64 97.20 98.63

Jun et all [5] Augmented 99.05 99.57 97.85 98.85

AlexNet [50] Native 98.81 99.68 96.81 98.63

AlexNet [50] Augmented 98.85 99.62 97.08 98.59

VGGNet [51] Native 98.77 99.43 97.26 98.08

VGGNet [51] Augmented 98.63 99.37 96.93 97.86

https://doi.org/10.1371/journal.pone.0260764.t005
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comparison, cases with data augmentation increasing the training data set and with native

content of ECG images were taken into account.

Obtained classification metrics for the proposed method are approximately 3-4% worse

compared to CNNs. For more detailed analysis, performance for separate classes needs to be

considered. Analyzing results in Fig 9 we conclude that the MLP network for arrhythmia

types: PVC, PAB, RBB, LBB obtained worse performance, but it can be competitive with

CNNs for arrhythmia types APC, VFW, and VEB. We presume that the advantage of results

from [5] is connected to the number of learning examples available for each of the classes.

Convolutional neural networks, when evaluated on classes with the lower amount of available

data obtain comparable results. Therefore, we argue that our method can be on a par with con-

volutional neural networks in low data regimes.

4.3 Computational requirements

Another important consideration is the computational requirements of each method. At test

time, our method utilizes pre-computed matrices of independent components. Therefore, no

computation of DWT is needed. For this reason number of operations required for computing

the full feature vector of an unknown ECG heartbeat can be estimated as:

nCmax
c
ðqcÞ ð24Þ

where n is the number of samples in one heartbeat, C is the number of classes, and qc is the

number of independent components for class c. There is also a cost of classification, that is

inherent to all methods and can vary depending on the type of classification algorithms used.

Next, we compare the number of operations required in our approach to the convolutional

neural network, as these are currently best-performing models. The number of operations

required for 1D convolution layer inference with padding added to keep the size of the feature

map the same can be written as:

ChInChOutkDf ð25Þ

where ChIn is number of input channels, ChOut is number of output channels, Df is feature

map size, and k is filter size. Please note that in the above expression cost of applying bias was

omitted for simplicity. The method proposed in this article will require fewer operations than

a single convolutional layer if the following condition is met:

nC max
c
ðqcÞ < ChInChOutkDf ð26Þ

Length of signal n is usually a few hundred samples (162 in case of our experiments) and

can be adjusted by subsampling when needed. The number of independent components

extracted per class is a hyperparameter that can be tuned. Earlier in this work, we reported the

number of all features (i.e. number of independent components for all classes) as close to 20,

therefore for simplicity, it can be assumed that maxc(qc) = 20. The number of classes depends

on the task and used dataset. In our experiments, it was 4. For comparison to others, seven

classes were used. Now we analyze the right side of the inequality. With increasing neural net-

work depth usually ChIn ChOut grows larger and Df gets smaller. The number of input and out

channels can change depending on architecture design. Usually they obtain high values in last

layers such as 128, 256 or 512 [5, 51]. Filters are usually small (commonly used sizes are 3 or 5

[51]). For this reason, we argue that the condition given above can be easily met when the

number of classes C is low and the processed signal n is sufficiently short. Therefore we con-

clude that with moderate assumptions satisfied proposed feature extraction method can
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Fig 9. Comparison of Recall obtained for our method and CNNs from [5] for selected type of beats. Number of heartbeats for each type is

equal to: PVC—7130, PAB—7028. RBB—7259, LBB—8075, APC—2546, VFW—472, VEB—106. For APC, VFW and VEB beats with lower

amount of learning examples available our method provided better results than convolutional neural networks.

https://doi.org/10.1371/journal.pone.0260764.g009
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require fewer operations than a single 1D convolution layer at the top of the network. Neural

networks usually contain multiple layers and other operations such as pooling, nonlinear acti-

vations, and batch normalization. Layers with 2d convolutions require more operations.

Lower compute requirements can allow for easier method deployment in practical scenarios.

5 Conclusions

This paper proposes a new approach to the feature extraction task using the independent com-

ponent analysis, where the wavelet transform is used for the construction of the mixing matrix.

This approach is particularly applicable to signals whose values are represented in the time

domain. Metrics obtained in experiments were confronted with other results that can be

found in the literature. Our method compares favorably to several other works. Convolutional

neural networks can obtain better performance, however for classes with a low amount of sam-

ples our method can obtain comparable results. Obtaining a large dataset required by deep

neural networks can be costly when at least one medical doctor must label each training sam-

ple. We argue that our method can be useful in these cases. Also, as shown by our analysis pro-

posed algorithm requires fewer computations at test time. This can enable more broad

applications with edge computing or embedded devices.

A new method of extracting the features of the ECG signal was developed, combining the

independent component analysis with the wavelet transform. The essence of this approach is

that the wavelet transformer modifies knowledge in the form of a matrix of independent com-

ponents. The obtained results confirmed that such a solution is competitive and gives better

classification qualities compared to known extraction methods. The new method also opens

up possibilities for analyzing other biomedical signals and more. Furthermore, the data pro-

cessing speed makes it applicable for quick analysis of the ECG signal, where the signal is

taken from the EKG device. However, in the case of convolutional networks, real-time pro-

cessing may turn out to be too costly and thus difficult.

Future work can include developing feature extraction methods that are more robust to sig-

nal misalignment. As the presented algorithm can be utilized for any signal defined in the time

domain, adaptation to other applications can be considered. Features extracted with this

method can also be clustered to detect a group of anomalies in signals automatically. Some

machine learning algorithms require more data to perform well. This property is called data

efficiency. Due to the high cost of obtaining large-scale labeled datasets in the medical domain

interesting direction of research can be a principled evaluation of data efficiency for existing

ECG classification approaches.
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