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Abstract
It has been a long time since we use magnetic resonance imaging (MRI) to detect brain diseases 
and many useful techniques have been developed for this task. However, there is still a potential 
for further improvement of classification of brain diseases in order to be sure of the results. In 
this research we presented, for the first time, a non‑linear feature extraction method from the MRI 
sub‑images that are obtained from the three levels of the two‑dimensional Dual tree complex 
wavelet transform (2D DT‑CWT) in order to classify multiple brain disease. After extracting the 
non‑linear features from the sub‑images, we used the spectral regression discriminant analysis 
(SRDA) algorithm to reduce the classifying features. Instead of using the deep neural networks 
that are computationally expensive, we proposed the Hybrid RBF network that uses the k‑means 
and recursive least squares (RLS) algorithm simultaneously in its structure for classification. To 
evaluate the performance of RBF networks with hybrid learning algorithms, we classify nine 
brain diseases based on MRI processing using these networks, and compare the results with the 
previously presented classifiers including, supporting vector machines (SVM) and K‑nearest 
neighbour (KNN). Comprehensive comparisons are made with the recently proposed cases by 
extracting various types and numbers of features. Our aim in this paper is to reduce the complexity 
and improve the classifying results with the hybrid RBF classifier and the results showed 100 
percent classification accuracy in both the two class and the multiple classification of brain diseases 
in 8 and 10 classes. In this paper, we provided a low computational and precise method for brain 
MRI disease classification. the results show that the proposed method is not only accurate but also 
computationally reasonable.
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Introduction
Brain magnetic resonance imaging (MRI) 
processing for diagnosing various brain 
diseases is a favorite topic of research.[1‑12] It 
is used for rapid medical treatment because 
of the importance of correct diagnosis of 
brain disease.[13‑16] In addition, as diagnosis 
becomes easier with image processing 
techniques, routine tests and checkups for 
patients can be performed more quickly 
and easily. There are a number of brain 
diseases that alter brain tissues in some 
areas. These diseases can be diagnosed by 
MRI of the brain. In this study, we consider 
nine types of brain diseases, and Figure 1 
shows the disease and normal MRIs of 

the brain, selected from the MRI database 
of Harvard Medical School.[17] Recently, 
many methods have been introduced and 
many improvements have been made by 
various researchers on the subject of brain 
MRI processing.[1‑3,19‑23] A number of these 
improvements in feature extraction and 
reduction of parts that perform advanced 
signal processing and modeling techniques 
have been used to select the correct and 
salient features of each disease.[1‑4,20‑22] In 
a study by Zarei and Asl,[24] a nonlinear 
feature extraction method based on the 
wavelet coefficients has been proposed for 
the electrocardiogram (ECG) processing. 
Furthermore, in many papers,[25‑27] the 
usage of the dual‑tree complex wavelet 
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transform (DT‑CWT) has been proposed for the brain 
disease detection based on MRIs. By considering these 
findings, we proposed a nonlinear feature extraction method 
from the DT‑CWT subimages of MRIs to detect multiple 
diseases.

Other corrections have been made in the classification 
section.[5] Recently, a number of researchers have used 
hybrid classification,[10] and a number of others have 
used two separate classifications to compare their 
results.[1] In most articles, MRI processing has been the 
proposed supporting vector machines (SVMs) classification 
method or a variable of it. For example, in the study by 
Kalbkhani et al.,[3] SVM is used with kernel or in the study 
by Mohammad Jafarzadeh et al.,[4] SVM is used with radial 
basis function (RBF) kernels. Although the SVM classifier 
is very powerful and sophisticated, it is an expensive 
classifier in terms of computing, especially when we use 
multiple binary SVMs for multiple classifications. In this 
paper, we used the “K‑means, recursive least square (RLS)” 
learning algorithm for RBF classifiers and show that 
they perform better than other proposed classifiers. 
Consequently, for applications where the computational 
difficulty is important, we recommend the “k‑means, 
RLS” classifier. The aim of this paper is to introduce 
the neural network with the capacity to update learning 
algorithms at all levels. Among all the strong and reliable 
neural networks, hybrid “k‑means, RLS” RBF network 
is the most accurate network compared to the networks 
presented for brain MRI classification. This superiority is 
most notable in multiple classification scenarios. Learning 
schematic of hybrid “k‑means, RLS” learning has already 
been tried in the classification of two classes,[8] which has 
been compared with multilayer perceptron (MLP) neural 
networks and SVM classifiers and surpassed both. In the 
study by Haykin,[8] it is reminded that there is an urge for 

more substantial tests that use real‑world datasets for getting 
definite results on the performance comparisons between the 
RBF networks based on RLS algorithm and the SVMs (not 
only in terms of efficiency but also in terms of convergence 
speed) as well as the complexity of computations. Here, in 
the MRI classification of the brain, there is a chance that 
this comparison will be made. It is important to remember 
that in the study by Zarei et al.[24] the SVM network is 
proposed for heart ECG classification, and in the study 
by Mohammad Jafarzadeh et al.[4] the SVM network is 
proposed for the MRI classification. In most articles on MRI 
classification, the same SVM classifier has been used many 
times. It takes a long time to introduce a powerful classifier 
that is updated with newly proposed algorithms. To be able 
to understand and use these classified hybrid networks, we 
need to get be familiar with the neural network structures 
of adaptive algorithms. The result is a robust classification 
scheme used in brain MRI classification. Our goal in this 
research is to compare the hybrid RBF network with SVM 
using the nonlinear features of the DT‑CWT subimages in 
the MRI classification.

The remainder of this article is structured accordingly: 
In the Section “Feature Refinement,” we studied feature 
extraction and selection methods for MRI. The explanation 
of nonlinear feature extraction from the transformed MRI 
subimages is presented in this section. Furthermore, we 
show in this section that spectral regression discriminant 
analysis (SRDA)[29] is somewhat the most trusted and least 
calculated algorithm for feature selection. In the Section 
“K‑Means, RLS’ Hybrid Classifying for Radial Basis 
Function,” we explained the hybrid learning methods for 
RBF classifier and introduced the hybrid “K‑means, RLS” 
algorithm for classification in this section. In the Section 
“Simulation and Classification Results”, we presented the 
simulation results and compared the SVM and “k‑means, 

Figure 1: Diseased brain magnetic resonance imaging: (a) normal, (b) Alzheimer, (c) Alzheimer plus visual agnosia, (d) Glioma, (e) Huntington, (f) 
Meningioma, (g) Pick, (h) sarcoma, (i) AIDS dementia, (j) cerebral calcinosis
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Figure 2: Three levels of the two‑dimensional dual‑tree complex wavelet transform applied to preprocessed brain MRI. MRI – Magnetic resonance imaging
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RLS” classifiers in terms of computational difficulty 
and accuracy. Finally, in the Section “Conclusion,” the 
conclusion and the ultimate goal of this article are given.

Feature Refinement
Feature refinement is the core part in the disease detection 
using computer vision.[1] We provided the explanation of 
our disease detection scheme in three parts as follows:

The two‑dimensional dual‑tree complex wavelet 
transform

In the study by Zarei and Asl,[24] the use of DT‑CWT in ECG 
feature extraction is suggested. The principal disadvantage 
of 2D discrete wavelet transform (DWT) in 2D image 
analysis is the lack of variance shift and poor directional 
selectivity.[18,26] This indicates that the value of the wavelet 
coefficients changes considerably when the input image 
rotates or moves slightly. Moreover, this occurs to the down 
sampling at every step. To obtain the variance shift is to use 
the undecimated shape of the dynamic filter tree, although 
this scheme requires complex calculations and a lot of 
hassle at its output. The 2D DT‑CWT solves this issue with 
the hash factor which is basically less than undecimated 
DWT. In previous studies,[25‑27] the authors have described 
the shift invariance characteristics of the DT‑CWT. 
The 2D DT‑CWT uses two trees of real filters (tree 
A and tree B) as depicted in Figure 2. In a study,[30] the 
formulation for the quadratic mirror filters is given. The 
two trees belong to the real and imaginary parts of the 

imaginary wavelet transmission. The DT‑CWT transforms 
the MRI image using two discrete wavelet transforms 
(DWTs) sampled in parallel for the identical information. 
Filters are selected to interpret upper DWT subcategory 
signals as the real part of mixed wavelet transmission and 
lower DWT subcategory signals as the imaginary part. 
By designing the transmission like this, the 2D DT‑DWT 
shifts steadily. The selected transformed subimages are 

1a, 2a, 2a, 3a, 1b, 2b, 2b, 3bLL .LL .LH .LL .LH .HL .LL .and.HL .

The MRI input of the brain in this study is 256 × 256 
pixels. After three stages of 2D DT‑CWT, LL3 subgroup 
has a size of 32 × 32 pixels. By selecting the coefficients 
of this subgroup as features, we have the initial features 
32 × 32 = 1024.[3,4] In this case, the resulting primary feature 
vector has 1024 inputs. The large‑scale classification of 
such a vector has unacceptable computational complexity, 
and there are features related to the photograph background 
that do not provide any useful information for classification. 
Therefore, feature selection and reduction are necessary. 
We want to reduce these features to 7 or less. Here, we 
describe a method for selecting the appropriate feature and 
its benefits.

Extraction of nonlinear features from two‑dimensional 
dual‑tree complex wavelet transform coefficients

Following the extraction of the 2D DT‑CWT subimages 
from the MRIs, we derive the nonlinear features. We used 
the approximate entropy (ApEn), fuzzy entropy (FE) and 
interquartile range (IQR), nonlinear features[24,28] for the 
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first time for the MRI classification in this paper. These 
features are integrated in Table 1 and described in the study 
by Zarei and Asl.[24] We have not included its calculations 
in this section.

It is important to mention that for drawing the nonlinear 
features from the 2D DT‑CWT subimages, we first turned 
the 32 × 32 subimage matrix to a vector of 1 × 1024 length 
and then applied the nonlinear feature extraction formulation 
in the studies by Zarei and Asl[24] and Ostadieh et al.[28] to 
it. By utilizing these three feature extraction schemes and 
with the eight selected DT‑CWT subimages described in 
the Section “K‑Means, RLS’ Hybrid Classifying for Radial 
Basis Function,” we have 24 features for each MRI inserted 
into the classifier. Here, we have feature reduction.

The spectral regression discriminant analysis for feature 
reduction

SDRA[29] is a dominant feature reduction algorithm, and 
for this reason, we utilized it here. For SDRA, we have 
a set of  N

1 mx ,…x R∈  data which belong to Nc various 
classes and mk is assigned to a number of samples from kth 
class ( )Nc

kk=1
m = m .∑ The SDRA steps are summarized as 

follows:[4]

1. First we have:
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 and [ ]0 1,1, ,1 Ty = …  represents the vector of ones. Since 

y0 in the subspace is described as, {yk} the Nc‑1 vectors 

are obtained as follows:

 { } 01
, ( = 0 where = 0, )
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y y y y y i j≠  (2)

2. At this point, new input “l” is appended to each xi 
which is still assigned as xi. Hence, Nc‑1 vectors 

{ }Nc‑1 N+1
k k=1a  R∈  are made that ak as a solution to the the 

regularized least squares problem as below:

 ( )( ) 
2m T k 2

k i l i i  = x ‑ y +  α α α α=∑ ‖ ‖  (3)

 Here, k
iy  is the ith member of ky  and 0α ≥  is used 

for feature reduction control.

3. The Nc‑1 vectors {ak} are the essential vectors of SRDA. 
Let [ ]1 Nc‑1A = ,…,α α , which is a (N + 1) × (Nc – 1) 
transformation matrix. The x can be embedded into z in 
the (Nc – 1) dimension subspace by:

 [ ]Tz = A x 1    (4)

 Using the SRDA, we reduce the features of each MRI 
to 1 and 7 according to the number of the classes.

“K‑means, RLS” Hybrid Classifying for Radial 
Basis Function
The RBF network with hybrid learning scheme is presented 
in Figure 3. The reason for the learning method to be 
hybrid is that it comprises two stages:[28]

1 Stage 1: The proposed classifying scheme uses 
unsupervised algorithms (here the k‑means clustering) 
for the hidden layer

2 Stage 2: Uses the regularized least squares (RLS) 
algorithm to calculate the linear outer layer weight 
vector. This two‑step design method has a favorite 
feature pair called simplicity of calculations and 
accelerated convergence.

Here, we explain the function of RBF layers separately:
1. The input layer comprises the source neurones 

connecting the RBF network to environment. Network 
inlets are for classifying features

2. The hidden layer consists of hidden sections that use 
the hidden transition from the input space to the hidden 
space. The number of neurons in the hidden layer is 
high, and it is the only part of the network that uses 
unsupervised algorithms for clustering. The main task 
of this layer is to compute the following RBF:[8]

 ( ) ( )j jx = x ‑ x          j = 1,2,…,N         ϕ ϕ‖ ‖  (5)

 The xj defines the center of the RBF. In addition, x is 
the input feature vector. Hence, unlike a multilayer 
perceptron, links that connect source nodes to hidden 
parts are weightless direct connections. Our assumed 
basis function in this paper is Gaussian.

3. The algorithm for the output layer is the adaptive linear 
RLS algorithm The amount of neurons in the output 
layer is lower than the hidden layer.

 The hybrid learning steps for the RBF is explained 
here.

K‑means algorithm for clustering

The algorithm that we use for clustering in the hidden layer 
is the K‑means and it has two parts:[8]

1. Part 1: To reduce the variance of the clusters based on 

Table 1: The nonlinear features types drawn from the 
two dimensional dual‑tree complex wavelet transform 

subimages
Feature Explanation
FE Fuzzy entropy
ApEn Approximate entropy
IQR Interquartile range



Figure 3: The proposed hybrid “k-means, RLS” RBF classifier. RBF – Radial basis function
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the cluster means ( ), we must do the following 
optimization:

 
{ } ( )

2

K
j=1

j
K

ij=1 C i = j
min || x ‑ ||
µ

µ∑∑  for a given C (6)

2. Part 2: For optimizing the cluster means ( ), we 
must minimize the following cost function:

 ( ) 2||i j1 j K
||C i = arg min x ‑ µ

≤ ≤
 (7)

The RLS adaptive algorithm part

The algorithm for the output layer is RLS as we 
mentioned earlier. Assume that the following K×1  vector 
denotes the output of the K neurons in the hidden layer 
of RBF:
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This vector is produced in response to the inputs 
ix , i = 1,2,…,N . Therefore, for the training to be 

supervised, we have the training sample ( ) ( ){ }N

i=1
i ,d iφ . 

Here, di is the desired output of the RBF classifier for the 
stimulus xi and is achieved using the RLS algorithm that 
comprises the following command lines:[8]

By assuming the training sample ( ) ( ){ }N

i=1
i ,d iφ , compute 

the next quantities for iteration numbers n=1 to N:[8]

( ) ( ) ( ) ( ) ( )
( ) ( )

1 ( 1)
1

1 ( 1)

T

T

P n ‑ n n P n ‑   
P n = P n ‑ ‑

+ n P n ‑ n
φ φ

φ φ
 (9)

( ) ( ) ( ) φ=g n P n n  (10)

( ) ( ) ( ) ( )ˆ Tá n = d n ‑ w n ‑ 1 nφ  (11)

( ) ( ) ( )1ˆ ˆw n = w n ‑ + g n (n)α  (12)

To commence the method, we take ( )ˆ 0 = 0w  and, 
( )  ‑1P 0 = I λ  in which λ is the forgetting factor of the RLS 

algorithm.[8]

In the study by Rifkin,[9] a full comparison analysis was made 
between the SVMs and the hybrid RBF classifiers. In the 
simulation part, we compare the performance of the hybrid 
RBF network with the performance of SVM and K‑nearest 
neighbor classifiers in the brain disease classification.

Simulation and Classification Results
In the simulation section, to build our classifier, we 
used the MATLAB program of the two‑class hybrid 
RBF classifier (described by Haykin[8]) and converted it 
to a 10‑class and 8‑class classifier. We also added the 
RLS algorithm and the result is a powerful classifier. 
The RBF network with hybrid k‑means and RLS is 
considerably quicker and requires less convergence time 
and computation than SVM. This advantage is important 
in multiple classification scenarios. The results of Rifkin[9] 
show a 30% reduction in time, and as the number of 
photographs increases, this time difference becomes 
more apparent. In the studies by Kalbkhani et al.[1] and 
Mohammad Jafarzadeh et al.,[4] a one‑against‑one approach 
is used for multiple SVM classifications. In the study by 
Ayachi and Amor,[14] it is proven that this method is the best 
for binary SVM expansion. However, in this paper for our 
RBF network, we used the one‑against‑all approach which 
in the study by Haykin[8] proved to be the best method for 
extending this classification. We present the final diagram 
of the classification method we have presented in Figure 4.

Database Description and the Two‑Class 
Classification
The database we used in this article includes T2‑weighted 
brain MRIs with 256 × 256 pixels. These photographs 
were taken from the Harvard School Database.[17] We 
have selected 10 photographs for each of the previously 
mentioned diseases. Because of this, the brain data set has 
100 images with 10 normal numbers and 90 brain images 
with the diseases. Based on these photos, we performed our 
classification. The cross‑validation is considered of course 
due to the limited amount of images in Harvard data set. 
Since the amount of images belonging to each class is 



Figure 4: The overall diagram of presented method for classification. 
RBF – Radial basis function; MRI – Magnetic resonance imaging; 
DT‑CWT – Dual‑tree complex wavelet transform; SRDA – Spectral regression 
discriminant analysis
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low, i.e., ten images per class, three‑fold cross‑validation 
approach is used to obtain the performance. Therefore, 
database is randomly partitioned into three nonoverlapping 
parts. Two parts have three images from each class and one 

part contains four images from each class. The classifier 
training and testing is performed three folds. In each fold, 
two parts are utilized for training phase and one part is 
utilized for testing the accuracy of the classifier. Then, the 
results are averaged. We now compare the classification 
efficiency of our proposed method and the results of 
other sources for the two‑class scheme. These results are 
given in Table 2. Results are given based on the correct 
classification rate (CCR) which is given as follows:[8]

cN

i=1
correct classification in class i

CCR % = ×100
total number of Sample MRIs

∑  (13)

In Table 2, it can be seen that only the results comparable to 
our proposed method are the results of reference[1,4], but the 
classifiers of these two sources are SVM, and we explained 
that this classifier has more computational complexity than the 
RBF classifier. The only standard data set that is used in our 
comparing references is the MRI data set of the Harvard Medical 
School.[17] And also, our work is the advanced and developing 
version of Kalbkhani[1] and is mainly based on this data set.

Eight‑ and ten‑class cases

For the eight‑class case, we select eight classes out of ten. In a 
number of simulations, however, we obtain 99% CCR for the 

Table: 2 Comparison of various classification methods in two‑class brain disease scenario
References Used method Number of features CCR (%)
Chaplot et al.[5] DWT+SVM 4761 98
Dahshan et.al.[6] DWT+PCA+KNN 7 98.6
Kalbkhani et al.[2] One‑level 2D DWT+cumulant+LDA+SVM 1 100
Das et al.[7] RT+PCA+SVM 9 100
Kalbkhani et al.[1] DWT+GARCH+PCA+SVM 1 100
Mohammad Jafarzadeh et al.[4] DWT+SRDA+SVM 1 100
Proposed method Nonlinear features+2D DT‑CWT+SRDA+hybrid RBF 1 100
CCR – Correct classification rate; SVM – Supporting vector machines; PCA – Principal component analysis; KNN – K‑nearest neighbor; 
DWT – Discrete wavelet transform; 2D DWT – Two‑dimensional DWT; LDA – Linear discriminant analysis; SRDA – Spectral 
regression discriminant analysis; 2D DT‑CWT – Two‑dimensional dual‑tree complex wavelet transform; RBF – Radial basis function; 
GARCH – Generalized auto‑regressive conditional heterosedasticity; RT – Ripplet transform

Table 3: Comparison of various classification methods in eight and ten class brain disease scenarios
References Used method Number 

of classes
Number 

of features
Number 
of images

CCR (%)

Kalbkhani et al.[1] 2D DWT+GARCH+PCA+SVM 8 7 80 98.21
Kalbkhani et al.[3] 2D DWT+MCFS+KNN 8 41 80 98.75
Mohammad Jafarzadeh et al.[4] 2D DWT+SRDA+SVM 8 7 100 100
Mohammad Jafarzadeh et al.[4] 2D DWT+SRDA+SVM 10 9 100 98
Kalbkhani et al.[2] One‑level 2D DWT+cumulant+LDA+SVM 8 7 80 99.89
Proposed method Nonlinear features+2D DT‑CWT+SRDA+hybrid 

RBF
8 7 80 100

Proposed method Nonlinear features+2D DT‑CWT+SRDA+hybrid 
RBF

8 7 80 100

Proposed method Nonlinear features+2D DT‑CWT+SRDA+hybrid 
RBF

10 7 100 100

CCR – Correct classification rate; SVM – Supporting vector machines; PCA – Principal component analysis; KNN – K‑nearest neighbor; 
DWT – Discrete wavelet transform; 2D DWT – Two‑dimensional DWT; LDA – Linear discriminant analysis; SRDA – Spectral 
regression discriminant analysis; 2D DT‑CWT – Two‑dimensional dual‑tree complex wavelet transform; RBF – Radial basis function; 
GARCH – Generalized auto‑regressive conditional heterosedasticity; RT – Ripplet transform; MCFS – Multi‑cluster feature selection
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proposed method in ten classes. This percentage was 100% 
in most simulations. This classification percentage is the first 
hybrid “K‑means, RLS” RBF network using the nonlinear 
features of the 2D DT‑CWT coefficients and is obtained with 
less computation and processing time than SVM.

To compare the classification results in this case, we 
prepared Table 3. In Table 3, the results are given based on 
the number of features and images used for each method. It 
can be seen that the hybrid RBF classifier works as well as 
the SVM classifier in our proposed method, surpassing all 
other methods with 100% CCR in 10 classes.

Conclusion
In this paper, an effective algorithm for brain MRI disease 
classification is proposed based on the nonlinear feature 
extraction. Our feature vector was obtained from three 
levels of the 2D DT‑CWT and then given to SRDA 
feature reduction algorithm. The SRDA reduced feature 
vector dimensions from 24 to 1 and 7 features for 2‑, 
8‑, and 10‑class cases, respectively. RBF classifier with 
“K‑means, RLS” learning was used for classification 
and the results were obtained. The CCRs equal to 100% 
for all cases that are better than the recently introduced 
algorithms. In addition, the proposed method has less 
computational complexity. Hybrid RBF network has 30% 
less computing time and computing time compared to 
multiclass SVM. Finally, in comparison with the deep 
neural networks, the proposed classifier works with much 
less computational complexity and processing time. In 
future works, we will replace the RLS algorithm with 
newer and more advanced adaptation algorithms to 
improve the proposed classifier. This will open a new way 
of research to improve this method with newly emerged 
adaptive algorithms.
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