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N E U R O S C I E N C E

Dissociable components of attention exhibit distinct 
neuronal signatures in primate visual cortex
Adithya Narayan Chandrasekaran1†‡, Ayesha Vermani1†§, Priyanka Gupta1, Nicholas Steinmetz2‖, 
Tirin Moore2,3, Devarajan Sridharan1,4*

Attention can be deployed in multiple forms and facilitates behavior by influencing perceptual sensitivity and 
choice bias. Attention is also associated with a myriad of changes in sensory neural activity. Yet, the relationship 
between the behavioral components of attention and the accompanying changes in neural activity remains largely 
unresolved. We examined this relationship by quantifying sensitivity and bias in monkeys performing a task that 
dissociated eye movement responses from the focus of covert attention. Unexpectedly, bias, not sensitivity, in-
creased at the focus of covert attention, whereas sensitivity increased at the location of planned eye movements. 
Furthermore, neuronal activity within visual area V4 varied robustly with bias, but not sensitivity, at the focus of 
covert attention. In contrast, correlated variability between neuronal pairs was lowest at the location of planned 
eye movements, and varied with sensitivity, but not bias. Thus, dissociable behavioral components of attention 
exhibit distinct neuronal signatures within the visual cortex.

INTRODUCTION
Attention is a fundamental cognitive function but is not a unitary 
phenomenon (1–4). Selective attention facilitates behavior through 
at least one of two distinct behavioral mechanisms: enhancing 
perceptual sensitivity, i.e., improving sensory processing of task- 
relevant information, and enhancing choice bias, i.e., providing an 
advantage to task- relevant information during behavioral decisions 
(5–9). Attentional effects on sensitivity and bias are quantified using 
the framework of signal detection theory (SDT) with d′ and β 
parameters, respectively (8, 10). Although the neural correlates of 
attention have been thoroughly investigated, the specific neural 
mechanisms mediating sensitivity and bias remain controversial 
(6, 11–13).

Attention is associated with diverse effects on neural activity, and 
these effects have been widely studied in the primate visual system. 
Two well- documented effects of attention include the enhancement 
of neuronal firing rates (FRs), often manifesting as a “multiplicative 
gain” on visual responses (14–16), and a decrease in “noise” correla-
tions among unit pairs (17–20). To date, it remains unclear whether 
these distinct neural signatures reflect the control of common, over-
lapping, or distinct brain mechanisms. It also remains unknown 
whether these neural signatures reflect distinct behavioral compo-
nents. One tantalizing possibility is that the distinct neural signa-
tures of attention map on to distinct components of attention, 
namely, perceptual sensitivity and choice bias. Whereas the en-
hancement of neural responses may provide a preferential bias for 

selected neural representations to drive downstream decision- making 
(5), reductions in noise correlations may improve the quality of 
sensory representations and may, therefore, improve perceptual 
sensitivity (21). Evidence from one previous study suggests that 
neuronal modulations in visual cortex during covert spatial atten-
tion reflect changes in behavioral sensitivity alone (13).

In addition to its distinct behavioral components and apparent 
diverse neural correlates, it is well known that attention can be 
deployed in a myriad of ways (22, 23). Spatial attention, for example, 
can be deployed covertly, in the absence of orienting movements, or 
it can be deployed overtly, for example, with eye movements (saccades) 
that target attended objects. To date, a wealth of psychophysical and 
neurophysiological evidence indicates a strong interdependence 
between the perceptual effects of covert attention and the neural cir-
cuits controlling gaze (24–29). Yet, recent evidence suggests that 
these two forms of attention may produce distinct perceptual effects 
(30), when they are experimentally dissociated. When covert atten-
tion and saccade planning are dissociated, neurons within the visual 
cortex (area V4) exhibit FR modulations for both types (31). More-
over, there is some evidence that different subpopulations of neu-
rons in the parietal cortex contribute to each type of attention 
distinctly (32, 33). Yet, given that the vast majority of previous studies 
of neural signatures of attention did not control for eye movement 
planning (12, 13, 15, 17, 19, 34–38), it is likely that the correlates 
described thus far reflect a combination of mechanisms involved in 
covert attention and gaze control.

In this study, we investigated neural signatures underlying dis-
tinct behavioral components of attention—sensitivity and bias—
and two forms of attention—covert and gaze related. We used a 
spatially cued attention task (Fig. 1A) (15, 17, 39) and analyzed be-
havior using a recently developed multidimensional SDT model 
[the multialternative detection/change- detection (m- ADC) model; 
Fig. 1B] (6, 10), which was designed specifically for quantifying 
sensitivity and bias in standard attention tasks (2). Moreover, in 
contrast to most previous studies (12, 13, 19, 34, 40), our task 
dissociated the focus of covert attention from the focus of planned 
eye movements (Fig. 1A). Our results reveal that distinct forms of 
attention (covert and gaze related) modulate distinct behavioral 
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components (bias and sensitivity, respectively) and are associated 
with distinct neuronal signatures (FR and noise correlations, re-
spectively) within the visual cortex (area V4).

RESULTS
Spatially dissociating behavioral components of attention
Monkeys performed a cued attention task (2, 17, 39) in which they 
detected changes in visual stimuli and responded to those changes 
with an antisaccadic response (Fig.  1A; Materials and Methods) 
(31). Briefly, each trial began with the monkey fixating a central 
white dot for 100 ms. This was followed by the appearance of four 
oriented gratings, one in each visual quadrant. After a variable delay, 
a spatial cue—a white line segment (<0.5° in length and <0.1° in 
width) pointed toward one of the four locations—was presented 
centrally. The cue remained on the screen for a variable interval 
(600 to 2200 ms, “cue epoch”) after which the stimuli disappeared 
briefly (typically, 270 ms). Upon reappearance, either one of the 
gratings had changed in orientation (“change trials”) or none of the 
gratings had changed in orientation (“no- change or catch trials”). 
On change trials, monkeys were rewarded for making a saccadic eye 
movement to the stimulus diametrically opposite (“antisaccade”) to 

the location of changed stimulus within 800 ms. On catch trials, 
animals were rewarded for maintaining fixation throughout the 
response period.

We refer to the location indicated by the cue as the “cued” loca-
tion, the location opposite the cued location as the “cue- opposite” 
location, and the two other, uncued locations as “cue- orthogonal” 
locations (Fig.  1A). Because cue validity was high (90 to 93% on 
change trials), changes occurred mainly at the cued location on 
change trials, and saccades occurred primarily toward the cue- 
opposite location. In other words, the cue- opposite location was 
the most likely location of saccades, and the cued location was the 
most likely location of a change. The cue- orthogonal locations 
served as control conditions for calculating changes in neural activ-
ity and psychophysical parameters induced by cueing and saccade 
planning.

When analyzing neural activity, we refer to trials in which the 
cued location overlapped with the receptive fields (RFs) of the re-
corded neurons as the “cued condition.” In this condition, we expect 
that neural activity was influenced by spatial cueing of attention but 
not by saccade preparation. Similarly, we refer trials in which the 
cue- opposite location overlapped with the recorded neurons’ RFs as 
the “cue- opposite condition.” In this condition, we expect that 
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Fig. 1. Spatial cueing and saccade planning produce dissociable effects on choice bias and sensitivity. (A) Multialternative change detection task (see the main text 
for details). dashed circle: v4 RF. Color and naming conventions: Blue: cued location. Orange: diagonally opposite to cued location (cue- opposite). Gray: contralateral or 
ipsilateral to cued location (cue- orthogonal). (B) m- AdC model for quantifying sensitivity and bias at each location (see the main text for details). decision variables, 
denoted by ψ, quantifying evidence for change at the cued location (blue) and an uncued location (orange) are represented along orthogonal (x and y) axes; the vertical 
(z) axis represents the probability density of the decision variable [p(ψ)]. thick gray lines: decision boundaries that delineate the space into distinct decision zones, corresponding 
to change at cued location (blue shading), uncued location (orange shading), or no change (gray shading). Blue and orange vertical lines correspond to criteria at the cued 
and cue- opposite locations, respectively. (C) hit rates at the cued, cue- opposite, and cue- orthogonal locations for monkey G (open boxplots, n = 18 sessions) and monkey 
B (filled boxplots, n = 12 sessions). (D) Same as in (C) but showing false- alarm rates. Other conventions are as in (C). (E) Same as in (C) but showing choice bias. (F) Same 
as in (e) but showing sensitivity. Other conventions are as in (e). (G) Modulation index of choice bias (MiBias) at the cued and cue- opposite locations. (H) Same as in (G) but 
showing Mi of sensitivity (MiSensitivity). All panels. Asterisks: significance levels (*P < 0.05, **P < 0.01, and ***P < 0.001). Significance levels for (C) and (d) are based on 
Wilcoxon signed rank test. Significance levels for (e) to (h) are based on permutation tests.
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neural activity was influenced by saccade preparation but not by 
spatial cueing. Trials in which the neural RFs overlapped with 
the cue- orthogonal location served as a control condition (“cue- 
orthogonal condition”) for calculating changes in neural activity 
and psychophysical parameters induced by cueing and saccade 
planning.

Each monkey’s behavioral responses in the task were organized 
into a 5 × 5 stimulus- response contingency table (fig. S1A). Psycho-
physical parameters—sensitivity (d′) and criterion (c) at each of the 
four locations—were estimated by fitting behavioral responses with 
a multidimensional signal detection model, the m- ADC model, 
designed specifically for the analysis of such multialternative attention 
tasks with probabilistic cueing (Fig.  1B) (6, 10). Choice bias was 
quantified with the likelihood ratio measure (β) (41). We extended 
the m- ADC model to incorporate a response bias component, which 
accounted for the animals’ oculomotor biases when performing the 
antisaccade task (figs. S1B and S2, A and B) (see the “m- ADC model 
fitting” section). Goodness- of- fit tests confirmed successful model 
fits to both monkeys’ behavioral responses in this multialternative 
attention task (fig. S2C). The antisaccade task design permitted dis-
tinguishing choice bias for reporting changes at a location from an 
oculomotor response bias for saccades toward that location.

Monkeys exhibited the highest proportion of “hits” and “false 
alarms” at the cued location, compared to the other locations (Fig. 1, 
C and D) [monkey G: P < 0.001 and monkey B: P < 0.001, for both 
cued versus cue- opposite and cued versus cue- orthogonal locations; 
analysis of variance (ANOVA), followed by Tukey- Cramer test]. As 
a consequence of higher hit and false- alarm rates, choice bias (β) 
was also highest at the cued location in both monkeys (Fig.  1E) 
(monkey G: P  <  0.001, monkey B: P  <  0.001; permutation test; 
Materials and Methods). In contrast, sensitivity was higher at the 
cue- opposite location as compared to the cued location (Fig.  1F) 
(monkey G: P = 0.008, monkey B: P < 0.001).

We quantified the effects on d′ and β with a “modulation index” 
(MI), computed as the ratio of the difference of the value of each 
parameter between the cued (or cue- opposite) and cue- orthogonal 
locations to its sum [e.g., (βcued − βortho)/(βcued + βortho)]. We ob-
served significantly higher bias modulation (MI- β) at the cued com-
pared to the cue- opposite location in both monkeys (Fig.  1G) 
(monkey G: P < 0.001, monkey B: P < 0.001) but significantly high-
er sensitivity modulation (MI-  d′) at the cue- opposite, compared to 
the cued, location (Fig.  1H) (monkey G: P  <  0.001, monkey B: 
P  <  0.001). We repeated these analyses with a similarity choice 
model (42) and observed nearly identical sensitivity and bias effects 
at all locations (fig. S3, A and B). These behavioral results indicate 
that spatial probabilistic cueing of attention did not produce an in-
crease in sensitivity (d′) at the cued location when that location was 
dissociated from the location of planned eye movements, in our 
task. Choice bias, but not sensitivity, was highest at the cued loca-
tion, despite this location being cued for attention, whereas sensitivity 
was highest at the cue- opposite location, toward which saccades 
were most likely. This latter result provides evidence in monkeys of 
a classic result previously shown in human subjects, namely, of the 
obligatory coupling of sensitivity to the location of planned eye 
movements (24, 25).

Last, we also quantified the oculomotor (saccadic) response bias 
or motor bias (Materials and Methods), which reflects the animals’ 
bias to make saccades toward a location. As expected, motor bias 
was highest toward the cue- opposite location, the most likely 

location for saccades (fig. S1C) (monkey G: P < 0.001, monkey B: 
P  <  0.001, for both cue- opposite versus cued and cue- opposite 
versus cue- orthogonal locations). Nevertheless, microsaccades—small 
fixational eye movements <1° in amplitude (43, 44)—were system-
atically biased toward the cued location. To quantify directional 
biases in microsaccades, we computed the summed magnitude of 
the projection of microsaccade vectors toward each location, across 
trials: A higher value of this metric at any location indicates a larger 
magnitude and/or a higher frequency of microsaccades, reflecting a 
greater propensity for microsaccades toward that location (see the 
“Microsaccade detection algorithm” section). The microsaccade MI 
(MI- μs, defined, as before, relative to the orthogonal locations as 
baseline), computed in a window from 250 to 750 ms after cue 
onset, was significantly higher toward the cued location as compared 
to the cue- opposite location (monkey G, P = 0.005 and monkey B, 
P = 0.001).

At first glance, it is unusual that choice bias, but not sensitivity, 
was highest, at the cued location. However, this result can be 
explained by a behavioral strategy specific to probabilistically cued 
attention tasks (2). Model simulations of such a task revealed that 
decreasing the criterion (increasing choice bias) at the cued location 
relative to the uncued location, without altering sensitivities, was 
sufficient to produce robust, overall increases in percent correct 
(fig. S4, A to C) (see the “Effect of criterion changes on overall 
accuracy in multialternative detection tasks” section). Next, we 
explored the neural correlates of these behavioral effects on bias and 
sensitivity induced, respectively, by spatial cueing and saccade plan-
ning. Specifically, we analyzed two well- documented neural signa-
tures of attention: the modulation of V4 neuronal FRs (14) and 
pairwise noise correlations (18).

FRs vary with bias, not sensitivity, during covert attention
First, we analyzed the effect of spatial cueing and saccade planning 
on V4 neuronal FRs. For this, we computed the FRs for each V4 unit 
(n = 464 units, 297 in monkey G and 167 in monkey B) in 500- ms 
moving windows and calculated an MI (MIFR; Materials and Methods) 
that quantified the change in FRs during trials when the RF was at 
the spatially cued location, referred to as the cued condition, or at 
the cue- opposite (saccade target) location, referred to as the cue- 
opposite condition, relative to the cue- orthogonal (control) condi-
tions [e.g., MIFR- cued  =  (FRcued  −  FRortho)/(FRcued  +  FRortho)]. V4 
FRs increased significantly for both the cued and the cue- opposite 
conditions, as previously described (31). The MIFR was positive dur-
ing the cue epoch (500 ms after cue onset until blank onset; Fig. 2A), 
and median MIFR was significantly greater than zero for both the 
cued and cue- opposite conditions (MIFR: cued = 0.82 ± 0.45 × 10−2, 
P =  0.001, Wilcoxon signed rank test, Bayes factor =  1.90; cue 
opposite: 2.29  ±  0.49 × 10−2; P  <  0.001, Bayes factor  =  243.11) 
(Fig. 2B). Despite heterogeneity in this pattern of responses among 
individual units, a substantial proportion of units showed a positive 
MIFR for both conditions (~44%), and the vast majority (~75%), for 
at least one of the two conditions (fig. S5B). MIFR exhibited different 
dynamics between the cued and cue- opposite conditions. For the 
cued condition, MIFR increased robustly and plateaued following 
cue onset, whereas MIFR for the cue- opposite condition ramped up 
continuously throughout in the cue epoch (Fig. 2A); this trend was 
consistent across both monkeys (fig. S5A). In other words, V4 FRs 
were enhanced both when the RF was at the location of highest bias 
(covert attention) and when the RF was at the location of highest 
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sensitivity (saccade target), but they exhibited qualitatively different 
temporal dynamics.

Next, we tested whether V4 neuronal activity varied with either 
sensitivity or bias changes. Because signal detection model param-
eters d′ and β cannot be estimated with single trial responses, we 
labeled entire sessions as “high” or “low,” based on a median split of 
either bias (β- split) or sensitivity (d′- split) for the cued condition 
(Materials and Methods) (fig. S2, D and E). We then compared the 
modulation of V4 FRs across sessions with high or low values of the 
respective psychophysical parameter. Figure  2C shows the time- 
resolved FR modulation (MIFR) during the cue epoch for each group 
of sessions. V4 activity modulated systematically with bias. The 

modulation was significantly higher during sessions with high bias 
than those with low bias during the cued condition (Fig. 2C, top, 
and Fig.  2D, top) (β- split: median ΔMIFR =  1.36 × 10−2, Cohen’s 
d = 0.253, P = 0.002, Mann- Whitney U test, Bayes factor = 3.84). 
This effect was also consistent in a window- computed 400 ms before 
the blank onset (Cohen’s d = 0.312, P < 0.001, Bayes factor = 25.05). 
Moreover, the pattern of FR modulations was similar in each mon-
key (fig. S6, A and B).

In addition, we tested whether the FR modulation reflected shifts 
in tuning curve baseline (additive modulation), scaling of amplitude 
(multiplicative modulation), or a combination of both (45), by 
fitting a linear model for the FR responses at the cued versus 
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cue- orthogonal locations across different stimulus orientations (see 
the “Tuning curve analysis” section) (Fig. 2E). We found a signifi-
cantly higher slope (α) for the high- bias, as compared to low- bias 
sessions (β- split: median ΔMIα = 7.43 ×10−2, P = 0.027) (Fig. 2F, 
left), indicative of a multiplicative modulation. On the other hand, 
the intercept (τ), which quantifies the degree of additive (baseline) 
shift, was not significantly different across the two session types 
(median ΔMIτ = −0.10 × 10−2, P = 0.935) (Fig. 2F, right). We con-
firmed these results also by fitting a Gaussian model with amplitude 
(A), mean (μ), width (σ), and baseline (b) parameters (fig. S6, C to 
F). Thus, FR modulations with bias were best explained by a multi-
plicative gain modulation.

In contrast to clear effects of bias, V4 FR exhibited no clear 
modulation with sensitivity for the cued condition (d′- split: median 
ΔMIFR  =  −0.22 × 10−2, Cohen’s d  =  −0.057, P  =  0.614, Bayes 
factor = 0.12) (Fig. 2C, bottom, and Fig. 2D, bottom). We observed 
similar effects in a window 400 ms before the blank onset (Cohen’s 
d = −0.176, P = 0.047, Bayes factor = 0.57). In addition, neither 
tuning curve parameter (slope and intercept) modulated signifi-
cantly with d′ (d′- split: median ΔMIα = −2.20 × 10−2, P = 0.474, 
ΔMIτ = −3.4 × 10−4, P = 0.559) (Fig. 2G). Thus, neuronal orienta-
tion tuning functions exhibited systematic multiplicative gain modu-
lation with bias but not with sensitivity. We also tested for the 
variation of the Fano factor with sensitivity and bias. This analysis 
revealed no clear modulation with sensitivity (P =  0.634, Bayes 
factor = 0.13), but a significant modulation with bias such that Fano 
factor was marginally higher for the high- bias, compared to the low- 
bias sessions (β- split: median ΔMIFF = 1.5 × 10−2, P = 0.009, Bayes 
factor = 2.09) (fig. S6G). These results indicate that while mean FRs 
increased with bias, the variance of FRs (noise) also increased, 
albeit marginally.

Because of the high cue validity (>90%), orientation changes 
occurred rarely during the cue- opposite condition when the RF was 
the saccade target location. Thus, there were not sufficient trials to 
examine whether neuronal activity varied with sensitivity and bias 
for the (invalid) cue- opposite condition. However, we could none-
theless examine whether activity during the cue- opposite condition 
covaried with sensitivity and bias during the (validly) cued condi-
tion. We found that V4 activity during the cue- opposite condition 
modulated with sensitivity during the cued condition (Fig. 3A, top, 
and Fig. 3B, top). V4 activity for the cue- opposite condition was sig-
nificantly higher, and increased over time, during sessions with low 
sensitivity at the covertly attended (cued) location, compared to ses-
sions with high sensitivity at the covertly attended location (d′- split/
cued: median ΔMIFR/cue- opp = −2.32 × 10−2, Cohen’s d = −0.2927, 
P < 0.001). In contrast, no such systematic differences were apparent 
in the data split by bias for the cued condition (Fig. 3A, bottom, and 
Fig. 3B, bottom; P = 0.153). Thus, greater activity at the location of 
planned saccades was negatively correlated with sensitivity at the 
diametrically opposite location of covert spatial attention.

Last, we analyzed laminar differences in FRs across superficial 
and deep V4 layers, demarcated based on the current source density 
(CSD); in these analyses, the superficial compartment included 
what was likely input layer IV (Materials and Methods; fig. S7A) (19, 
46). Superficial (n = 169) and deep (n = 295) layer activity was 
robustly modulated by saccade planning during the cue- opposite 
condition (superficial MIFR = 2.75 ± 0.59 × 10−2; P < 0.001; deep 
MIFR = 2.07 ± 0.69 × 10−2, P = 0.001) (Fig. 4A, right, and Fig. 4B, 
right). However, only the superficial- layer activity was modulated 

by covert attention (superficial MIFR = 1.69 ± 0.59 × 10−2; P < 0.001; 
deep MIFR = 0.42 ± 0.63 × 10−2, P = 0.134) (Fig. 4A, left, and Fig. 4B, 
left). Laminar analysis revealed an additional, interesting dichotomy 
between superficial-  and deep- layer neurons: FRs of superficial- 
layer neurons, but not deep- layer neurons, varied significantly with 
bias (superficial: P = 0.002, Bayes factor = 32.18; deep: P = 0.192, 
Bayes factor = 0.28) (Fig. 4, C and D). We repeated these analyses 
for a subset of sessions in which the input layer IV could be clearly 
demarcated on the basis of CSD markers reported in literature (19) 
(Materials and Methods). FRs of putative layer IV units varied only 
weakly with bias (P = 0.11, Bayes factor = 0.67, n = 102) (fig. S7B, 
top); by contrast, FRs of the remaining units in layers II to IV varied 
strongly and significantly with bias (P = 0.003, Bayes factor = 15.91, 
n = 67) (fig. S7B, bottom).

Together, these results show that when the focus of covert atten-
tion was decoupled from saccade planning, V4 neuronal activity 
modulated selectively with bias, but not sensitivity, for the covertly 
attended (cued) condition. The FR changes were best described by a 
multiplicative gain modulation of orientation tuning. FR modula-
tion at the saccade target location was predictive of sensitivity dur-
ing the cued condition when the RF was at the covertly attended 
location. In addition, only superficial- layer unit activity was signifi-
cantly modulated by both covert attention and bias, indicating that 
neural mechanisms mediating bias changes during covert spatial 
attention are distinct from those underlying saccade planning.

Noise correlations vary with sensitivity but not bias
Next, we measured spike- count (“noise”) correlations between pairs 
of V4 units during the cue epoch and examined how these modu-
lated with covert attention and saccade planning. Previous studies 
reported a reduction in noise correlations at the attended location 
(17, 18) in a manner that appears to facilitate sensory decoding of 
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the attended stimulus (47); this effect appears to be strongest within 
the more superficial layers (19). Although these results suggest that 
covert attention reduces correlated variability, none of the previous 
studies dissociated covert attention from oculomotor planning. 
Previous studies have not directly linked the modulation of noise 
correlations with psychophysical metrics of d′ and bias. Thus, we 
examined noise correlations for the two dissociated conditions, 
separately.

Noise correlations increased monotonically with the mean evoked 
response, for both the cued and cue- opposite conditions (Fig. 5A), 
consistent with previous studies (18). The MI of the noise correla-
tion (MIr- sc) for the cue- opposite condition was significantly lower 
than for the cued condition (ΔMIr- sc = 8.56 ± 2.0 × 10−2, P < 0.001, 
permutation test; Bayes factor  =  214.59) (Fig.  5B). Moreover, in 
comparison to the control (orthogonal) conditions, noise correla-
tions were significantly higher for the cued condition (Fig. 5B) (MIr- sc: 
cued = 4.25 ± 1.73 × 10−2, P = 0.006, sign- rank test). In addition, 
the patterns of noise correlation effects reflected specific behavioral 
d′ trends in each of the two monkeys (fig. S8, A and B), suggesting a 
correspondence between perceptual sensitivity modulation and 
reduced noise correlations in V4 activity.

In addition, noise correlations covaried with perceptual sensitivity 
variations. As in the FR analysis, we divided sessions based on a 
median split of the respective psychophysical parameter (d′ and β) 
value during the cued condition and tested whether noise correla-
tions were significantly different across the two session groups. In 
contrast to the trend observed with FRs, noise correlations varied 
systematically with sensitivity: MIr- sc computed in a 400- ms window 
preceding blank onset (Materials and Methods) was significantly 
lower for the high d′ sessions, as compared to the low d′ sessions 
(d′ split: Cohen’s d  =  −0.179, P  <  0.001, Bayes factor  =  5.47) 
(Fig. 5C). On the other hand, noise correlations computed during 
the same window did not vary significantly across high- bias and 

low- bias sessions (β- split: median Cohen’s d  =  −0.064, P  =  0.11, 
Bayes factor = 0.11) (Fig. 5D). In other words, at the location of 
covert attention, noise correlations in V4 were predictive of sensitivity 
but not bias.

Last, laminar analysis revealed a specific dichotomy between 
superficial-  and deep- layer neurons. In the superficial layers, noise 
correlations did not differ between the cued and the cue- opposite 
conditions (ΔMIr- sc = 3.4 ± 4.01 × 10−2, P = 0.263, Bayes factor = 0.10) 
(Fig. 5E); these results were unchanged when putative layer IV units 
were analyzed separately (putative layer IV: ΔMIr- sc = 5.42 ± 4.76 × 
10−2, P = 0.786, Bayes factor = 0.17). However, within the deeper 
layers, the contrasting noise correlation effects were more promi-
nent, and differed significantly (ΔMIr- sc  =  14.43  ±  3.58 × 10−2, 
P < 0.001, Bayes factor = 135.42) (Fig. 5F). In addition, the suppres-
sion of noise correlations at the cue- opposite condition relative to 
baseline (cue- orthogonal conditions) was statistically significant for 
the deep- layer units (Fig.  5F, orange bar, P  =  0.002, Wilcoxon 
signed- rank test, Bayes factor = 11.08). The above results show that 
when the target of the eye movement response is spatially dissociated 
from the focus of covert attention, the expected decreases in noise 
correlations during covert attention disappear. Instead, reductions 
in noise correlation were associated with the planning of saccadic 
eye movements, specifically in the deep layers. Furthermore, noise 
correlations modulated robustly with sensitivity, but not bias, indi-
cating that saccade planning may engage this specific neural mecha-
nism for controlling perceptual sensitivity.

In summary, dissociating covert attention from saccade planning 
enabled dissociating distinct components of attention—bias and 
sensitivity—across spatial locations. Whereas bias was highest when 
the RF was at the focus of covert attention, sensitivity was highest 
when the RF was at the location of planned eye movements. V4 FR 
modulations at the covertly attended location emerged as a specific 
signature of bias, but not sensitivity, and were most prominent in 
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superficial layers. The FR modulations could be best accounted for 
by a multiplicative gain of V4 tuning curves. In contrast, the reduc-
tion in noise correlations in V4 occurred only when the RF was at 
the saccade target location and was significant only in deep layers. 
Moreover, noise correlations varied systematically with sensitivity 
but not bias. Our results show that distinct forms of attention, covert 
and gaze related, modulate distinct behavioral components (bias 
and sensitivity, respectively), which map on to distinct neuronal 
signatures within the visual cortex.

DISCUSSION
We used a standard, multialternative, endogenous attention task 
with spatial probabilistic cueing and quantified sensitivity and bias 
at different spatial locations with a recent multidimensional SDT 
model, specifically designed for the analysis of such tasks (6, 10). 
Unlike previous tasks that coupled the location of attention with the 
location of planned eye movements, in our task, the location of the 
cue was dissociated from (but not independent of) the location of 
the saccade. Even tasks that incorporate a non- oculomotor response 
[e.g., lever release (40)] are not immune to this pitfall. For example, 
it is likely that saccade planning occurs naturally toward the cued 
location even in such tasks (24, 48). Without directly measuring eye 
movement plans, it is not possible to ensure that the locus of cued 
attention and saccade planning are indeed dissociated.

By contrast, the antisaccade paradigm in our task strongly en-
couraged saccade planning away from the cued location, as evi-
denced by a substantial proportion of early saccades toward the 
cue- opposite location. This enabled us to dissociate and directly 
compare the distinct effects of spatial cueing and saccade preparation 

on perceptual sensitivity and choice bias (49, 50). We observed that 
when the focus of covert attention and saccade planning were dis-
sociated, sensitivity and bias were also spatially dissociated. Sensi-
tivity was highest at the cue- opposite location, the most probable 
location for saccades. These behavioral results are consistent with 
previous studies in human participants indicating that perceptual 
sensitivity is largely dependent on saccade planning (24, 51). In con-
trast, we found that choice bias, but not sensitivity, was highest at the 
location cued for attention. Interestingly, the pattern of micro-
saccades during the cue epoch also showed a clear bias toward the 
cued location (fig. S2F), although the subsequent saccade was typically 
made to the cue- opposite location. Whereas previous studies have 
reported a potential link between microsaccades and attention (44, 
52), our results suggest that microsaccades may index a particular 
component of attention (choice bias).

More generally, our results indicate that spatial probabilistic cue-
ing of attention does not produce an increase in sensitivity (d′) at 
the cued location when that location is dissociated from the location 
of planned eye movements. Instead, cueing can increase choice bias, 
which is a valid strategy to increase overall performance in probabi-
listically cued attention tasks (fig. S4). This latter finding is consistent 
with models in which attention’s effects manifest, not in terms of 
enhanced sensory coding, but in terms of altered decision poli-
cies (53).

In our study, FRs of area V4 neurons modulated systematically 
with choice bias but, unexpectedly, not with sensitivity. These results 
are consistent with previous work by Baruni et al. (54) who used a 
spatially biased reward paradigm and found that V4 activity modu-
lations reflected decisional mechanisms (bias changes) rather than 
signal- to- noise (sensitivity) enhancement mechanisms. Similarly, a 
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recent study showed that V4 activity robustly encodes choice- related 
information in perceptual discrimination tasks (55).

These observations appear at odds with a recent study by Luo 
and Maunsell (13), which reported that V4 activity modulations 
during the cue epoch reflect, specifically, sensitivity changes. In this 
study, the authors dissociated sensitivity from bias with a unique 
reward manipulation and a change detection (Yes/No) task. Sensi-
tivity and bias were each systematically manipulated across the cued 
and uncued locations, in distinct sessions, while keeping the other 
parameter at a fixed value. Sensitivity was manipulated by increas-
ing the magnitude of average reward at one location relative to the 
other. In contrast, the criterion (bias for detection response) was 
manipulated by differentially rewarding hits versus correct rejec-
tions at each location, while keeping the mean reward the same, 
across the two locations. Using this reward manipulation, V4 modu-
lation was found to correlate selectively with sensitivity but not with 
criterion (bias).

A possible explanation for these divergent findings is that crite-
rion changes—induced by differential rewards to different response 
types—are unrelated to attention [see also Wyart et  al. (56)]. We 
propose that, in the criterion manipulation sessions, the animal’s 
attention would not have been engaged toward the low criterion 
location, given that the overall reward was the same across the two 
locations. Rather, the criterion manipulations induced an expecta-
tion of reward, and, therefore, a response bias, for Yes responses at 
one location (low criterion) and, conversely, a corresponding 
response bias for No responses at the other location (high criterion). 
As elegantly demonstrated by a subsequent study (12), these re-
sponse biases could be mediated by prefrontal neurons involved in 
reward expectation but are unlikely to engage attention at one 
spatial location selectively.

We also found that when dissociated from saccade preparation, 
covert attention was not accompanied by reductions in noise corre-
lations in V4 activity. Instead, noise correlations were reduced when 
saccades were planned to the neuronal RFs. Thus, our results show 
that distinct forms of attention, covert and gaze- related, are not only 
associated with distinct behavioral components (bias and sensitivity), 
but that they map on to distinct neuronal signatures within visual 
area V4.

Many recent studies have suggested dissociable neural substrates 
underlying sensitivity and bias. For example, some studies have sug-
gested a specific role for the superior colliculus in modulating bias 
but not sensitivity (6, 11, 57, 58). These results have led to the hy-
pothesis that distinct brain regions, or networks of brain regions, 
may mediate sensitivity and bias components of attention (6, 12, 
59). Evidence from multiple species indicates that changes in sen-
sory responses and in behavioral performance during spatial atten-
tion are driven, at least in part, by gaze control neurons in the 
prefrontal cortex, specifically the frontal eye field (FEF) (26–29, 60).
This evidence is consistent with the human psychophysical evidence 
indicating a strong interdependence of spatial attention and saccade 
planning (24, 25). Nonetheless, it remains unclear to what extent the 
behavioral control of attention relies solely on gaze mechanisms. 
More recent human psychophysical studies indicate that the effects 
of covert and gaze- related attention on behavior may also be distinct 
(30), thus suggesting that dissociable neural substrates may mediate 
bias and sensitivity. Our observation that neural correlates of sensi-
tivity and bias are both present within V4, albeit during distinct be-
havioral states, is consistent with that possibility. It is also possible 

that distinct subpopulations of neurons within FEF control covert 
and gaze- related attention. In a standard (prosaccade) attention 
task, these subpopulations would work in concert producing both 
bias and sensitivity enhancements at the location cued for attention 
and eye movements. On the other hand, the antisaccade nature of 
our task could have induced spatial competition between these sub-
populations. Top- down modulations from these FEF subpopula-
tions to distinct covert and gaze- related neural populations in V4 
could then mediate the spatially dissociable effects on bias and sen-
sitivity, respectively. In addition, at least some of the effects on FRs 
and noise correlations occur outside the attentional loci of interest 
(61). In our analyses, we normalized neural activity or behavioral 
metrics at the two loci of interest (cued and cue- opposite) based on 
their respective values at the cue- orthogonal locations, along the 
lines of previous studies (31, 62); the latter locations are neither 
targets of saccade planning nor spatially cued. A decrease in FRs or 
an increase in noise correlations at these cue- orthogonal locations 
could have also contributed to neural modulations reported at the 
cued and cue- opposite locations. These hypotheses remain to be 
tested in future studies.

A few previous studies have examined laminar differences in the 
neural correlates of spatial attention in area V4 (19, 46, 63). Buffalo et al. 
(63) found that covert attention produced comparable effects across 
layers on FRs and noise correlations; yet, attentional effects on gam-
ma and alpha synchrony were layer specific. In contrast, using 
higher channel- count electrodes, Nandy et al. (19), observed a lami-
nar dependence of both FR and noise correlation modulations 
across layers, with larger effects within the input and superficial 
layers than in the deep layers. Similarly, Pettine et al. (46) observed 
that whereas V4 neurons in superficial layers exhibited greater 
orientation selectivity, neurons in deep layers conveyed more infor-
mation about saccade planning. In the present study, reductions in 
noise correlations were strongest in the deeper layers, particularly at 
the saccade target location, and covaried with sensitivity changes. 
Deep- layer neurons project predominantly to lower visual areas 
including V1 and V2 (64–66) and the superior colliculus, a key region 
involved in eye movement control. Recurrent connections between 
the V4 and these lower visual areas and local processing within 
them may mediate fine grained feature analysis and, therefore, 
perceptual sensitivity improvements. By contrast, FR increases by 
covert attention occurred significantly in the superficial layers. V4 
neurons in these layers project to higher visual areas (65) and may 
also preferentially receive top- down input from other cortical areas 
[e.g., FEF (67)]. Top- down inputs to V4 may enable enhancing 
(biasing) the relevance of visual information at the cued location 
over other locations.

In summary, these results inspire a mechanistic schema by which 
distinct neural codes in the visual cortex map on to distinct forms 
and components of attention. Covert attention induces a multiplica-
tive gain modulation of FRs, especially in the superficial layers; such 
gain modulation confers a specific advantage for selecting attended 
stimuli for downstream decision- making (5). This neural effect may 
manifest, behaviorally, as an increase in choice bias (decrease in cri-
terion) at the focus of covert attention (Fig. 6A); this hypothesis is 
consistent with multiple previous studies that report an increase in 
neuronal FRs and behavioral bias at the covertly attended location 
(6, 8, 10, 31, 35, 37, 58, 68–70). By contrast, saccade planning yields 
a reduction in noise correlations, especially in the deep layers; this 
reduction may improve the quality of sensory representations by 
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reducing the overlap between signal and noise FR distributions 
along the readout axis. This neural effect translates, behaviorally, into 
higher perceptual sensitivity (d′) (Fig. 6B); this hypothesis is consis-
tent with behavioral reports of increased d′ at the location of planned 
eye movements (51, 71) and also with neural reports of increased 
orientation discriminability in V4 neurons before saccade onset 
(72). In other words, distinct forms of attention may operate via dis-
tinct neural codes to control distinct behavioral components of 
attention.

MATERIALS AND METHODS
Experimental model and subject details
Data were collected from two male rhesus macaque monkeys (monkey 
G and monkey B; Macaca mulatta, weight: 8 to 12 kg). Experimental 
procedures were in concordance with the National Institutes of 
Health Guide for the Care and Use of Laboratory Animals and the 
Society for Neuroscience Guidelines and Policies, and approved by 
the Stanford University Animal Care and Use Committee. Data 
analysis protocols were approved by the Institute Human Ethics 
Committee at the Indian Institute of Science, Bengaluru.

Behavioral and neural data acquisition
Some of the data (behavior and V4 recordings) analyzed for this 
study were collected as part of a previous study (31). This study 
presents behavioral analyses of these data with signal detection 
models and the correlation of psychophysical parameters with 
neural metrics.
Behavioral task and data acquisition
Visual stimuli were displayed on a Samsung 223R3Z monitor at 120 Hz 
and 1680 × 1050 resolution (17.8 pixels/°). The monitor was posi-
tioned at 28.5 cm from the monkey’s eyes. Each trial began with the 
monkey maintaining fixation at a central white dot for 100 ms. This 
was followed by the appearance of four oriented gratings—full- contrast 

static Gabor patches, typically, ~4° in diameter and  ~1 cycles per 
degree in spatial frequency—one in each visual quadrant. At each 
location, the orientation of the gratings was randomly sampled from 
among 16 evenly spaced values, from 0° to 360° in increments of 
22.5°. After a variable delay of 300 to 500 ms, a spatial cue—a white 
line segment <0.5° in length and <0.1° in width directed toward one 
of the four locations—was presented centrally. The cue remained on 
the screen for a variable interval (600 to 2200 ms) following which 
the stimuli briefly disappeared (270 ms) and reappeared. Upon 
reappearance, either one of the gratings had changed in orientation 
(change trials) or none had changed (no- change or catch trials). On 
change trials, the animals were rewarded for saccading to the stimu-
lus diametrically opposite to the location of change (“antisaccade” 
response) within a response window of 800 ms. On no- change trials, 
animals were rewarded for withholding a response and maintaining 
fixation throughout the response period. We refer to the location 
opposite the cue as the cue- opposite location and the two other 
uncued locations as cue- orthogonal locations (Fig. 1A) (31). Change 
and no- change trials occurred in equal proportions (50% each). Cue 
validity was 90 to 93% on change trials.

For monkey G, data were acquired from 24 behavioral sessions. Of 
these, three sessions did not contain any invalidly cued trials and were 
excluded from further analyses. In addition, three sessions were excluded 
due to partially corrupted eye- tracking data or incomplete V4 record-
ings. For this study, data were analyzed from the remaining 18 sessions for 
monkey G. For monkey B, data were acquired from 21 behavioral ses-
sions. Of these, the initial nine behavioral sessions used a marginally dif-
ferent task and training strategy, which resulted in the animal producing 
very few (<1.5%) responses toward the cue- orthogonal locations. A differ-
ent training strategy was used before data for the subsequent sessions 
were acquired, which encouraged the animal to make 3× more responses 
toward the cue- orthogonal locations (>5%), permitting behavioral analysis 
with SDT models. For this study, data were analyzed from the last 12 behav-
ioral sessions for monkey B.
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sensitivity for distinguishing signal from noise.



Chandrasekaran et al., Sci. Adv. 10, eadi0645 (2024)     2 February 2024

S C i e n C e  A d v A n C e S  |  R e S e A R C h  A R t i C l e

10 of 15

Neural data acquisition
Recordings in V4 were performed with 16- channel U- Probes (Plexon 
Inc., Dallas, TX). Data were filtered from 0.5 Hz to 8 kHz in hard-
ware and were stored at a sampling rate of 40 kHz for offline analy-
sis. The electrode array was left in place throughout the duration of 
each behavioral session, and post hoc analyses of the waveforms 
were used to isolate single and multiunits. Further details regarding 
the recordings, spike detection, and sorting procedures are provided 
in Steinmetz and Moore (31).
Eye position data acquisition and analysis
For monkey G, eye position was monitored with a scleral search coil 
in some sessions and an Eyelink 1000 infrared–based video eye 
tracking system in other sessions (31). For monkey B, eye position 
was monitored with the Eyelink 1000 in all sessions. Saccade data 
were stored for offline analysis. Saccade onset times and saccade tar-
get fixations were determined with the following procedure: Sac-
cade onset times were recorded when gaze deviated beyond a small 
square box (~1.5° width) around the fixation dot and the speed of 
eye movement exceeded 250 degrees of visual angle per s. The eye 
position of the monkey 100 ms after the saccade onset was used to 
identify the saccade target (end point) fixation. For no- change re-
sponses, only trials in which the gaze did not deviate beyond the 
fixation box for a period of 800 ms after the stimuli reappeared 
were considered. Furthermore, we computed the average dis-
placement of the eye position from fixation during the last 100 ms 
of the response window across no- change response trials, and 
rejected trials where this displacement was greater than the 
mean displacement by more than 3 SDs across trials. We used 
visual inspection to remove trials with irregular responses, such 
as double step saccades, in which the first fixation occurred in a 
visual quadrant different from the ultimate saccade target or av-
eraging saccades that landed at intermediate locations between 
two visual targets.
Microsaccade detection algorithm
We detected microsaccades following the same approach as a recent 
study (44). After applying a bandstop filter to remove line noise at 
60 Hz (second- order Butterworth IIR bandstop filter; lower and 
higher half power frequencies at 59 and 61 Hz), we smoothed the 
horizontal and vertical eye signals using rectangular windows of 
10 ms width. Then, we calculated velocity from the eye positions using 
a finite difference approximation to the first derivative as: vx(n) = Fs × 
[x(n + 2) + x(n + 1) – x(n − 1) – x(n − 2)]/6, where vx denotes the 
x component of the velocity vector, n denotes the sample number, Fs 
denotes the sampling rate, and x(k) denotes the azimuthal position 
of the eye at sample k. The y component of the velocity vector was 
similarly computed based on the elevational position of the eye. Fol-
lowing this, we again smoothed the velocity signals using rectangu-
lar windows of 10 ms width. Microsaccades were detected using 
the algorithm described in Engbert and Kliegl (43). The algo-
rithm computes velocity thresholds for each trial, as a multiple of 
the SD of the velocity distribution. The SD was calculated using 
a median estimator and multiplied by a constant C (for all results 
reported, C  =  4). Furthermore, we considered only microsac-
cades with a minimum duration of 8 ms and an amplitude be-
tween 0.12 and 1.0 dva.

For each animal, we constructed average saccade vectors using 
the end points of the population of saccades to each target stimulus. 
We then projected each microsaccade vector on to these average 
saccade vectors and summed the projections across trials for each 

session; negative magnitudes of these projections, representing 
putative return or corrective microsaccades, were excluded from 
the sum.

Behavioral data analysis
Contingency tables
Animals’ behavioral responses were organized into 5 × 5 stimulus- 
response contingency tables, with stimulus events—grating orientation 
change in one of four quadrants, or no change—along the rows and 
responses—saccade to one of the four stimulus locations, no saccade—
along the columns. This contingency table was then reorganized so 
that all stimulus and response locations were sorted according to 
their position relative to the cue on each trial, as cued, cue- opposite, 
cue- ipsilateral, and cue- contralateral (fig. S1A). Given the anti-
saccade nature of the task, note that a saccade toward a grating stim-
ulus location would indicate a report of change at the diametrically 
opposite grating stimulus. Each trial was classified into one of five 
types: as a hit, mislocalization, false alarm, miss, or correct rejection 
(fig. S1A).
m- ADC model fitting
The 5 × 5 stimulus response contingency table was fit with the 
m- ADC model (6, 10) to estimate psychophysical parameters: sen-
sitivity and criterion at each of the four locations. The m- ADC model 
extends conventional one- dimensional SDT into multiple dimen-
sions (41, 73) with the goal of distinguishing sensitivity and bias 
effects in attention tasks. The model is described in extensive detail 
and compared with alternative models in many previous studies 
(6, 8–10, 58, 74).

Briefly, the multialternative decision is modeled in a multidi-
mensional decision space, with four orthogonal decision variable 
axes representing sensory evidence for change at each of the four 
locations. Signal and noise distributions are modeled as multivariate 
Gaussians with an identity covariance matrix, and decisions are 
based on 10 planar decision surfaces (hyperplanes), which partition 
the four- dimensional decision space into five decision zones, each 
corresponding to a decision to report a change at one of the four 
locations, or no change. The noise (no- change) distribution is speci-
fied to have zero mean. The mean of the signal distribution along 
each decision axis is parameterized by the perceptual sensitivity (d′) 
for detecting a change at the corresponding location. The distance 
from the origin of the four decision surfaces parallel to each coordi-
nate hyperplane is parameterized by four criteria (c) for reporting a 
change at the corresponding location. Model parameters (d′ and c) 
were estimated with maximum likelihood estimation; the fitting 
procedure has been described in detail previously (8, 10). Here, we 
used a 4- ADC model as there were four potential locations of change.

Because of the challenging nature of the antisaccade task, both 
monkeys developed a strong oculomotor response bias. This bias 
overwhelmingly favored saccades toward the cue- opposite location 
(the most likely saccade location) on trials in which the orientation 
change occurred at one of the cue- orthogonal locations. This pro-
duced a large excess of mislocalization responses toward the cue- 
opposite location when changes occurred at the cue- orthogonal 
locations, as compared to false alarms (mislocalizations: monkey G: 
0.44  ±  0.08, monkey B: 0.33  ±  0.05; false alarms: monkey 
G = 0.27 ± 0.01, monkey B = 0.18 ± 0.02; mean ± SD, across 
sessions). To accurately estimate psychophysical parameters while 
taking this response bias into account, we fit a modified version of 
the m- ADC model, incorporating a motor bias matrix (6). This fitting 
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was accomplished by multiplying the m- ADC estimated response 
proportions with a 4 × 4 motor bias matrix (fig. S1B), as follows

where p(r|s) represents the actual response proportions (actual pro-
portion of responses to location r when the change occurred at loca-
tion s), p(r′|s) represents the response proportions in the m- ADC fit 
(estimated probability of response to location r′ when the change 
occurred at location s), and p(r|r′) represents the motor bias (prob-
ability) for reporting location r when the m- ADC model indicated 
location r′ for response. During fitting, each row in the motor bias 
matrix was constrained to sum to 1 (the law of probabilities). 
Thus, the motor bias matrix added 12 additional parameters to the 
m- ADC model fitting.
Psychophysical parameter estimation
For monkey G, orientation change magnitudes ranged across angles 
ranging from 2° to 90°. We binned these orientations into four bins: 
<45°, 45°, 67°, and 90°. For monkey B, orientation change magni-
tudes were always 45°, at both cued and uncued locations. Distinct 
d′ parameters were estimated, one for each orientation change angle 
bin. A single criterion (c) was estimated for each location. All sensi-
tivities reported correspond to 45° orientation changes for both 
monkeys. The number of parameters estimated for each monkey 
included 4 criterion parameters, nc  +  3nuc sensitivity parameters, 
and 12 parameters for the motor bias matrix, where nc and nuc 
denote the number of orientation change angle bins for the validly 
and invalidly cued locations, respectively (monkey G: nc = 4, nuc = 2; 
monkey B: nc = 1, nuc = 1). Maximum Likelihood (ML) estimation 
was performed to concurrently estimate both m- ADC parameters 
(sensitivity and criterion) and motor bias matrix parameters with 
data pooled across sessions and separately for each animal. In all 
cases, to ensure that ML estimation did not converge to a local 
minimum, we repeated the estimation with n = 10 random initializa-
tions of the parameters and chose the parameter configuration with 
best goodness- of- fit value; typically, this corresponded to the mode 
of the parameter configurations across the 10 runs. Zeros in the 
contingency table were replaced with a small value [1/(2 × Nangles)] 
to ensure that the ML estimation did not diverge.

Following psychophysical parameter estimation, we computed 
the choice bias using the likelihood ratio measure (β) using an 
analytical relationship between β, d′, and c for the m- ADC model 
derived previously [Banerjee et al. (8); their appendix]. Figure 1 
(E and F) shows parameters obtained across individual sessions. 
Jackknife estimates of variance of sensitivity and bias parameters 
were obtained by leaving one session out at a time; motor bias 
parameters were kept constant based on the pooled session analysis. 
All sensitivity (d′) and sensitivity modulation (MI-  d′) values reported 
in Fig. 1 (F and H) correspond to a change angle of 45°. The motor 
bias toward each location (r) was quantified as the sum of each column 
of the motor bias matrix [∑r′ p(r|r′); fig. S1B]. Jackknife parameter 
estimates of motor bias parameters’ variance (fig. S1C) were obtained 
by leaving one session out a time and estimating both m- ADC and 
motor bias parameters with the remaining (n − 1) sessions.

Recording sites and sessions were chosen so that RFs of V4 units 
occurred in the lower- left visual quadrant (31). All analyses reported 
for V4 units included only units exhibiting visual responses or saccadic 
responses to the lower- left quadrant. To ensure correspondence 
between the behavioral and neural analyses, sensitivity and bias 

estimates were based on a contingency table with behavioral re-
sponses only on trials in which change events occurred in the lower- 
left quadrant (3101 of 12,597 change trials for monkey G; 2482 of 
9782 change trials for monkey B); all no- change trials were included 
in these analyses (12,966 trials for monkey G; 10,293 trials for monkey 
B). Estimating sensitivity and bias with data from all trials (change 
and no change) revealed trends closely similar to those reported 
in Results.

To compare sensitivity and bias across cued and cue- opposite 
locations, we also computed an MI defined as the ratio of the differ-
ence of the value of the respective parameter between the cued 
(or cue- opposite) and cue- orthogonal locations to their sum. For 
example, p- MIcued =  (pcued − portho)/(pcued + portho), where pcued is 
either the sensitivity (d′) or the bias (β) parameter at the cued loca-
tion and portho represents the average value of the respective param-
eter across the orthogonal (ipsilateral and contralateral) locations.
Median split of sessions based on psychophysical 
parameter values
To explore the correspondence between psychophysical parameters 
and neural activity, we divided the behavioral sessions into “high” 
and “low” sensitivity or high and low bias at the cued location 
(fig.  S2, D and E), where a substantial proportion of changes 
occurred (~45% of all trials) in each session. Trials where change 
occurred at the RF were very rare at the cue- opposite location (0 to 
15 trials per session, <2% overall), rendering it challenging to reli-
ably estimate d′ and bias at this location separately for each session. 
We performed a median split across sessions of the jackknife esti-
mates of sensitivity (d′, for 45° orientation changes) or the jackknife 
estimates of the likelihood- ratio bias (β), respectively. For these 
jackknife estimates, as before, the motor bias matrix was fixed to its 
value estimated from the pooled across sessions data. This median 
split into high and low d′ (or bias) sessions was performed separately 
for each animal, and unit activity was pooled across each session 
type for analysis (see the “Analysis of V4 neural recordings” section).
Goodness- of- fit and statistical tests
We assessed goodness of fit of the 4- ADC model with the motor bias 
matrix to the measured behavioral responses, organized into a 5 × 5 
contingency table, with a randomization test based on the chi- 
square statistic [see (8); their methods]. The test was performed by 
fitting the model to the data pooled across sessions, separately, for 
each monkey. The goodness- of- fit P value based on the randomiza-
tion test was P > 0.99 for both monkeys. In addition, we also fit the 
contingency tables for individual sessions for each animal. In this 
case, we also observed good fits of the model to the data [monkey G: 
P = 1.0 (0.99 to 1.0), median (range), across n = 18 sessions; monkey 
B: P = 1.0 (0.98 to 1.0) across n = 12 sessions] (fig. S2C), indicating 
that the model fit did not deviate significantly from the observed 
response proportions in the contingency tables. In other words, the 
4- ADC model, with the motor bias matrix, successfully account-
ed for the animals’ behavior in this multialternative attention task.

Tests for significant differences between the psychometric pa-
rameters (hit rates and false- alarm rates) at the four different loca-
tions were performed with an ANOVA, with locations and sessions 
as factors, followed by a post hoc Tukey- Kramer correction for 
multiple comparisons. For the psychophysical parameters (sensitivity 
and bias) estimated on the pooled data, as opposed to the individual 
sessions, we established significance by performing a permutation 
test. To test for significant differences in sensitivity across locations, 
we adopted the following procedure: After estimating sensitivities 

p(r∣s) =
∑

r�

p(r�∣s) × p(r ∣r�)



Chandrasekaran et al., Sci. Adv. 10, eadi0645 (2024)     2 February 2024

S C i e n C e  A d v A n C e S  |  R e S e A R C h  A R t i C l e

12 of 15

and criteria with the session- pooled contingency tables, we first set 
the sensitivity at each location to its average value across locations. 
We then estimated “null” conditional probabilities p(r|s) with the 
m- ADC model using the criteria at the four locations and identical 
(average) sensitivity at each location. Following this, we performed 
multinomial sampling from the estimated null conditional proba-
bilities and fit the m- ADC to each simulated contingency table, 
except that we permitted the model to only fit d′ values, whereas the 
criteria remained fixed (to their original values). This procedure was 
repeated 1000 times to generate a null distribution of d′ differences 
(or their modulation indices) across locations. Differences in the 
true d′ estimates across locations were considered significant if they 
exceeded the 95th percentile of this null distribution of d′ differences. 
To test for significant differences in choice bias across locations an 
identical procedure was followed, except that the null conditional 
probabilities p(r|s) were estimated by setting the β (likelihood ratio 
bias) to its average value across locations, and fitting only the criteria 
when generating the null distribution.
Relevance of the motor bias matrix for fitting behavior
The goodness- of- fit testing results with the extended m- ADC model 
with the motor bias matrix showed that this model is sufficient to fit 
behavior in this cued, multialternative detection task. We tested 
whether incorporating the motor bias matrix was also necessary to 
model the animals’ responses accurately, by performing four analyses: 
(i) a goodness- of- fit test for an m- ADC model without the motor 
bias matrix, (ii) a behavioral prediction analysis, (iii) an analysis that 
explored a more parsimonious version of the motor bias matrix, and 
(iv) an analysis that explored a more detailed version of the motor 
bias matrix.

The first analysis tested whether the motor bias matrix was 
necessary to model the animals’ responses in this task. For this, we 
fit the standard 4- ADC model without incorporating the motor bias 
matrix. This model failed to accurately fit behavior (P < 0.01), indi-
cating that the motor bias matrix was necessary for fitting the ani-
mals’ responses. The goals of the second analysis were twofold: (i) to 
test whether the motor bias matrix was consistent across sessions 
and (ii) to test whether incorporating the motor bias matrix would 
improve the model’s ability to predict the animals’ behavior in held- 
out contingencies. For this, we fit the model based only on a subset 
of responses (9 of 25) in the contingency table, using either (i) hit 
(four contingencies), false- alarm (four contingencies), and correct 
rejection (one contingency) rates, or (ii) miss (four contingencies), 
false- alarm (four contingencies), and correct rejection (one contin-
gency) rates. In each case, we split the trials into two folds by pooling 
the data across odd-  and even- numbered trials, respectively. To 
ensure that each fold had appreciable number of trials at each location 
and change angle, for this analysis we included all trials, irrespective 
of whether the change occurred in the V4 units’ RF. The motor bias 
matrix estimated from the full contingency table of the first fold was 
used for estimating parameters with the partial contingency table in 
the other fold. After fitting the model with a subset (9) of contingen-
cies, we predicted the response proportions for the remaining 16 
contingencies. Model parameter estimates across the two folds were 
correlated with robust (bend) correlations (75). The prediction anal-
ysis was repeated after excluding the motor bias matrix in the fitting. 
The results from this analysis are shown in fig. S2A. The third analy-
sis tested whether more parsimonious solutions for the motor bias 
could fit the data equally well. For this, we estimated the parameters 
with maximum likelihood estimation as before, but including an 

additive penalty on the Frobenius norm (||M||2) of the motor bias 
matrix weighted by a factor λ. Thus, the objective function was to 
maximize [−log (likelihood)  +  λ||M||2)]. Note that because each 
row of the motor bias matrix is constrained to sum to 1 [Σr′ 
p(r|r′) = 1], the minimum penalty solution corresponds to an equal 
value (0.25) for all entries, indicating uniform motor bias toward all 
locations. The results of this analysis are shown in fig.  S2B. Note 
that, in our model, multiplying the m- ADC contingency table with 
the motor bias matrix only affects the Go (saccade) response pro-
portions corresponding to hits, false alarms, and mislocalizations. 
Setting the last row and last column of the motor bias matrix to zero 
(except for the corner element, which is set to 1) (fig. S1B) ensures 
that NoGo (no saccade) response proportions, corresponding to 
misses and correct rejections, are unaffected by multiplication with 
the motor bias matrix. The fourth analysis tested whether by not 
imposing this form on the motor bias matrix, parameter estimates 
were rendered degenerate (nonidentifiable model) (10). To illustrate 
this empirically, we fit the contingency table for each monkey 
(pooled across sessions) with a 5 × 5 motor- bias matrix, where the 
last row and column of the motor bias matrix were not fixed to zeros 
(again, we ensured that each row summed to 1 based on the law of 
probabilities). We ran 10 iterations of this model, as well as the 
default model, with different initial conditions and compared the 
consistency of the parameter estimates across the two models. 
Across 10 iterations of fitting the 5 × 5 motor bias matrix model, the 
model converged to widely different parameter estimates on each 
iteration, with >6 orders of magnitude higher SD as compared to 
the default model. In other words, the extended m- ADC model, 
with the motor bias matrix, was necessary and sufficient to accu-
rately model animals’ behavior in this attention task.
Comparing parameter estimates with a similarity 
choice model
To test whether the specific sensitivity and bias parameter estimates 
reported in this study were predicated on underlying assumptions 
in the m- ADC model, we also estimated these same parameters with 
a similarity choice model (76). Briefly, the similarity choice model 
fits multialternative behavioral data by factoring the underlying 
response proportions into sensitivity and bias parameters (Materials 
and Methods); in this sense, it is unlike the m- ADC model, which is 
a latent variable model within the framework of SDT.

Whereas the extended m- ADC model fit the 5 × 5 contingency 
table with 4 sensitivity parameters per change angle, 4 choice bias, 
and 12 motor bias parameters, the choice theory model fit the con-
tingency table with 10 sensitivity parameters per change angle and 
4 bias parameters. In addition, the similarity choice model does not 
distinguish between choice bias and motor bias parameters. Model 
fitting and evaluation have been described previously (8). We com-
pared parameter estimates from the similarity choice model with 
those from the m- ADC model at the different locations. Both the 
similarity choice model estimates and the m- ADC model estimates 
were obtained by fitting trials pooled across angles and sessions. The 
results from this analysis are shown in fig. S3.
Effect of criterion changes on overall accuracy in 
multialternative detection tasks
For simplicity of illustration, we simulated a 2- ADC task, with two 
potential change locations, with decision variable distributions 
generated with a 2- ADC model. This model incorporates three 
responses—change at the cued location, change at the uncued loca-
tion, or no change. Fifty percent of all trials were simulated as change 
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trials, and the remaining 50% were no- change trials. The prior prob-
ability of change at the cued and uncued locations was fixed to 90 
and 10%, respectively. These values correspond to cue validities and 
trial proportions in the actual behavioral task on which the mon-
keys were trained (see the “Behavioral task and data acquisition” 
section). Choice criteria at the uncued locations were fixed to one 
of three values (ccuncued = −1.0, 0.0, or 1.0), and for each of these 
parameter combinations, choice criteria at the cued location 
were varied between −3.0 and 3.0 in steps of 0.1. Sensitivities 
were fixed at both cued and uncued locations to a value of 1.0 
(d′cued = d′uncued = 1.0).

Simulated response proportions in a 3 × 3 contingency table 
were generated with 2- ADC model equations [see (6); their eqs. 2 
and 19 to 24), based on these values of the sensitivity and criteria at 
the cued and uncued locations. Overall percent correct was com-
puted from these simulated responses as the average of the propor-
tion of hits on change trials at the cued, at the uncued location, and 
the proportion of correct rejection responses on no- change trials. 
The results of the simulations are shown in fig. S4.

Analysis of V4 neural recordings
Characterization of units
Single- unit and multiunit recordings were combined for analyses. 
V4 units with an average FR of less than 0.1 Hz were excluded from 
all analyses. V4 units across all cortical layers were analyzed regard-
less of depth of recording on the U- Probe (total of n = 297 V4 units 
in monkey G and 167 units in monkey B). V4 recordings were per-
formed for all behavioral sessions analyzed in this study (18 sessions 
for monkey G and 12 sessions for monkey B).
Analysis of FRs
As with the psychophysical parameters, we defined modulation 
indices of FRs for the cued and cue- opposite conditions. For example, 
the FR MI for the cued condition was defined as MIFRcued = 
(fcued − fortho)/(fcued + fortho), where fcued and fortho represent the FR 
for the cued condition and for the cued- orthogonal conditions 
(average of ipsilateral and contralateral locations), respectively. To 
examine the dynamics of firing relative to cue onset, the MI was 
computed in 500- ms moving windows locked to cue onset with a 
50- ms shift (e.g., Fig. 2, A and C). Statistical analyses during the cue 
epoch were performed in two windows. The MI was computed in 
two windows: (i) from 500 ms after cue onset until the end of the cue 
epoch (e.g., Fig. 2, B and D) and (ii) from 400 ms before blank onset 
until blank onset; the latter window is more relevant for capturing 
changes in neural activity linked to psychophysical parameter (sen-
sitivity and bias) modulations because it is closer to the change event 
and also avoids large transients associated with the blank onset 
itself. We tested for significant difference of the FR MI (MIFR) from 
zero at each location and also for the difference of MIFR across cued 
and cue- opposite conditions with a nonparametric Wilcoxon signed 
rank test. MIFR differences between the high and low d′ (or high and 
low bias) sessions were tested with the Mann- Whitney U test. We 
also quantified the effect size of the differences between MIFR values 
across high and low d′ sessions (or high-  and low- bias sessions) with 
a Cohen’s d metric defined as the difference between the mean MIFR 
for units in the high and low conditions divided by their com-
mon SD (77).
Analysis of Fano factor
The trial- to- trial variability in FR for each unit was quantified using 
the Fano factor, calculated as the variance divided by the mean of 

the spike count across trials during the cue epoch (500 ms after cue 
onset until end of cue epoch). As in Steinmetz and Moore (31), the 
Fano factor was computed separately for each RF stimulus orienta-
tion and averaged across these orientations for each stimulus 
location (relative to the cue).

We computed the Fano factor MI (MIFF) for the cued (or cue- 
opposite) conditions, as before, as the ratio of the difference in the 
value of the parameter between the cued (or cue- opposite) and 
cue- orthogonal conditions to their sum. As with the FR analyses, 
MIFF was compared for significant differences across the high and 
low d’ (or high and low bias) sessions with a nonparametric 
Mann- Whitney U test.
Tuning curve analysis
For the tuning curve analysis, we followed a similar procedure 
to (46). We included units that were significantly modulated 
(P < 0.0001, Kruskal- Wallis test of FRs grouped by orientation of 
stimulus presented in the RF) 50 to 350 ms after stimulus onset. A 
Gaussian was fit to the average activity (normalized by the maxi-
mum activity across conditions) of each significantly tuned unit as 
described below

where the amplitude (A), mean (μ), width (σ), and baseline (b) are 
the parameters of the tuning curve. We used the MATLAB lsqcurvefit 
function to fit the function. The upper bound for the mean was set 
to π. We fit the Gaussian for 100 iterations, each with a random ini-
tial condition and computed the coefficient of determination (R2). 
The fitting was terminated when R2 crossed a value of 0.7. Only 
units with R2 > 0.7 were considered for further analyses. The MI for 
the estimated parameters was computed after splitting the data into 
high and low sessions as described previously.

We also plotted the normalized FRs for the cued condition 
against the corresponding values for the cue- orthogonal condition 
for each of the eight stimulus orientations, and fit a linear model 
using the MATLAB robustfit function. We used this to obtain the 
slope and intercept parameters after splitting the data into high and 
low sessions. An intercept significantly greater than zero implies an 
additive increase in baseline, and a slope significantly greater than 
1 corresponds to a multiplicative gain in amplitude for the cued, 
relative to the cue- orthogonal, condition.
Noise correlation analysis
We tested whether noise correlations (r- sc) across trials between 
pairs of V4 units would show signatures of sensitivity or bias modu-
lations. Noise correlation between each pair of simultaneously re-
corded units was computed as the Pearson correlation coefficient of 
their FRs estimated in the same set of two windows as with FRs: (i) 
from 500 ms after cue onset until the end of the cue epoch and (ii) 
from 400 ms before the blank onset until blank onset. These correla-
tion coefficients were computed separately for each stimulus orientation 
and cue condition and then averaged across stimulus orientations. 
The MI of noise correlations was subsequently computed as

The stimulus evoked response of each unit was computed as the dif-
ference in FRs during the stimulus presentation epoch (60 to 260 ms 
after stimulus onset) and the fixation epoch [FR(stimulus epoch) 

r(θ) = A × e
−

[

(θ−μ)

σ

]2

+ b

MI(cued) =
rsc(cued) − rsc(ortho)

√

rsc(cued)
2 + rsc(ortho)
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− FR(fixation)]. Pairs were binned on the basis of the geometric 
mean of the evoked response of the two units in four bins: 5 to 10, 10 
to 20, 20 to 30, and >30 spikes/s. For all comparisons across condi-
tions, we only considered pairs with >5 spikes/s evoked response. 
To establish significance for comparisons of noise correlation across 
high and low sensitivity (or choice bias) sessions, the high and low 
labels were randomly shuffled 10,000 times to generate a null distri-
bution of the difference between the means, against which the ob-
served difference in means was compared to obtain a P value.
Layer- wise analysis
We performed layer assignments following the same methods as in 
previously published work (46, 78). Briefly, laminar depths were 
assigned to each recording from the 16 electrode channels relative to 
a common CSD marker in each recording session. The details can be 
found in Pettine et al. (46). For the analyses reported in the Results, 
we divided units as belonging to superficial (II to IV) and deep (V/VI) 
layers: the boundary between the two laminar compartments was 
taken as the depth below the first current sink that was followed by 
a reversal to the current source, typically within <100 ms of stimu-
lus onset. Thus, the superficial compartment included what was 
likely input layer IV (19). For a small number of sessions (6 of 30), 
we observed multiple sink bands. For these sessions, we placed the 
boundary between the superficial and deep layers typically below 
the upper sink band; this resulted in superficial- deep boundary 
placements that lay within the normative range of the boundary 
depths observed in all other sessions. MIFR and MIr- sc were subse-
quently computed for superficial-  and deep- layer units separately. 
Potential challenges with distinguishing layer III from layer IV 
based on CSD profiles has been discussed in earlier work [Steinmetz 
(79), pp. 108–109, their figures 4 to 10]. Briefly, the reasons include 
challenges with uniquely mapping CSD profile thickness to cortical 
thickness, due to potential compression of cortical tissue around the 
electrode, as well as ambiguity with the timing of the earliest visual 
inputs reaching V4 (ventral stream regions versus pulvinar nucleus 
of the thalamus) (80–82). Nevertheless, we sought to identify the 
input layer based on CSD markers reported in literature (19); this 
was feasible in a subset of sessions (22 of 30) in which layer IV could 
be clearly demarcated from layers II and III (fig.  S7A). MIFR and 
MIr- sc were, thus, also computed for the input units, where possible. 
These rules for layer assignment were consistently applied throughout 
all recording sessions.

Statistical analysis
The details of all statistical tests performed are described in Materials 
and Methods sections above. The details regarding the error bars 
and shaded regions are described in the figure legends.

Supplementary Materials
This PDF file includes:
Figs. S1 to S8
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