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INTRODUCTION

Reproducibility and replicability are crucial components of
the scientific method, but they may be compromised when
there are inherent issues related to a study and analytic
choices such as statistical errors or misalignments between
the study’s objectives and implementation. Indeed, statisti-
cal errors and misunderstandings contribute to low repro-
ducibility and replicability, hindering independent
verification or changes in the direction of research (McNutt,
2014). Such problems can easily occur in health science,
where there are many confounding factors and low prior
odds of genuine findings (loannidis, 2005). Guidelines for
statistical reporting that can minimize these issues are well-
established but are not always followed. In January 2023, to
help address these challenges in a more targeted way, JID
Innovations established a statistical review board as part of
its overall editorial process, nominating editors with exper-
tise in statistical analysis and data science (Hall, 2023). All
submissions to the journal are reviewed by 1 of the statis-
tical review editors to provide specialist evaluation and
feedback on study design, statistical tests, and analyses, as
well as bioinformatic aspects of the manuscript. In this
commentary, common themes identified by statistical re-
view editors in their peer reviews are brought forth along
with comments that are made during the routine peer re-
view process, to highlight prevalent issues in statistical
methodologies and reporting seen in submissions to JID
Innovations. The goal of this commentary is to propose easy
steps that authors can take to inform study design at the
outset of any data-driven project, reduce the number of
potential revisions to statistical methodology and presenta-
tion in the original submission, and ultimately improve the
reproducibility and replicability of the work published in JID
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Innovations, with the added benefit of a more efficient
submission process.

METHODS

All peer reviews are logged centrally by JID Innovations,
including the full text of the reviewer comments and sug-
gestions. Manuscripts that had completed the review process
were examined for the purpose of this commentary; the
overall list was then filtered to include manuscripts with re-
views by a statistical review editor. In total, 42 articles were
extracted alongside the statistical editor reviews, and the
resulting qualitative dataset was then reviewed using a re-
flexive thematic analysis approach (Saunders et al, 2023).
These themes were then discussed as a group to identify
common issues among the peer reviewers relating to study
design, methodology as well as statistical tests, analyses, and
reporting.

RESULTS AND DISCUSSION

Figure 1 provides a visualization of a data analytics process
as might be employed for basic, translational, and clinical
research, highlighting the intermediate feedback mechanisms
and reporting matters that underpin the majority of the issues
identified in this work. These are also included, along with
less common but still important errors often encountered
during the peer review process (Table 1).

Study design and recruitment

Cohort sizes were a frequent source of problems in the
reviewed manuscripts. This can be addressed partly by better
choices of statistical test or model, but can also be dealt with
by power analysis at the design stage to ensure that the final
sample size n would be appropriate to answer the research
question. There were also bias problems in recruitment, for
example, a failure to recruit appropriate controls, a lack of
racial or ethnic diversity, and lack of reporting on female
participation. Such issues are not limited to small studies:
even large-scale biobank recruitment leads to populations
that do not reflect the age or ethnic profiles of their wider
populations (Beesley et al, 2020; Schoeler et al, 2023). These
differences, which might typically include a skew toward
older, higher-income cohorts, and lower-deprivation cohorts
(Fry et al, 2017), are difficult to overcome, especially when
there is a voluntary component to participation. In almost all
cases, the issues identified in recruitment would best be dealt
with by involving expert statistical advice at the study design
stage. In addition, data management and stewardship should
also be addressed at the design stage rather than as an
afterthought, ideally by following the FAIR (Findable,
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Key Steps

Study design

Data preparation

Engage with clinicians and
formulate hypotheses

Identify potential confounders and
covariates

Consider what statistical tests and
models are likely to be used to
answer the research question

Determine inclusion and exclusion
criteria

Unsupervised analysis

Conduct quality control checks
Identify outliers if appropriate
Investigate data distributions
Assess whether recruited numbers

are sufficient for the desired
statistical tests or whether

Analysis and modeling

Select statistical tests and models,

taking into account data types,
sample numbers and distributions
of data

If appropriate, separate data into
training data sets and tests sets

Cross-validate findings

Assess outcomes from statistical
tests and methods

Check journal requirements

Ensure all visualisations meet both
standard and journal requirements

Prepare data for upload to
repository

Report all statistical tests used
including assumptions, whether
those assumptions were in turn

adjustments may be needed

J Analyze data requirements;
consider FAIR data requirements

tested, ensuring that tests are
appropriate to the size and
complexity of the dataset

Figure 1. Key steps in the data analytics process as applied to health data science, created in Lucid (lucid.co). FAIR, Findable, Accessible, Interoperable, and

Reusable.

Accessible, Interoperable, and Reusable) guiding principles
(Wilkinson et al, 2016).

Appropriateness of test statistics, analyses, and models

There are many statistical methodologies that can be
employed for data analysis in the context of a health or
biomedical study. The appropriateness of each approach is
determined by the size of cohorts recruited, assumptions
around the data distribution, and the research question to
be answered. Nevertheless, often, an unsuitable method
was chosen in the reviewed manuscripts. For example, one
submitted manuscript employed multivariable analyses for
small sample sets featuring high multicollinearity, where
simpler models such as a penalized ridge regression model
(eg, Least Absolute Shrinkage and Selection Operator
regression) or even simple univariable regression may have
been better suited for the data. Conversely, reviewers also
noted the use of overly simplistic models, such as using t-
tests for multiple time points where a mixed-effects
regression model for longitudinal data would have been
more appropriate. Another issue raised for several sub-
mitted manuscripts was the application of standard work-
flows, without an appropriate assessment of whether the
requirements of such workflows were met. A common
example is the assumption of normal or log-normal distri-
butions, when appropriate formal tests for normality
should be employed, and nonparametric methods should
be considered as an alternative. A less obvious example is
the use of false discovery rate (FDR) correction as a blanket
means of producing highly conservative results, often
when variables are not fully independent, and common
FDR methods such as Benjamini—Hochberg are too con-
servative. Authors may overlook adjusting for multiple
comparisons altogether, possibly as it may not be obvious
because it may appear in subsequent comparisons
following an ANOVA test. The reasons for multiple cor-
rections can stem for a number of analytic decisions or
based on the study design and objectives (Li et al, 2017). In
some instances, methods were not reported at all, and test
statistics were referred to only as adjusted. Lack of detail
regarding statistical tests and models naturally hinders
reproducibility and replicability. Most problems grouped
under this theme could easily be addressed by avoiding
complex models and solutions except where they are
clearly required to solve the problem at hand, by always
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considering whether the assumptions that underly standard
workflows are being met in the author’s dataset, and by
being explicit in Methods sections about the exact tests and
assumptions made.

Reporting and presentation

The statistical review editors found that a significant number
of submitted manuscripts failed at this fundamental task. The
most common error under this theme was a failure to report
confidence intervals, which in some manuscripts with small
cohorts could be wide. Reporting of P-values or other sta-
tistics to an inappropriate level of detail was also frequently
mentioned by the reviewers, especially in works analyzing
small cohorts; reporting excessive numbers of decimal places
does not make an author’s results more precise! A further
fundamental mistake—seen surprisingly often—was a failure
to properly present graphs and other figures. Labels for axes
were often missing or incomplete, and authors frequently did
not provide self-contained figure legends that contained all
the information required to interpret a figure, without having
to go through the text of a paper for explanations. Other
presentational errors requiring correction included imprecise
language, for example, the use of the term multivariate
analysis when multivariable analysis would be more accu-
rate: the former describes analysis of multiple inputs (inde-
pendent variables) and their association with multiple
outputs (dependent variables), whereas the latter describes
multiple inputs being used to describe a single output, for
example, a multiple (thus multivariable) linear regression
analysis (Hidalgo and Goodman, 2013). More positively, the
majority of issues under this final theme could be addressed
by simply truncating reported test statistics to avoid spurious
accuracy, by always reporting appropriate confidence in-
tervals for inferential statistics, and by following journal
guidelines more closely on figure presentation.

CONCLUSIONS

Reproducibility and replicability are core to the philosophy of
JID Innovations, and this underpinned the journal’s decision
to introduce a statistical review board. Fifteen months after
the introduction of specialist reviewers, a number of common
themes have emerged relating to statistical and data issues,
many of which could have been addressed during the design
of the study or the manuscript drafting stage by following the
recommendations given under each thematic heading. Other



Table 1. Simple Errors for Authors to Avoid

Study design
Failure to identify important covariates or confounders
Sample sizes inappropriate to answer the research question robustly
Issues around unrepresentative recruitment

COMMENTARY

Failure to identify in advance how data will be shared with the wider community, for example, by repository or a general failure to observe FAIR data

standards

Selection of an inappropriate control group (eg, sample type, tissue type, disease, assay)

Data preparation
Failure to investigate data distributions, especially testing for normality

Not matching transformations (log transformation, z-scaling, pareto scaling) to the assumptions made

Lack of documentation of approach to missing values or exclusions due to technical issues

Analysis and modeling

Inappropriate use of tests to compare groups at multiple time points (ie, using cross-sectional methods for longitudinal data)

Lack of separation of roles: Ideally, analyses should be conducted by a statistician and not by the investigator—failure to separate roles can reduce

reproducibility.

Methods “overkill”, especially using multiple methods and then selecting the one with greatest significance
Inappropriate use of machine learning, especially when a dataset is not big enough
Failure to revisit appropriateness of statistical tests given recruitment numbers actually achieved

Manuscript preparation

Reporting values to inappropriate levels of accuracy—no more than 3 decimal places—and use of exponential notation if more accuracy is needed (eg,

genome studies with many comparisons)

Ensuring correct use of terminology, for example, distinguishing multivariate from multivariable analysis, failing to specify repeated measures ANOVA
versus standard ANOVA, using interquartile range (when reporting the difference between the percentiles) versus 25th—75th percentiles (when reporting the

percentile values themselves)
Not including a limitations paragraph

Not including a detailed statistical methods section, as part of methods and materials

Poor plot-type choices, for example, using line plots for categorical data

No labels on plot axes or labels that do not include units

Poor color selection in plots, for example, low contrast or colors that are inappropriate for colourblind readers

If using nonparametric methods, data should be presented using nonparametric methods (eg, median [Q1—Q3] or box-plots or dot plots [actual data
points]). Similarly, parametric methods should be used to present and compare normally distributed data.

Legends should be comprehensive and allow for interpretation of figures without reference to the main text; as a minimum, legends should specify sample
size, how data are presented (eg mean or median, SEM or SD, what are the components of a box whiskers plot), and how data are compared (eg, t-test or
ANOVA). Symbols should be used for P-values in figures that represent P < .05, P < .01, and P < .001, and legends should also state the specific statistical

test utilized

Abbreviations: FAIR, Findable, Accessible, Interoperable, and Reusable; Q1, quartile 1; Q3, quartile 3.

points, both major and minor, to be considered before sub-
mission to reduce the number of required revisions are set out
for convenience in Table 1. The growth in accessibility of
data science tools, whether online such as MetaboAnalyst or
Reactome or offline in the form of data science libraries such
as scikit-learn or TidyModels, has opened up data analysis to
a wider audience, including clinicians, biologists, and other
users. Nonetheless, we at JID Innovations continue to see the
role of dedicated statisticians and data scientists as crucial in
study design; analysis; manuscript submission; and, of
course, peer review.
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