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A B S T R A C T   

In this manuscript, we introduce a novel methodology for modeling acoustic units within a mobile 
architecture, employing a synergistic combination of various motivating techniques, including 
deep learning, sparse coding, and wavelet networks. The core concept involves constructing a 
Deep Sparse Wavelet Network (DSWN) through the integration of stacked wavelet autoencoders. 
The DSWN is designed to classify a specific class and discern it from other classes within a dataset 
of acoustic units. Mel-frequency cepstral coefficients (MFCC) and perceptual linear predictive 
(PLP) features are utilized for encoding speech units. This approach is tailored to leverage the 
computational capabilities of mobile devices by establishing deep networks with minimal con
nections, thereby immediately reducing computational overhead. The experimental findings 
demonstrate the efficacy of our system when applied to a segmented corpus of Arabic words. 
Notwithstanding promising results, we will explore the limitations of our methodology. One 
limitation concerns the use of a specific dataset of Arabic words. The generalizability of the sparse 
deep wavelet network (DSWN) to various contexts requires further investigation “We will eval
uate the impact of speech variations, such as accents, on the performance of our model, for a 
nuanced understanding.   

1. Introduction 

Speech recognition is one of the most important research areas. Several approaches related to this field have been developed. 
Several techniques have contributed to the evolution of speech recognition systems. The hidden Markov model (HMM), neural network 
(NN), and wavelet network (WN) are the most speech recognition methods. The WN combines the theories of wavelet and NN and 
consists of a feed-forward NN. The first WN was applied by Daugmann in image classification [1]. In addition, the concept of WNs has 
been introduced in the work of Pati [2] and Zhang [3,15]. They constituted by a hidden layer. Other works have been used for 
recognition systems such as deep learning (DL) [4,29,31,32], which can mirror brain signal processing. The architecture of this new 
concept has revolutionized machine learning (ML) methods [4,20]. For classification tasks, DL has been classified as representation 
and supervised learning method since 2006 [5,6]. Bengio and Hinton proposed the first deep learning algorithms for speech recog
nition. The Restricted Boltzmann Machine (RBM) and Deep Belief Network was proposed by Hinton [23] and autoencoder was 
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introduced by Bengio [2,7,17]. The principle is to consider each two neighboring layers as RBM so that learning approaches a good 
solution. A back-propagation technique is applied to retune the results [8]. All of these approaches are suitable for desktop application. 
Unfortunately, these approaches are not suitable for mobiles devices due to low performances of its architectures [28]. 

In speech recognition systems, many feature extraction techniques are used by the researchers, such as the Mel-frequency cepstral 
coefficients (MFCCs) and perceptual linear predictive (PLP). MFCCs parameters are considered the natural speech while extracting 
features [9]. PLP is a combination of spectral analysis and linear prediction analysis. They are based on the psychophysics of hearing to 
compute a simple auditory spectrum. Therefore, this study contributes to the literature by modeling acoustic units of speech using a 
hybrid algorithm based on DL, WN and sparse coding (SC). DL and WN are used to extract relevant features. SC is used to reduce 
connection of DSWN. This reduction decreases time and spaces resources to be suitable for mobile configuration. Our article is 
organized as follows: In Section II, we present the general context of the proposed approach. Section III demonstrated the proposed 
approach, the feature extraction techniques that were used. We also, present the ideas of a deep wavelet network (DWN) and a deep 
sparse wavelet network (DSWN) and how to model acoustic units. In Section VI, we present our experimental results and discussion. 
We resume our work in section V by a conclusion. 

2. General state of the art 

The authors of [16] developed a speech recognition approach based on a fast beta wavelet network model. It’s a hybrid classifier 
structure, combining a neural network model as a general representation and wavelets acting as activation functions. The approach 
was divided into two distinct phases. The first part aimed to model each training signal using fast beta wavelet networks. The second 
one involved identifying a new test signal by comparing its fast beta wavelet network pattern to those of all training signals. The 
distances between these models were calculated to allow recognition of the desired signal. On the other hand, the authors of [18] used 
fuzzy logic approaches to improve the hybridizations of neural networks. While the authors of [27] and has completely changed the 
wavelet networks with deep networks. They demonstrate the effectiveness of models based on deep learning compared to old models 
based on neurons networks and its variations such as wavelet network. In the work [29], a survey on deep learning on mobile devices: 
applications, optimizations, challenges and research opportunities was carried out by the authors to compare a set of artificial in
telligence approaches such as convolutional neural network, Long short-term memory and auto-encoders. Author of [31] applied deep 
neural networs approaches to languages Kazakh. While the author of [32] applied a dynamic time warping optimization algorithm to 
speech recognition of machine translation to show its effectiveness compared to other algorithms in the literature Table 1. 

3. General context of the proposed approach  

A. SPARSE CODING 

Sparseness is the essential assumption on which sparse coding is based. Empirically, we speak of a sparse signal when it is possible 
to describe the signal from a small number of elementary components known a priori. 

In order to increase the critical capacity, it is possible to reduce the density of a signal to be learned through sparse coding as 
identified in the cerebral cortex [24]. Parsimonious coding is a minimization of the number of neurons mobilized to represent in
formation. As a result, the network better distinguishes between two items within its memory, thus tolerating additional message 
learning. In other words, parsimony encourages diversity. In signal processing, the notion of parsimony corresponds to maximizing the 
signal while minimizing the number of variables needed, grouped in a dictionary, to represent the signal as a linear combination [25]. 
Some neural networks such as the parsimonious auto-encoder [26] create these dictionaries by grouping the features necessary for 
parsimonious encoding of information. 

In order to reduce the complexity of GWNs, we have thought of sparse coding. At the end, we will have optimal GWNs in terms of 
the number of wavelets in the hidden layer and the number of connections. The auto-encoder, resulting from the optimal GWN, will 
contain the minimum number of nodes and connections in the hidden layers.  

B. GENERAL APPROACH 

We identify the best wavelets that were used in these WNs. Knowing that we will do the classification of a class from the dataset 

Table 1 
LIST OF STUDY USED DIFFERENTS STUDIES FOR SPEECH RECOGNITION.  

Ref# Year coefficients modeling Classifier Dataset Classification Accuracy 

[16] 2015 MFCC Bêta wavelet network Linear classifier Recording of Arabic sentences from a text corpus 97% 
[18] 2015 MFCC FWN-FDSS Fazzy approach Recording of Arabic sentences from a text corpus 98,33% 
[27] 2016 MFCC, PLP Deep wavelet network Linear classifier Recording of Arabic sentences from a text corpus 95% 
[29] 2022 MFCC CNN non-linear activation Gurbani hymn dataset 89,5% 
[31] 2024 MFCC DNN Linear transcribed Kazakh speech 94% 
[32] 2023 MFCC DTW Linear Not indicated 92.8% 

DNN 91.5% 
ABC 92.3%  
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versus all the other classes, we will consider that the dataset contains two classes C1 and C2. C1 is subject to classification and C2 
contains the rest of classes of the dataset. Therefore, we display in the form of a table all WNs for both classes (C1 and C2) [1,7,19,30]. 

The wavelets are then sorted according to their coefficient. The coefficient reflects the pertinence of the wavelet in the approxi
mation of the signals of C1. 

The idea is to favor the wavelets that are most used to approximate C1 signals and to penalize those that aren’t. The result is a GWN 
that is a good approximator of C1 signals and very sensitive to other ones [1,19]. 

Coefficient scores calculated, Fig. 1, for each wavelet are used to choose pertinent wavelets to construct a GWN that approximates 
only in the best way every signal of C1 [19]. 

As shown in Fig. 2, the coefficients whose contributions are minimal or zero are eliminated during the reconstruction of the signals. 
This process is justified by the theory of sparse coding. This idea reduces the calculation time, the memory space and does not affect the 
quality of the reconstructed signals [7]. GSWN will be suitable for mobile resources. 

4. Proposed approach  

A. SYSTEM OVERVIEW 

Fig. 3 illustrates the proposed method for modeling acoustic units of speech using DSWN. 
According to this Fig. 3, the proposed system consists of three parts: features extraction, training phase, and recognition phase.  

B. FEATURES EXTRACTION 

The objective of features extraction is to extract form the speech signal a set of perceptually significant features [14]. Several signal 
analysis techniques can be used in this process. The proposed architecture is based on PLP and MFCCs [10]. We used a window of 32 m 
s to sweep the speech signals, with an overlap of 10 m s. 

After windowing the signal, the fast Fourier transformation is calculated to extract the frequency components for each frame. Then, 
the logarithmic Mel-scaled filter bank is applied to each Fourier transform frame as follows: 

frequency (Mel Scaled)=
[

2595
/

log
(

1+
f (Hz)
700

)]

(1) 

As previously mentioned, the Mel scale is linear up to 1 kHz [9] and logarithmic at frequencies greater than 1 kHz. Discrete cosine 
transformation (DCT) is the computation of the output values of the filter bank. The DCT calculation attempts to arrange the co
efficients depending on their significance and excludes unreliable ones. The dynamic coefficients are calculated by applying the first 
and second derivatives. The PLP technique estimates the parameters of an autoregressive filter and all-pole modeling for a better 
auditory spectrum. This technique respect the hearing limits and speech production of a human to reduce the number of direct 
waveform samples to a few that represent the perceived frequency concentrations and widths.  

C. TRAINING PHASE 

In this section, we described the idea of construction of DWN and DSWN. 

Fig. 1. GWN coefficient’s calculation.  
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Fig. 2. GSWN construction.  

Fig. 3. Speech recognition system based on the DSWN [27].  

Fig. 4. Wavelet network modeling of an acoustic unit [27].  
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1) BEST CONTRIBUTION ALGORITHM 

As first step, we generate a WN for each acoustic unit of classes of the speech training dataset. We used the best contribution al
gorithm [11,12] to build the WN. In the training phase, we construct a one-dimensional WN using the Fast Wavelet Transform (FWT) 
[13,16,18,20]. 

To evaluate our modeling approach, Fig. 4, of acoustic unit, we used the peak-signal-to-noise ratio (PSNR).  

• Calculation of the wavelet scores 

As a second step, we reckon the wavelet scores to create a global wavelet network (GWN). The GWN will model the signals of one 
class in the database (denoted as C1). We present the obtained WNs into two tables [19]. The first one is composed of the WNs of signals 
of C1, as illustrated in Table 2. The second one is composed of the WNs of the other signals of the dataset (denoted as C2). 

Thereafter, we count the number of all the wavelets used in the C1 for each wavelet and for each position. The GWN will be built 
based on the best wavelets (based on the number of occurrences). The best wavelet is the one with the maximum score values in each 
position (Table 3). 

As presented in Table 4, we create a new GWN of one class after identifying the wavelet scores. 
As shown in Fig. 5, we used the best coefficient to identify the wavelets composed GWN. In this step, each class of the dataset is 

modeled by a GWN. The efficiency of each network is checked using PSNR.  

• Building of Wavelet AE 

After construction a GWN for each class of the dataset, we convert all GWN to a WAE. Fig. 6 illustrates the creation of an AE from a 
GWN [19]. 

Therefore, the decoded signal issued form the wavelet AE is calculated as follows: 

if i ∕= j
{

< ψi, ψ̃ j ≥= 0
else < ψi, ψ̃ j ≥= 1  

f = x1, x2,…, xn  

f̂ = x̂1 , x̂2 ,…, x̂n (2)  

ψi =w1i,w2i,…,wni  

ψ̂ i = ŵx1i , ŵ2i ,…, ŵni    

2) CREATION OF DWN 

Fig. 7 present a two hidden layers DWN construction. This architecture is resulted from r a series of stacked autoencoders.  

3) CREATION OF A DSWN 

SC techniques are employed for feature extraction in recent years and there have been various algorithms which attempt to encode 
signals’ sparse representations by using optimization techniques. SC is also integrated into deep neural networks that use an unsu
pervised learning algorithm for feature extraction by imposing a sparsity constraint on the hidden units. 

After maintaining the configuration of the network, a sparsity component that animates the encoding vector to a sparse repre
sentation is added. In the literature, there are many ways to accomplish this. We select k-sparse AEs [22] for their simplicity. K-sparse 
AE obtains the k highest activations in the encoding vector and zeros out the rest. In our method, we obtain a sparse WAE from the 
GSWN, and the weight matrix is formed using wavelets from the GWN and its coefficient. Fig. 8 illustrates the creation phase of the 
sparse WAE. 

Table 2 
WAVELET COMPOSING THE NETWORKS OF C1.  

Signal Wavelet Number of neurons 

f1 ψ3 − ψ15 − ψ100 − ψ1 − … 123 
f2 ψ1 − ψ60 − ψ15 − ψ23 − … 30 
. . . 
. . . 
. . . 
fn ψ15 − ψ100 − ψ2 − ψ4 − … 199  
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Table 3 
Number of occurrences of each wavelet for C1 and C2  

Class1 
Wavelet 

1 2 3 … N 

ψ1 10 27 39 … 6 
ψ2 100 25 30 … 8 
… … … … … … 
ψn 4 12 7 … 99  

Table 4 
BEST COEFFICIENTS.  

ψ1 ψ3 ψ60  ψn 

100 72 50 … 99  

Fig. 5. Creation of GWN.  

Fig. 6. A class modeling using a wavelet autoencoder.  
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The objective of using sparse coding is to reduce the number of connections between the nodes of the autoencoder without losing 
the quality of the modeling. The reduction of the connections will generate the reduction of the calculation time during the recognition 
phase (test phase) and the memory space necessary for the storage of the models of the acoustic units. These considerations will 
facilitate the implementation of this proposal on mobile architectures reduced in terms of memory space and computing time.  

D. Recognition phase 

The scenario of the recognition phase is similar to the learning phase. Fig. 9 illustrates the sequence of the recognition process. 
The recognition process begins with the signal windowing phase. This phase is followed by feature extraction. These characteristics 

will then be projected onto the DSWNs created during the learning phase. To identify similar signals, the Euclidean distance is used to 
compare the input and output of each DSWN. 

D=

⃦
⃦
⃦an

i=1ViYi − an
j=1VjYj

⃦
⃦
⃦ (3)  

Where ViYi and VjYj are two networks. The Euclidean distance between two networks using the same wavelet functions can be 
expressed as follows: 

Fig. 7. A deep neural network with two hidden layers.  

Fig. 8. Sparse WAE  
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D=
(
Dt( Yi,j

)
D1/2 (4)  

Where D = d1…dt
n and Yi,j = < Yi,Yj >. 

Therefore, to compare two networks with the same wavelet functions amounts comparing their weights matrices. 

5. Experimental results 

We have validated our approach on a corpus recorded from the work of Boudraa [21]. We manually segmented the corpus into 
Arabic words using Praat and chose 18 different words. In our approach, 2/3 of the data was used in the training phase and the rest 
(1/3) in the testing phase of the dataset. We have chosen the MFCC and PLP coefficients to represent the acoustic data. 

PSNR was found to be effective in both classes. Nevertheless, we have rebuilt the global network from C1. C1 and C2 had almost the 
same wavelets. Thus, we could explain the signal quality performance in both classes. In addition, the overall rate of C1 obtained by 
PSNR was better than that of C2. Fig. 10 illustrates the approximation of C2 signals by DSWN of C1. We can conclude that the DSWN 
modeling C1 cannot model the signals of C2. 

As shown in Tables 5 and 6, the autoencoder performs well between the reconstructed signal and the original signal. However, the 
quality of the signals gradually decreases in both classes due to the increase in error and degradation at their levels with increasing 
numbers of hidden layers. The following figures illustrate the recognition rate given by the DSWN compared to the WN and the 
intelligent approach. We evaluated our approach on Arabic words using MFCC and PLP coefficients. 

To evaluate its performance, the proposed system was compared with other methods in the literature. As shown in Table 7 and 
Fig. 11, the proposed approach gave the best recognition rates compared to the intelligent approach and WN for MFCCs coefficient 
extracted from signal of Arabic words. 

Table 8 and Fig. 12 show the results issued form the proposed approach, intelligent approach, and WN based on PLP coefficients of 
signal of Arabic words. 

Fig. 9. Recognition phase [27].  

Fig. 10. PSNR values of C1 and C2 with AE.  
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Table 5 
PSNR VALUES OF C1 OF THE AE THAT APPROXIMATES C1.  

Arabic word (speaker) ʔˤ arafa (1) ʔˤ arafa (2) ʔˤ arafa (3) ʔˤ arafa (4) ʔˤ arafa (5) ʔˤ arafa (6) 

AE With one layer 0.8 0.8 0.78 0.8 0.77 0.77 
AE With two layer 0.72 0.73 0.72 0.73 0.7 0.71 
AE With three layer 0.68 0.7 0.69 0.7 0.66 0.7  

Table 6 
PSNR VALUES OF C2 OF THE AE THAT APPROXIMATES C 1.  

Arabic word xala: ʔalardˁi qa: ʔdan qudwatan ʔahfa dˁu 

AE With one layer 0.76 0.75 0.77 0.77 0.77 
AE With two layer 0.7 0.69 0.71 0.71 0.7 
AE With three layer 0.66 0.66 0.67 0.67 0.67  

Table 7 
SPEECH RECOGNITION RATES USING A DSWN WITH MFCC COEFFICIENTS.  

Arabic word ʔˤ arafa xala: ʔalardˁi qa: ʔdan ʔˤ alkabfa biθima:riha 

WN 0.85 0.97 0.92 0.93 0.98 0.85 
Intelligent approach 0.92 0.99 0.94 0.92 0.99 0.86 
Proposed approach 0.93 0.98 0.95 0.99 0.99 0.87  

Arabic word minkuma: sˁa:ʔiman ʔalmusa:diruna: ladˁaʔˤathu zama:nuna: 

WN 0.89 0.94 0.83 0.86 0.93 
Intelligent approach 0.85 0.94 0.82 0.84 0.95 
Proposed approach 0.88 0.95 0.88 0.86 0.96  

Arabic word ba:lana biqawlin ɣabatˁa ka:la kunta mina lahum 

WN 0.87 0.89 0.95 0.83 0.98 0.91 0.89 
Intelligent approach 0.88 0.9 0.96 0.87 0.98 0.98 0.95 
Proposed approach 0.94 0.9 0.97 0.98 0.99 0.99 0.95  

Fig. 11. Recognition system based on using MFCC coefficients.  

Table 8 
SPEECH RECOGNITION RATES USING A DSWN WITH PLP COEFFICIENTS.  

Arabic word ʔahfadˁu ʔalardˁi ʔajna sajuʔ dˁihim wa:lijan jastamtiʔu 

WN 0.97 0.98 0.89 0.97 0.96 0.98 
Intelligent approach 0.98 0.99 0.94 0.95 0.97 0.97 
Proposed approach 0.98 0.99 0.96 0.96 0.98 0.97 
Arabic word biθima:riha ʔˤ arafa xala: qa: ʔdan qudwatan ʔˤ alkabfa 
WN 0.96 0.9 0.96 0.93 0.98 0.99 
Intelligent approach 0.95 0.94 0.98 0.95 0.98 0.99 
Proposed approach 0.95 0.94 0.98 0.96 0.99 0.99  
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Based on all the figures, the proposed approach is better than the intelligent algorithm and the WN. Given the capacity of deep 
learning algorithms namely our proposal, the recognition rates can be improved by increasing the size of the training base or by 
improving the quality of the recordings. 

6. Conclusion 

This paper presents the different phases of a mobile speech recognition system. Each class of the dataset [21] is modeled by a 
DSWN. Each DSWN recognize all the signals of the belonging class. The DSWN consist of applying a hybridization of three theories in 
the recognition system: wavelet network, deep autoencoder, and sparse coding. WN and deep autoencoder is used to extract relevant 
features. SC is used to reduce the architecture of DWN by elimination of sparse connection. Among the DL algorithms used in the 
proposed approach, stacked AE and WN are the best contribution algorithms using the FWT. This novel architecture reveals that the 
DSWN shows enhanced performance with the PLP and MFCC. Despite promising results, we will analyze the potential limits of our 
methodology. One limitation identified concerns the use of a specific dataset of Arabic words. The generalizability of the sparse deep 
wavelet network (DSWN) to various linguistic contexts and acoustic environments remains an area requiring further research. We will 
also examine the impact of variations in speech characteristics, such as accents and dialects, on the performance of our model. These 
considerations aim to provide a more nuanced understanding of the applicability and robustness of our methodology in a broader 
spectrum of real-world scenarios. 
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