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A B S T R A C T

Our article provides guidance on how to interpret a meta-analysis and introduces the reader to the basics of the
underlying statistical analysis. The multiple steps of a meta-analysis including systematic literature search, risk of
bias assessment, data extraction and data aggregation are addressed. The Grading of Recommendations Assess-
ment, Development and Evaluation (GRADE) approach allows to score the quality of the evidence of the results
revealed by a meta-analysis. Trial sequential analysis has been suggested in recent years as a method to assess the
power of a meta-analysis and the risks of false positive or false negative conclusions. We also provide information
on other more complex meta-analytical approaches including network meta-analysis for the comparison of several
treatments as well as recent developments such as individual patient data meta-analysis and living meta-analysis.
1. Introduction: what are meta-analyses good for?

Conclusions derived from properly conducted systematic reviews
(SR) and meta-analyses (MA) are considered the highest attainable level
of evidence within Evidence Based Medicine (EBM), both according to
traditional as well as newer pyramids of evidence [1]. This type of study
is characterized by systematic methodology, making it reproducible and
transparent. In addition, a MA pools multiple, preferably similar, studies
which allows for greater statistical power to calculate an overall effect.
With an increase in the practice of EBM, SRs and MAs have gained
paramount importance in the development of clinical guidelines [2], as
reflected by over 20.000 publication in 2021 in Pubmed carrying the
term MA in the title (Fig. 1). While properly conducted SRs and MAs help
to improve EBM through updating clinical guidelines, improperly con-
ducted ones have the potential to do the opposite, which emphasizes the
importance of using the right methods and resources for reporting and
analysis of this type of study [3]. SRs and MAs can be challenging,
especially given the advances in methodology that have been evolved in
this field over the years [4]. Some of the greatest advances were the
development of reporting checklists [5,6], which can aid authors in what
to include in their article and helps to keep the reporting of SRs and MAs
uniform, especially since most journals require the use of these reporting
checklists. Excellent guidance is also available for conducting SRs and
MAs in the well-known Cochrane Handbook for Systematic Reviews of
Interventions [7].

There are 2 situations in which MAs are helpful. Often there are
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studies that show an effect of an intervention (or a diagnostic test or a
prognostic factor or model) whereas others do not show an effect, a third
group of studies may find the superiority of the comparator group which
may be a control (placebo) group or an alternative intervention.

Aggregating all available data will help to answer the question
whether there is an effect across all studies or not. Fig. 2 shows the
example of a forest plot with studies displaying divergent results [8]. The
forest plot gives the effect estimate (square) and the 95% confidence
interval (CI) (line) of each study as well as the combined effect estimate
and combined 95% CI (last line of the plot). There are studies on the right
side of the plot (eg the study by Uysallar) contrasting with studies on the
left side side (e.g. the study by Ko) of the vertical line (mean difference of
0) that indicates equipoise between the study arms. If the 95% CI rep-
resented by the line crosses the vertical 0 line (e.g. the study by Thoren)
then the difference is not statistically significant different.

A less frequent situation is that all studies report an effect of the
intervention, with studies finding a strong effect and other studies
finding either a weak effect or a statistically not significant effect (95% CI
line crossing 0). MA will allow to estimate the «true » effect size. Fig. 3
gives the forest plot of such an analysis of studies with similar results [9].

2. Structure of meta-analyses

2.1. Research question

Each SR and MA starts with a research question, which requires to
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Fig. 1. Title: Number of publications in Pubmed with “meta-analysis” in the
title by year.
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define primary and secondary outcomes. Theoretical frameworks are
available for conceptualizing and structuring a research question, the
most well-known one being the PICO(S), an acronym which stands for P:
Participants/Patients, I: Intervention, C: Comparator, S: Setting [10].
Fig. 2. Meta-analysis of studies with divergent results.
Forest plot of meta-analysis of comparative vasopressor use (mg ephedrine equiv
caesarean section. Co: colloids; Cr: crystalloids; CSE: combined spinal-epidural anae

Fig. 3. Meta-analysis of studies with similar results.
Forest plot of meta-analysis of comparative effectiveness of crystalloid coload versus
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Other theoretical frameworks are available for more specific types of
systematic reviews and meta-analyses [11]. Even in the presence of
previous SRs and MAs a new SR and MAmay be justified. This can be the
case when new important studies have been published or when the
previous SR and MA focused on a different subgroup. It is important for
the SR and MA to be conducted that it fills in knowledge gaps and adds
value to the current state of knowledge. The research question as well as
details of the methodology should be defined in a study protocol. Most
journals require an a priori registration of a SR and MAs as well as of the
research question and the methodology e.g. in the international pro-
spective register of systematic reviews (PROSPERO) or a publication of
the research protocol. Registering a SR and MA forces authors to think in
advance of what the research question and methodology will be, in
addition registering a SR and MA makes it less likely for authors to
deviate from their original plan, which avoids reporting bias. Moreover,
registering a SR and MA informs other researchers that a SR and MA on a
particular topic is already being conducted so that duplication of efforts
as well as the waste of research resources can be prevented. It is also
mandatory that SRs and MAs follow the guidelines of the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
statement [5].
2.2. Systematic literature search and selection criteria

It is of paramount relevance that all available evidence is gathered in
a SR and MA. Therefore, the search strategy is crucial as it influences the
alent) for combined spinal-epidural aneasthesia versus spinal anaesthesia for
sthesia; IV: inverse variance; SpA: Spinal anaesthesia.

colloid coload in the treatment of shock and hypovolemia.
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sensitivity (the number of relevant articles retrieved) and specificity (the
number of non-relevant articles retrieved) of the systematic literature
search. The search strategy consists of standardized keywords, such as
MESH terms, and free text, combined with Boolean operators (e.g. AND,
OR, NOT). The standardized keywords are database specific and there-
fore written search strategies often need to be adapted to different da-
tabases. It has been shown that a search should be performed in at least
the following databases: MEDLINE, Embase, Web of Science, and Google
Scholar (the first 200 references retrieved) [12]. The work that is
involved when developing a search strategy with both good sensitivity
and specificity and making it compatible for multiple databases is not
easy by any means. The search strategy can be very elaborate and com-
plex, as shown by the previously published study protocol of a SR andMA
[13]. It is recommended to consult an information specialist or even to
include one as a co-author [14]. Detailed guidance on developing sys-
tematic literature searches is available [15,16]. Inclusion and exclusion
criteria for the selection of articles should be defined in the study pro-
tocol. The selection criteria include the type of study population, type of
outcome, type of study or even the time of publication or language used,
although the last one may not be needed as Google Translate has been
reported to provide valid results [17]. Clear selection criteria can
improve the inter-rater reliability and therefore the efficiency of the next
step, which is the selection process.

2.3. Selection process

The selection process should be done by at least two independent
reviewers to ensure accurate results, each reference should be screened
by at least two reviewers. The selection process consists of two phases: a
title and abstract phase and a full text phase. In the title and abstract
phase, references are screened by title and abstract simultaneously. In
this phase, it is not necessary to provide reasons for exclusions, not ful-
filling the selection criteria is enough [5]. In the full text phase, the se-
lection criteria are applied to the full text of the references and the
reasons for exclusion should be provided in the PRISMA study selection
flowchart [5]. Multiple software packages are available to perform the
selection process, including EndNote, Rayyan, Covidence, and Distill-
erSR. The selection process can be time-consuming, suggestions have
been made to streamline the process [18]. Disagreements about the
questions which references are included and excluded can occur as a
result of each reference being screened by at least two reviewers,
resulting in at least two judgments. Disagreements should be resolved by
discussion or, if not possible, by the final judgement of a third reviewer.

2.4. Data extraction

Similar to the selection process, the data extraction should be done by
at least two reviewers independently. A standardized way of collecting
the data is, however, needed to ensure uniform data and accurate results.
This can be done with a standardized data collection form used by each
reviewer.

2.5. Risk of bias

The reliability of the results of a SR and MA also depends on the bias
of the studies included. Conclusions drawn from studies with low quality
(high risk of bias) often have a low certainty whereas conclusions drawn
from studies with high quality (low risk of bias) often have a high cer-
tainty. Evaluating the risk of bias of studies is therefore essential to
determine the implications a conclusion of a SR and MA has. The most
common types of bias are selection, performance, detection, reporting,
publication, and attrition bias [19]. Selection bias occurs when the study
population differs systematically from the population of interest. Selec-
tion bias is also possible when study groups differ systematically in ways
other than the intervention of interest, resulting in bias by confounding
[19]. Performance bias occurs when the care provided differs
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systematically between the study groups, which often inflates the effect
estimate of the intervention [19]. Detection bias occurs when there are
systematic differences between the study groups in the determination or
detection of outcomes [19]. Reporting bias occurs when researchers
withhold information related to the methods or results from a study [19].
Publication bias occurs when the likelihood of publishing depends on the
results of the study, which causes a difference in publication between
studies with negative and positive results [19]. Attrition bias occurs
when there are systematic differences in participant loss or drop-out
between the study groups [19]. Several checklists exist for assessing
the quality of studies, often developed for specific types of studies. For
randomized controlled trials (RCTs), version 2 of the Cochrane
risk-of-bias tool for randomized trials (RoB 2) is nowadays the recom-
mended checklist [20], while for observational studies the
Newcastle-Ottawa Scale is preferred [21]. Other checklists available are
the Risk Of Bias In Non-randomized Studies of Interventions (ROBINS-I)
[22], Quality Assessment of Diagnostic Accuracy Studies 2 (QUADAS-2)
[23], Quality In Prognosis Studies (QUIPS) [24], and Prediction model
study Risk Of Bias Assessment Tool (PROBAST) [25]. These checklists
each have study type-specific domains to score on risk of bias, which can
then be used to give a judgment of the overall quality of the study. As
with the selection process and the data extraction, it is recommended to
have each reference assessed on risk of bias by at least two reviewers to
ensure accuracy.

2.6. Meta-analysis

Prior to performing the MA, it needs to be determined whether the
collected data from the studies are suitable for pooling. This decision
mostly depends on the available data and the heterogeneity between the
studies, the latter being discussed in the next section. Performing a MA is
only useful when meaningful results can be obtained, which is not the
case when the pooled studies have considerable heterogeneity in design,
study population, (statistical) methods, or outcomes. However, when the
studies are suitable for pooling, a MA increases the sample size and
provides more statistical power for calculating the effect estimates,
which is especially useful when the pooled studies have reported con-
flicting results. Different models are available for MA, with the main
groups being the fixed effect and random effects models. These two
models have different assumptions [26], which should influence which
one to use. The fixed effect model assumes that all studies have one and
the same effect and differences among the studies are attributed to
sampling error. The random effects model assumes that there are
different effects among the studies due to heterogeneity and accounts for
this by including random effects for each study, at the cost of wider
confidence intervals of the pooled effect estimate. Multiple software
packages are available for performing the MA, with the most used one
being Review Manager (RevMan). Other options include the Metafor
package in R [27], and the metan command in STATA [28].

2.7. Heterogeneity

Heterogeneity plays a major role in performing MAs, as it determines
whether a MA should be performed at all, and if one is performed, which
model should be used. As mentioned earlier, heterogeneity between
studies on similar topics can be present due to differences in study design,
study population, (statistical) methods, or outcomes. It is possible to
statistically quantify the heterogeneity with either the Cochrane's Chi
squared test (Cochran's Q) or Higgins's I2 statistic. The first one tests the
null hypothesis that all studies have the same effect and the second one
represents the variation percentage that is attributed to heterogeneity
and not sampling error, with percentages <25% being considered low,
25–50% moderate, and >75% as high heterogeneity [29]. Most
meta-analytical software packages provide both statistics. The sources of
the heterogeneity can be explored when a considerable heterogeneity is
present, mainly through subgroup analyses and meta-regressions.



Fig. 4. Network meta-analysis, representation of number of studies.
Network geometry for the comparative effectiveness of crystalloid coload versus crystalloid preload versus colloid coload versus colloid preload in the treatment of
shock and hypovolemia.
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Subgroup analyses can be used to stratify for certain study characteris-
tics, for example the study population, which can result in considerably
different results within the subgroups. Meta-regression is similar to
traditional forms of regression, with as the dependent outcomes the in-
dividual study effect estimates and as independent covariates certain
study characteristics, such as time of publication of the study [30]. This
allows to assess whether a certain study characteristic has a significant
effect on the effect estimate. Similar to traditional regression analyses,
meta-regression requires at least ten studies for each covariate included
in the model.

2.8. Certainty of evidence/GRADE

The strength or certainty of evidence of a SR andMA is determined by
the quality of the results. To score the quality of the results, the Grading
Fig. 5. Network meta-analysis, ranking of results.
League table of crystalloid coload versus crystalloid preload versus colloid coload ve

4

of Recommendations Assessment, Development and Evaluation (GRADE)
approach has been developed [31]. The quality of the results is scored
based on the magnitude of effect, the results of the risk of bias assess-
ment, consistency of results, directness of the evidence, imprecision, and
publication bias [31]. The certainty of evidence can be scored as high,
moderate, low, or very low.

3. Network meta-analysis (NMA)

In many clinical scenarios more than one treatment option is avail-
able, and the clinician is interested in the best treatment for his patient.
Whereas conventional MA compares a treatment against placebo or
treatment A versus treatment B, network MA (NMA) allows for the
analysis of a multitude of treatments. In general, the algorithms of
network MA programs combine head-to-head comparisons and network
rsus colloid preload in the treatment of shock and hypovolemia sorted by rank.



Table 1
2� 2 Contingency table depicting the calculation of Odds ratio (OR) and Relative
risk (RR).

Response Non-response

Treatment a b aþb
Control c d c þ d

aþc b þ d TOTAL

Calculation of RR: (a/aþb)/(c/c þ d).
Calculation of OR: (a/b)/(c/d).
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comparisons. Thereby, NMA also produce comparisons of treatments for
which no head-to-head studies are available. This can be best illustrated
by the following example: we assume there are studies comparing
treatment A versus B and studies comparing B versus C but no studies of A
versus C. A NMA approach is able to compute an effect estimate of the
difference between treatment A and C. In addition to this advantage a
NMA may be more rigorous than two conventional MAs (one comparing
A versus B and another one comparing B versus C) when all comparisons
are subjected to the same study methodology. Figs. 4 and 5 come from a
recent NMA and provide the typical information given in a NMA [9].
Faltinsen et al. summarized important information about NMA [32].

4. Statistics in meta-analyses

4.1. P-value

The p-value is a measure of evidence against a null-hypothesis. After a
researcher has set up a null-hypothesis, data are collected, and a p-value
can be computed. Since the intrinsic characteristic of a null-hypothesis is
that it can only be rejected, a p-value can only quantify evidence against
and not for this hypothesis. Therefore, it is important to keep in mind that
a statistically significant p-value (a p-value below the pre-defined alpha
level, aka the level of type 1 error rate) means that the null-hypothesis is
unlikely, but not that a non-significant p-value can prove a null-
hypothesis to be likely. In other words: No evidence of effect is not evi-
dence of no effect. However, evidence of no effect can be calculated using
Bayes factors. The reader is pointed towards a recent review of Bayes
factors for a more detailed explanation of this [33]. Due to the very
limiting property of the p-value, the p-value is often misinterpreted to be
something more than it really is. The only correct definition of the
p-value is: the likelihood of seeing data, this or more extreme, even
though the null-hypothesis were true. In the recently refined statistical
guidelines for authors of the New England Journal of Medicine (NEJM),
some of the limitations of p-values are addressed [34]. The NEJM rec-
ommends replacing p-values with estimates of effect or association along
with a 95% confidence interval (unless p-values were adjusted for mul-
tiplicity). The reader is referred to publications from the American Sta-
tistical Association for further delineation of the limitations of p-values.
We want to close the discussion of p-values with a quote from a recent
publication about statistical reporting guidelines: ‘Finally, the notion that
a treatment is effective for a particular outcome if P < 0.05 and inef-
fective if that threshold is not reached is a reductionist view of medicine
that does not always reflect reality.’ [35].

4.2. Effect estimates and confidence intervals

While the commonly used p-value, can only give information about
how unlikely a null-hypothesis is, an effect-estimate can quantify the
effect that an intervention or a prognostic variable has, and is therefore
clinically more relevant.

In general, every point effect-estimate should be accompanied by a
corresponding confidence interval. This is due to the fact that a point-
estimate does not convey a lot of information since there is lots of un-
certainty around its true value (statisticians sometimes call the point-
estimate a 0% confidence interval).

4.2.1. 95% Confidence interval (CI)
A CI is calculated using the standard error which is a measure of

dispersion. A big standard error, i.e., an estimate with lots of uncertainty
around its true value, for example due to low sample size, will lead to a
larger CI. Therefore, the width of the interval can tell us about the pre-
cision of our estimation. A CI is also commonly used for hypothesis
testing. If the CI crosses the value stated as the null-hypothesis (most
often the point of no effect, i.e., OR or RR ¼ 1, MD ¼ 0), the null-
hypothesis cannot be rejected. The only correct interpretation of CI is:
When repeating an experiment 100 times, the true value will lie 1-alpha
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times (when using a 95% CI: 95 times) within the CI. Therefore, the CI
does not tell us about the probability of the point estimate being true or
the probability that the point-estimate lies within the CI. Because the
latter is the definition of the Bayesian Credible Interval, it is important to
keep the definition of the CI and of the Bayesian Credible Interval apart.

There are several commonly used effect estimates for categorical
data: Odds ratio, Relative risk, Risk reduction, Absolute risk reduction
and more. Most commonly used in MAs are Odds ratio and Relative risk.

4.2.2. Odds ratio (OR)
The OR is the ratio between the odds of a certain event A (e.g.,

treatment response) happening in a group X (e.g., treatment arm of a
trial) and the odds of this certain event A happening in a group that is not
X (e.g., placebo arm of a trial). The difference to the relative risk is that it
is computed in a different way (Table 1), but it is therefore also inter-
preted in a different way. A OR of 2.0 means that the odds (not the risk or
probability) are increased by 100% or by a factor of 2. Note here that
there is a relationship between odds and probability where odds are
Probability/1-Probability (a probability of 50% is equal to odds of 1). A
OR of 1 is the point of no effect because then the odds of event A are
equally likely in both groups that are compared. Furthermore, a OR of 1
(or 50% probability) is equal to the probability of flipping a (fair) coin.
The OR is probably more commonly used than the Relative risk and there
might be a few reasons for this: ORs can be obtained from logistic
regression which uses the logit (log odds) for modelling, while Relative
risks cannot readily be obtained from logistic regression. Furthermore,
the odds of a complement event can be computed by inverting the odds
ratio. If for example the OR of treatment response was 2, then the OR of
no treatment response would be ½. This is not true for the Relative risk.
However, a disadvantage of the OR is that it is more difficult to under-
stand than the Relative risk since the human mind is more used to
thinking in probabilities than thinking in odds. This is the reason why the
OR is often misinterpreted as the Relative risk. In a given situation, the
OR tends to be larger than the Relative risk and misinterpretation would
therefore inflate the (mis-)interpreted effect [36]. This is the reason why
the statistical reporting guidelines of the NEJM advise that ORs should be
avoided [34].

4.2.3. Relative risk (RR)
The RR gives is a ratio between the probability of a certain outcome in

group A and the probability of a certain outcome in group B. Just like
with OR, a value of 1 indicates no effect. Neither the OR nor the RR can
be calculated when there are 0 events in the control group (as division
through 0 is not possible). However, this problem is handled by most
statistics programs by adding 0.5 to each field in the contingency table.

Since RR is a more intuitive estimate it may be useful to calculate a RR
from an OR. The Cochrane handbook of systematic reviews provides a
formula for this calculation [37].

Moreover, from the risk ratio the number needed to treat can be
computed, details are again given by the Cochrane Handbook for Sys-
tematic Reviews of Interventions [38].

Neither the OR nor the RR can be calculated when there are 0 events
in the control group (division through 0 is not possible). In order to make
computation possible 0.5 to each group is added.

Since RR is a more intuitive estimate it may be useful to calculate a RR



Fig. 6. Trial sequential analysis (TSA) plot.
Blue line (z-curve): cumulative Z score with each square adding the results of the individual studies; horizontal red lines: conventional threshold for significance (p
value of 0.05); vertical red line: required information size (RIS); dotted small red lines: trial sequential monitoring boundaries.
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from an OR. The Cochrane handbook of systematic reviews provides a
formula for this calculation [39].

When working with continuous data, there are several effect esti-
mates to choose from. Some of the most commonly used effect estimates
are mean difference or standardized mean difference.

4.2.4. Mean difference (MD) and standardized mean difference (SMD)
The MD is simply calculated by subtracting the mean outcome value

(e.g., hemoglobin value) in group A from the mean outcome value in
group B. The magnitude of the effect will vary widely depending on the
absolute mean values of the outcome. In order to increase interpret-
ability, the SMD was introduced which divides the mean difference by
the pooled standard deviation and thereby “standardizes” this effect es-
timate. This effect estimate (obtained by dividing the MD by the grouped
standard deviation) is also called Cohen's d. The greater Cohen's d value,
the greater the effect (and the greater the difference in outcome between
group A and B) with values above 0.8 indicating a strong effect [40]. The
log OR can be approximated from the SMD [41].

5. Trial sequential analysis (TSA)

TSA was introduced to control for type I and II errors of statistical
analysis. Similar to an individual RCT a meta-analysis carries the risk of
false-positive (type I error) or false negative results (type II error) [42].
Fig. 6 gives the example of a TSA, as published by Koning et al. [43]. The
horizontal red lines give the conventional threshold for significance with
a constant Z-value of 1.96 (p value of 0.05). The vertical red line gives the
required information size (RIS) [44]. The blue line (Z-curve) is the cu-
mulative Z-score and each square adds the results of the individual trials
6

to the score. If the Z-score crosses the RIS line, then there is firm evidence
of an effect of the intervention and the meta-analysis has sufficient
power. In addition, trial sequential monitoring boundaries (based on the
O'Brien-Fleming alpha-spending function) are constructed (dotted small
red lines) [45]. Firm evidence can also be concluded when the Z-score
crosses the monitoring boundaries but does not reach the RIS threshold.
In Fig. 6, the Z-score crosses both, monitoring boundary and RIS line. In
case of a negative result (i.e., no effect of the intervention was found) it is
unclear whether there is a true absence of evidence or whether the
sample size was too small to draw a firm conclusion. Addressing this issue
TSA incorporates futility boundaries and a Z-score crossing the futility
threshold allows to conclude a true negative result. A review about TSA is
provided by Wetterslev et al. [46].

6. Individual patient data meta-analysis

Conventional meta-analysis aggregates summary effect estimates re-
ported in the individual studies and they may be different, i.e. one study
has reported risk ratio and the other has reported odds ratio. Moreover,
when there is substantial heterogeneity in effect estimates, an average
value may no longer be informative [47]. Similarly, the methods of sta-
tistical analysis may differ across the studies. These issues are addressed
by individual patient data meta-analysis (IPD-MA), a new approach that
seeks the raw data from the various individual studies. This approach not
only allows to standardize the statistical analysis but also permits to do
subgroup analyses that were not conducted in (all) individual studies
[48]. Also, a detailed analysis of patients’ characteristics will be made
possible [49]. These benefits have to be balanced against possible dis-
advantages [49], including higher costs, a longer duration until



Fig. 7. Concept of prior distribution, likelihood, and posterior distribution of a
binomial model in Bayesian statistics.
A beta-prior and binomial likelihood were assumed to calculate the conjugate
beta posterior distribution. As an example, the posterior distribution might
represent the distribution of a true response rate.
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completion of the analyses as well as the need to receive data from all
studies published on the research question. A pitfall in the conduct of an
IPD-MA is that patient data may be considered as if they came from one
single trial whereas clustering of patients within studies needs to be taken
into consideration to avoid spurious conclusions [50]. In recent years
recommendations for planning and conducting IPD-MAs have become
available [47]. More detailed information about IPD-MA is given by Riley
et al. [51].

7. Living systematic reviews and meta-analysis

Another emerging type of meta-analysis is that of living systematic
reviews [52], which incorporates up-coming data in regular, pre-defined
time-intervals. According to guidance by the Cochrane collaboration
three pre-requisites have to be fulfilled when the conduct of a living MA
is considered: the review question should be of high importance for
clinical decision-making, the existing evidence is uncertain and insuffi-
cient to inform clinical practice, additional relevant information is likely
to be produced and also likely to impact the conclusions. The interim
guidance by the Cochrane collaboration has recently been revised and
updated [53].

In the field of pain medicine, a living meta-analysis of plant-based
treatments for chronic pain management has been commissioned by
the Agency for Healthcare Research and Quality Evidence-based Practice
Center Program [54], reflecting the increasing interest in this modern
approach to produce up-to-date evidence.

8. Bayesian statistics

In statistics, there are two streams of approaching a statistical prob-
lem: Frequentist and Bayesian. The commonly used statistics (p-value,
95%CI etc.) are the frequentist way of making inference. Bayesian sta-
tistics are less commonly used but have some very interesting properties
that make Bayesian statistics a desirable alternative to frequentist sta-
tistics. Clinicians might be most familiar with the Bayesian theorem that
is used to calculate the positive or negative predictive value from sensi-
tivity/specificity and prevalence. Bayesian statistics, compared to fre-
quentist statistics, does not infer a single effect estimate (with 95% CI),
but a distribution of an effect estimate. This is called the posterior dis-
tribution of a certain parameter (e.g., the mean difference in hemoglobin
between two arms of a trial). It is called posterior because it is calculated
from the likelihood (which corresponds to the data) and the prior dis-
tribution. The “prior” includes previous knowledge (e.g., results from a
trial or meta-analysis) and the posterior distribution is therefore also
dependent on the prior distribution (Fig. 7). This dependence on a pre-
7

specified value is one of the reasons that Bayesian statistics are less
commonly seen in medical literature. However, the influence of the
specified prior distribution is usually checked with a sensitivity analysis
by defining a non-informative prior (a prior which does not convey any
previous information). When using a non- or weekly-informative prior,
the posterior distribution is thenmostly dependent on the likelihood (i.e.,
the data). A detailed description of Bayesian statistics is given by Held
and Bove [55].
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