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A B S T R A C T   

Traffic accidents pose a significant public safety concern, leading to numerous injuries and fatalities worldwide. Predicting the severity of these 
accidents is crucial for developing effective road safety measures and reducing casualties. This paper proposes an analytic framework that utilizes 
machine learning models, including Naive Bayes, Random Forest, Logistic Regression, and Artificial Neural Networks, to predict the severity of 
traffic accidents based on contributing factors. This study analyzed ten years of UK traffic accident data (2005–2014, N = 2,047,256) to develop and 
compare different ML models. Results show that the proposed Random Forest and Logistic Regression models achieved an 87% overall prediction 
accuracy, outperforming Naive Bayes (80%) and Artificial Neural Networks (80%). By employing Random Forest-based feature importance analysis, 
the study identified Engine Capacity, Age of the vehicle, make of vehicle, Age of the driver, vehicle manoeuvre, daytime, and 1st road class as the 
most sensitive variables influencing traffic accident severity prediction. Additionally, the suggested RF model outperformed most existing models, 
attaining a remarkable overall accuracy and superior predictive performance across various injury severity classes. The findings have significant 
implications for developing efficient road safety measures and enhancing the current traffic safety system. The proposed framework and models can 
be adapted to various datasets to achieve accurate and effective predictions of traffic accident severity, serving as a valuable reference for 
implementing traffic accident management and control measures. Future research could extend the proposed framework to datasets containing 
Casualty Accident information to further improve the accuracy of injury severity prediction.   

1. Introduction 

Road traffic accidents are a significant cause of fatalities and injuries among individuals. According to the [1], 20–50 million 
non-fatal injuries and 1.35 million traffic fatalities yearly are attributed to road traffic accidents. As of 2018, road accident injuries had 
become the leading cause of death for individuals aged 5 to 29. Approximately 93% of global traffic-related fatalities were concen-
trated in low- and middle-income countries [1]. Among the many groups of affected pedestrians, road users, motorcyclists, and cyclists 
account for the highest percentages of injuries and fatalities. Individuals in this group of road users are often at a higher risk and are 
commonly known as vulnerable road users (VRUs) [2]. 

Given the diverse range of injuries in traffic accidents, injury severity is a vital indicator regularly assessed to gauge road safety 
performance [3]. Better knowledge of the factors influencing accident injury severity is essential in deploying proactive mitigation 
methods. Human behaviour, the environment, road conditions, traffic, vehicle characteristics, and crash circumstances influence the 
severity of injuries resulting from a crash. However, since traffic accidents are random and can vary in severity from one location to 
another, it is important to conduct a local investigation of the risk factors to predict crashes and implement appropriate preventive 
measures accurately. 

Several statistical-based regression techniques have extensively been used in the literature to model the severity of crash injuries. 
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Some studies concentrated on using conventional data analysis techniques [4–6]. Even though they can be well-interpreted mathe-
matically and help to understand the function of specific predictor variables better, statistical models can have some limitations, such 
as poor prediction accuracies, they might produce biased model estimation, etc [7]. ML techniques have recently been introduced as an 
alternative to traditional data analysis methods to investigate factors associated with injury severity. It enables the extraction of 
important knowledge from significant amounts of complicated and heterogeneous data. The most widely used machine learning 
techniques are decision trees (DT) [8], Bayesian networks [9], classification and regression trees (CART) [10], extreme gradient 
boosting (XGBoost) [9], and random forest (RF) [11]. 

Machine learning algorithms can discover intricate correlations between the many factors influencing injury severity and make 
highly accurate predictions. The stacked sparse autoencoder (SSAE) was employed as a deep learning algorithm to forecast injury 
severity in traffic accidents using the contributing factors [12]. Also [7], compares the eXtreme Gradient Boosting (XGBoost) model to 
a few conventional ML techniques to determine the severity of crash injuries. Furthermore, a multi-task deep neural network (DNN) 
framework was proposed by Ref. [9], capable of simultaneously predicting the severity of traffic accident injury, fatality, and property 
loss. However, the application of machine learning to injury severity prediction also presents several challenges, including limited data 
availability, which affects the model’s performance, data overfitting that can lead to poor performance and reduced accuracy in traffic 
injury severity predictions, and feature selection challenges. 

This research addresses these challenges by examining the current state-of-the-art in predicting road accident injury severity 
through ML. Furthermore, it seeks to shed light on the primary difficulties and limitations encountered in this field. This study will 
present an in-depth analysis of the current ML models for predicting injury severity, including a review of the data, features, algo-
rithms, and assessment metrics employed in these models. The paper will also thoroughly review machine learning methods’ short-
comings in predicting injury severity. It will emphasize the requirement for ongoing improvements to the precision and dependability 
of these models. 

These are a summary of the paper’s contributions.  

• The performance of four significant ML algorithms for modelling crash injury severity was assessed, including Naïve Bayes, 
Artificial Neural Network, Random Forest, and logistic regression.  

• We employed the random forest classifier feature importance method to analyse the sensitivity of predictor variables.  
• To evaluate our model’s predictive abilities across all categories of injury severity and with existing literature in the field, we 

present several performance statistics. 

The remaining sections of this paper are structured as follows. Section 2 presents the proposed methodology and an overview of the 
dataset containing information on severe traffic injuries. In section 3, the results from the different machine learning models are 
presented, analyzed, and compared. Section 4 discusses the prediction methods’ performance and the classification task’s impact on 
injury severity prediction. Section 5 concludes the paper with the potential applications of the findings in the road safety field. 

Fig. 1. Framework for the prediction of traffic accident severity.  
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2. Research methodology 

2.1. Overview 

In this study, we utilized four distinct classification algorithms to predict the severity of injuries in traffic accidents. These ML 
classifiers, based on supervised training algorithms, were utilized to classify the datasets. These classifiers have demonstrated 
promising results owing to their capability to handle multi-dimensional data, adaptability in implementation, versatility, and strong 
predictive abilities. This research focused on the target variable, which represents the traffic accident severity level and has two 
possible outcomes: serious and non-serious. We implemented four algorithms to achieve our objectives: Random Forest, Naive Bayes, 
Logistic Regression, and Artificial Neural Networks. 

As illustrated in Fig. 1, the initial step involved collecting a substantial amount of traffic accident records (Accident and Vehicle 
datasets) from publicly available open-source websites. Second, the datasets are merged. Additionally, the data is cleaned, and 
descriptive statistical analysis is conducted on the clean data. Then, we employed the random forest classifier feature importance 
method to analyse the sensitivity of predictor variables. Furthermore, predictive modelling was used to classify and predict the severity 
of traffic accidents by applying four ML algorithms: Random Forest, Naïve Bayes, Logistic Regression, and Artificial Neural Network. 

2.2. Data collection 

This research used a dataset from the UK traffic accident records from 2005 to 2014 obtained from a publicly available website. 
This website disseminates traffic information gathered by several organizations, including the UK Departments of Transportation, 
traffic cameras, law enforcement organizations, and traffic sensors embedded in road networks. The data collected was from two 
databases containing the accident and vehicle information. The accident information database provides detailed road safety data 
regarding the factors contributing to personal injury in road accidents in the United Kingdom between 2005 and 2014. The vehicle 
information database contains information about the vehicle involved in the road traffic accident from 2005 to 2014, such as the age of 
the vehicle, sex of the driver, vehicle type, age of the driver, etc. 

2.3. Data pre-processing 

Data pre-processing plays a vital role in the data mining process. A dataset must be pre-processed or cleaned before any analysis is 
performed, otherwise it produces subpar, inaccurate, or misleading results because of outliers, redundant values, or missing values 
[13]. The dataset exhibited missing values in certain attributes from the accident and vehicle datasets. The accident dataset had a total 
of 0.495% missing values, while the vehicle dataset had a higher proportion at 0.938%. Specifically, the attributes ‘2nd_Road_Class’, 
‘LSOA_of_Accident_Location’, ‘2nd_Road_Number’, and ‘Pedestrian_Crossing-Physical_Facilities’ contained missing values of 41.23%, 
7.08%, 0.85%, and 0.17%, respectively. Additionally, the attributes ‘Did_Police_Officer_Attend_Scene_of_Accident’, ‘Longitude’, 
‘Latitude’, and ‘Location_Northing_OSGR’ had less than 0.01% missing values for each attribute. To address these missing values, the 
top four variables with the highest percentage of empty columns. Furthermore, the StandardScaler function was employed to stan-
dardize the data. The date column also required formatting, as some values were not stored in the correct format. The column was 
rearranged to represent the date in the Year, Month, and Day format. Additionally, the hours were categorized into specific time 
groups, such as the ‘morning rush’ between 05:00–10:00, to enhance data analysis. 

2.3.1. Data merging 
Data merging is a critical phase in the data preparation process. This process entails combining many datasets into a single coherent 

dataset for analysis. The merging process may involve identifying common identifiers such as unique identification numbers, dates, or 
geographic locations to match the datasets. Once the datasets are merged, the data cleaning process can proceed, which may include 
imputing missing values, standardizing variables, and addressing outliers. In this study, two datasets were merged, and the variable 
“accident index” was identified as the common identifier for both datasets. 

2.3.2. Data cleaning and handling 
Data cleaning involves recognizing and addressing parts of incomplete, incorrect, inaccurate, or irrelevant data. This process 

typically involves modifying, replacing, or deleting problematic data from a database, record set, or table. A significant amount of 
missing and erroneous data was recorded in the dataset used for this study. First, the problem has been solved by applying the 
appropriate missing data imputation approach to the two datasets. Then, both datasets were merged to become a single dataset. 
Furthermore, numerical and categorical data handling is conducted, and new features are selected afterwards. 

2.4. Feature selection 

An object often includes a variety of attributes, including important, unnecessary, and redundant attributes. Our learning algo-
rithm’s performance will only increase with the addition of these linked features. In algorithmic applications, dimensional catastro-
phes frequently happen because we are unsure which feature is useful for our forecast. To increase the effectiveness of the learning 
algorithm, particularly for the analysis of complicated data, it is crucial to choose significant characteristics from all features. Different 
feature selection algorithms have been used in numerous sectors [14]. In this study, the Random Forests (RFs) approach is utilized for 
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feature selection based on the importance index of each feature. This is done because it can determine the relevance of a single feature 
variable and performs well on most datasets. 

The RFs model is created using decision-making regression trees, which can generate numerous trees. The data for each tree is taken 
via the bootstrap sampling technique from the bag of set B, and the remaining out-of-bag (OOB) samples are defined as set B, which 
won’t be in the training samples. Let C be a set of B and C be a set of B. Suppose we have a test dataset with n rows and p characteristics 
represented by an Xn × p matrix and an n-dimensional label vector y indicating each test’s category. The RF algorithm evaluates the 
significance of features by comparing the errors before and after classification [15]. The algorithm associates each feature Xj with a 
group of tests that replace the feature’s values with rearranged ones. The degree to which the replacement of the original feature 
influences the outcome is determined by comparing the classification error rates of the original features and the replaced randomly 
rearranged features in the OOB test set. The discrimination of the randomly rearranged features will decline when the significant 
features are changed, resulting in a rise in the OOB classification error rate. N OOB sets are used as test sets when N trees are con-
structed. As a result, the following is the definition of the characteristic importance index Ja: 

Where hk(i) signifies a classification label of sample i predicted by dataset Bk, i is a characteristic function, and yi represents a 
classification label in the i-th OOB. 

2.5. Predictive modelling 

This research used predictive modelling to classify and forecast the severity of traffic accidents by applying four ML algorithms: 
Random Forest, Naïve Bayes, Logistic Regression, and Artificial Neural Network. The Accident Severity feature of the accident served 
as the response variable. In contrast, the input variables were selected based on their significance as predictors of incident severity 
using a chi-square feature importance analysis. The analysis used a Jupyter Notebook within the Anaconda Navigator environment 
(version 6.4.12).  

• Logistic Regression is a statistical technique used to forecast a binary outcome, such as yes or no, based on one or more input factors 
[16]. Although it is made expressly for binary outcomes, it is like linear regression.  

• A Random Forest is an ensemble technique that uses many Decision Trees to boost prediction stability and accuracy. To get to the 
conclusion, it creates an extensive amount of Decision Trees and averages their predictions. This improves the model’s overall 
performance and lessens the overfitting of a single decision tree.  

• Naive Bayes is a probabilistic technique for classification problems, especially text categorization. It is based on Bayes’ theorem, a 
mathematical formula that determines the likelihood of an event based on knowledge of the circumstances that might have been 
connected to it in the past. The Naive Bayes technique assumes that the features (or variables) used for classification are inde-
pendent, which isn’t always the case in real-world situations [17].  

• Artificial Neural Network (ANN) is an ML technique modelled after the structure and operation of the human brain. It is made up of 
several linked nodes or neurons that are arranged in layers. ANN can learn from examples and address complicated issues that are 
difficult for conventional algorithms to handle. The fundamental idea behind ANN is to train the network using a dataset of labelled 
instances. The weights of the connections between neurons are changed during training to reduce the error between the predicted 
and actual outputs [18]. The ANN can forecast the output for fresh inputs once trained. 

2.5.1. Data splitting 
The stratified sample technique was utilized to divide the data in this research into two groups: a training set and a testing set. The 

model is built, and its parameters are calculated using the training set containing 80% of the data. It is applied to the testing set to 
assess the final model’s accuracy, consisting of the remaining 20% of the data not included in the training set. Based on the results of 
the test set, the predictive model’s efficiency is assessed. 

2.6. Model evaluation metrics 

The application of improved tools and techniques in accident research has substantially enhanced our understanding of the ele-
ments that affect the frequency and severity of accidents. The continual evolution of these strategies and techniques provides the 
greatest opportunity for continued development in the discipline [19]. This study compares the performance of various analytics 
models using various performance measures created from a confusion matrix. The distribution of the observations among the actual 
classes (rows) and predicted classes are displayed in the confusion matrix, which takes the shape of a contingency table. With the 

Table 1 
Confusion matrix for binary classification.  

Actual class Predicted class 

NS (Negative) S (Positive) 

NS (Negative) TN FP 
S (Positive) FN TP  
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display of the number of true positive, true negative, false positive, and false negative predictions, the matrix offers a means of 
assessing the precision of a classifier. The metrics used to determine the model’s overall performance are accuracy, precision, recall, 
and F1-score. The confusion matrix is a key tool in classification techniques and is the foundation for assessing a model’s predictability. 
For each machine learning model in this study, the binary confusion matrix is utilized to compute quantitative model performance 
metrics, as shown in Table 1. As mentioned in the work of [20], numerous metrics for evaluating the performance of the models are 
presented and defined in the following section.  

• Recall or sensitivity 
( TP

TP+FN
)

measures the ability of the classifier to correctly identify positive labels.  
• Precision 

( TP
TP+FP

)
evaluates how well the data labels match the positive labels defined by the classifier.  

• F-score 
(

2x(Precision x Recall)
(Precision+Recall)

)
measure that combines recall and precision in a weighted average manner.  

• Overall accuracy 
( TN+TP

Total
)

indicates the proportion of correct classifications the classifier makes. 

3. Result: case study 

3.1. Data collection and data description 

This study utilized accident data gathered from a UK traffic accident dataset, and it was used to assess the applicability and efficacy 
of the suggested machine-learning techniques. This dataset is obtained from an open source and is provided by the UK Transport 
Department for accidents between 2005 and 2014. The data collected was from two databases containing the accident and vehicle 
information. The accident information database provides comprehensive road safety data concerning the factors and conditions that 
resulted in personal injuries during road accidents in the United Kingdom. The accident information dataset contains 2,047,256 traffic 
accident records and 34 attributes, of which “Accident Severity” is considered the response variable. The vehicle information database 
contains information about the vehicle involved in the road traffic accident. The vehicle information dataset contains 2,177,205 re-
cords of the vehicle involved in a traffic accident and 24 attributes of the vehicle, such as the age of the vehicle, sex of the driver, 
vehicle type, age of the driver, etc. The databases were merged using the accident index as an identifier. After merging the two datasets, 
we cleaned the gathered traffic accident record data by deleting missing values. 

3.2. Feature analysis and selection 

In this section, we used the Random Forest feature importance to analyse and select features. As outlined in section 2.2, we have 27 
largely independent features after data merging and cleaning. This suggests that the dataset is relatively intricate, and not all features 
may enhance the forecasting accuracy. Certain features might be irrelevant or duplicated. Therefore, it is essential to conduct feature 
selection before employing the RF algorithm for predicting the dataset [21]. 

Before model training, we categorize the features as numerical or categorical based on their types. We apply label encoding to the 
categorical features to evaluate the relative importance of features, which involves mapping each category to a numerical value. A 
random selection of 70% of the data was made for the training set, leaving 30% for the testing set. The numerical features in both sets 
were standardized using the min-max normalization method. After standardization, the numerical features in the training set were 

Fig. 2. Variable importance plot using Random Forest Feature Selection.  
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combined with the categorical features to form the training dataset. Likewise, the standardized numerical features in the test set were 
merged with the categorical features to create the test dataset. Finally, we employed the RF feature importance. Fig. 2 demonstrates the 
significance and impact of the input features on the severity of traffic accidents. Using the node purity measure, we arranged the 
variables in ascending order based on their significance. We relied on the cumulative value curve to determine the importance 
threshold, specifically the 0.80 value. Observing the importance values of each feature, we found that the 0.80 value corresponded to 
approximately 0.04. Therefore, we selected the critical value of 0.04 to identify the significant features. The figure displays the 
outcomes of the feature importance ranking, revealing that the top five features with the most significant impact on accident injury 
severity are the engine capacity of the vehicle, age of the vehicle, the make of the vehicle, the age of the driver, and the vehicle 
manoeuvring. This suggests that some vehicle characteristics play a crucial role in determining the severity of accidents. In contrast, 
accident characteristics such as the time of the day (Daytime), the first road class, the number of vehicles involved, and the junction 
location have a relatively minor impact on accident injury severity. 

3.3. Severity prediction results 

3.3.1. Data construction 
To construct the data, two main steps were taken. Firstly, the dataset’s three levels of injury severity were classified into two classes: 

serious and non-serious. Secondly, temporally correlated data was constructed. 
First, classifying traffic accident injury severity was done by merging fatal and severe injuries into one class, labelled as serious. In 

contrast, minor injuries were considered another class, labelled as non-serious level. Then, the existing temporal data was used to 
construct five new features with temporal correlation, including the day of the week, time period, month, hour, and whether the 
accident occurred on holiday. 

3.3.2. Prediction evaluation metrics 
In evaluating the model’s performance, we employed a matching matrix that comprises false positive, true positive, false negative, 

and true negative values. A true positive (TP) is recorded when the model accurately detects a serious injury. Conversely, a false 
positive (FP) happens when the model incorrectly identifies a non-serious injury as serious. A false negative (FN) is observed when the 
model incorrectly classifies a serious injury as non-serious. Lastly, a true negative (TN) is tallied when the model correctly classifies a 
non-serious injury. These values are derived from the confusion matrix, as shown in Table 2.  

• Recall or sensitivity 
( TP

TP+FN
)

measures the ability to identify positive labels correctly.  
• Precision 

( TP
TP+FP

)
evaluates how well the data labels match the positive labels defined by the classifier.  

• F-score 
(

2x(Precision x Recall)
(Precision+Recall)

)
measure that combines recall and precision in a weighted average manner.  

• Overall accuracy 
( TN+TP

Total
)

shows the proportion of correct classifications the classifier makes. 

3.3.3. Predicted result 
In this section, the main data features consist of the selected features obtained through feature selection. Subsequently, four al-

gorithms, namely RF, LR, NB, and ANN, are employed to predict the severity of traffic accidents and determine the accuracy of their 
predictions. The dataset used in this study was split into two parts: a training set consisting of 70% of the incidents and a testing set 
with 30% of the incidents. The division was carried out through stratified sampling to maintain an equal proportion of serious and non- 
serious accidents in both sets. After developing the models using the training data, their performance was evaluated on the testing data 
to gauge their effectiveness. The models’ findings regarding the accurate classification of serious and non-serious accidents are pre-
sented in Table 3 and Fig. 3(a–d), which compare the predicted and actual outcomes. 

Table 4 displays the test dataset’s performance for RF, LR, NB, and ANN models. All the models show satisfactory performance, 
indicating they can generalize when dealing with data. The goal of assessing the performance of these models is to identify the most 
accurate model among them, as reported by Ref. [22]. 

In this study, “S" and “NS” represented the positive and negative classes. These labels were used to interpret the recall values. The 
recall value indicates the model’s ability to classify “S" cases correctly. Nevertheless, during the evaluation of the test dataset, LR and 
RF demonstrated the highest overall classification accuracy of 0.87, outperforming NB and ANN with their respective recall values of 
0.80 each. 

F-score is another metric also utilized in this study, a commonly used measure of classifier performance as it is the harmonic mean 
of precision and recall, as reported by Ref. [23]. The findings indicated that the Random Forest classifiers achieved the highest F-score 
of 0.82, surpassing Artificial Neural Networks, Naïve Bayes, and Logistic Regression, which scored 0.80, 0.80, and 0.81, respectively. 
Since the F-score balances recall and precision, it can be deduced that the Random Forest classifiers excelled in predicting the severity 

Table 2 
Confusion matrix for binary classification.   

Predicted: Non-Serious Predicted: Serious 

True: Non-Serious T: Non-Serious F: Serious 
True: Serious F: Non-Serious T: Serious  
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Table 3 
Confusion Matrix for all models.  

Model Actual class Predicted (test) 

NS S 

Logistic Regression NS 28 65,091 
S 56 438,771 

Naïve Bayes NS 11,950 53,169 
S 47,502 391,325 

Artificial Neural Network NS 11,950 53,169 
S 47,502 391,325 

Random Forest NS 3253 61,866 
S 3655 435,172  

Fig. 3. Confusion matrix generated from the predictions on the test data.  

Table 4 
Model performance on test data.  

Model Weighted Average Recall Weighted Average Precision Weighted Average F-score Weighted Average Overall accuracy 

Logistic Regression 0.87 0.80 0.81 0.87 
Naïve Bayes 0.80 0.79 0.80 0.80 
Artificial Neural Network 0.80 0.79 0.80 0.80 
Random Forest 0.87 0.82 0.82 0.87  
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of traffic accidents. 
After evaluating the performance metrics for all models, RF demonstrated superior performance compared to LR, NB, and ANN, 

making it the best-performing model. Additionally, both LR and RF exhibited F-score values and overall accuracy equal to or higher 
than NB and ANN. 

4. Discussion 

Our proposed methods have demonstrated higher prediction accuracy, making them useful tools for accident severity prediction. 
The advantage of our approach is the utilization of different machine learning techniques in traffic accident injury severity analysis, 
where each approach is maximized according to its respective strengths. This approach can also solve various traffic-related issues, 
such as short-term travel time forecasting and traffic flow situation estimation. This is of utmost importance in enhancing the existing 
traffic safety system within a sustainable transportation framework, such as an intelligent transportation decision system and an 
intelligent traffic safety management system. 

4.1. Importance of the proposed methods 

Our study reveals that the LR and RF models exhibited the highest levels of accuracy compared to the other classifiers assessed. This 
finding aligns with a previous study conducted by Ref. [24], which demonstrated that RF achieved an accuracy rate of 91.98% in 
identifying employees with an increased risk of fatality at construction sites. Moreover, the study demonstrated that RF surpassed DT, 
LR, and AdaBoost classifiers. Another investigation discovered that RF was the most effective method for predicting industrial acci-
dents, achieving an accuracy rate of 79% [25]. Furthermore, RF was utilized in a distinct study to forecast the types of occupational 
accidents that commonly transpire in construction settings [26]. Moreover, by integrating environmental and occupational accident 
data, the study accomplished a model with a 71.3% accuracy rate. In contrast, for the multi-class classification task, RF emerged as the 
most effective model for predicting occupational injuries and identifying their causes [27]. The study also highlighted that SVM and RF 
methods were the most suitable techniques for predicting the severity of work-related injuries due to their notably high accuracy. The 
RF method combines predictions from multiple classifiers, resulting in a more robust classifier that enhances prediction performance. 
The research strongly recommends employing these methods. Furthermore, the study indicated that while the ANN model did not 
perform as well as other models in assessing the severity of traffic accidents, it still achieved a relatively high level of accuracy and 
successfully identified significant factors in predicting traffic accident severity. 

Additionally, this study examined the importance of different features in determining the severity of traffic accidents. The feature 
importance approach is a contemporary method that aids developers of machine learning models in comprehending and interpret their 
models. This approach significantly enhances the understanding of classification tasks [28]. 

This study assessed the importance of features using the RF algorithm. Previous studies, such as the work by Ref. [28], have 
demonstrated that the RF model surpasses LR in determining feature importance within classification models. The study identified 
“Engine_Capacity_.CC.” as the most significant variable in the dataset. Furthermore, the second most important feature was 
“Age_of_Vehicle,” followed by the feature “make,” which ranked third in importance. 

Identifying these important features in this research can offer valuable insights for traffic safety management. It enables them to 
enhance their accident management and control measures by implementing suitable infrastructure improvements, optimizing lighting 
conditions, setting appropriate speed limits, and providing safety warnings. These actions can contribute to a decrease in both the 
frequency and severity of traffic accidents. 

4.2. Limitations of the proposed methods 

The primary constraint of the proposed approach lies in the integrity of the data, particularly concerning the prediction of traffic 
accident severity. The dataset utilized in this study lacks essential information regarding casualties involved in traffic accidents. It lacks 
detailed characteristics of the casualties, such as the number of individuals affected by the accident. This absence of crucial data may 
impede the ability of the proposed methods to attain the intended outcomes. Hence, it is imperative to have datasets that encompass 
casualty-related information for the proposed methods to effectively contribute to mitigating the adverse consequences of traffic 
accidents. 

Furthermore, various limitations are associated with using a single machine-learning approach. It has been observed that the most 
favourable outcomes are achieved when multiple analytical techniques are combined, thereby enhancing the analysis of the obtained 
results [29]. For example, combining a neural network with a rule system [30] or combining a genetic algorithm with a rule system and 
decision tree [10] has enhanced reliability and accuracy in predicting results compared to a single technique. 

4.3. Application in traffic safety management 

Sustainable transportation development has traditionally emphasised research into the precise forecast of traffic accident severity, 
particularly considering the consequences of managing traffic safety. Traffic safety control measures often rely on the limited expe-
rience of traffic managers, which can result in deviations from the actual situation. Consequently, strengthening traffic safety in the 
present system and creating intelligent transportation choice and traffic safety management systems may benefit significantly from 
improving the accuracy of severity prediction using our suggested methodologies. In contrast to traditional methods that rely on traffic 
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managers’ limited experience, ML algorithms have demonstrated the ability to learn from historical accident data effectively and 
efficiently. 

The proposed ML algorithms in this paper have demonstrated good performance in predicting accident severity, which can serve as 
an important reference for safety managers in making subjective judgments. For example, safety managers can use the proposed 
method to identify significant influencing factors of accidents and predict the severity level resulting from these factors. Furthermore, 
the severity prediction can inform the implementation of accident management and control measures, including improving infra-
structure and lighting conditions and implementing speed limits and safety warnings. These predictions can be applied to different 
datasets, providing a useful tool for safety managers in achieving their goals. 

4.4. Future work 

In the future, we plan to extend the proposed framework to datasets that include Casualty Accident information. This information 
has changed how incident severity is recorded and allows for a more consistent classification and reporting of injury severity. However, 
the change has also led to some previously considered slight injuries now being classified as serious. Adding new features allows for 
better analysis and prediction of road casualty, which can ultimately help reduce the negative impacts of traffic accidents. 

5. Conclusion 

The analysis of traffic accident severity is a crucial research topic in road safety. This paper seeks to compare the predictive 
performance of various machine learning models, such as Naive Bayes (NB), Random Forest (RF), Logistic Regression (LR), and 
Artificial Neural Networks (ANN), in forecasting injury severity in traffic accidents using various contributing factors. The approach 
involves using different machine-learning techniques to process and analyse accident data. The study utilized ten years of UK traffic 
accident data (2005–2014, N = 2,047,256) to develop four ML models for predicting injury severity in individual crashes. The per-
formance of the models was evaluated using various measures such as overall accuracy, precision, recall, and F-1 score. 

The Random Forest and Logistic Regression models achieved the highest overall prediction accuracy of 87%, outperforming the 
Artificial Neural Networks and Naive Bayes models, which had a prediction accuracy of 80%. In addition, a feature importance analysis 
using Random Forest showed that variables such as Engine Capacity, Age of vehicle, make of vehicle, vehicle manoeuvre, Age of the 
driver, daytime, and 1st road class were the most influential in the severity of traffic accident prediction. The proposed Random Forest 
model showed better predictive performance and accuracy than most existing models across different injury severity classes. 
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