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Purpose: Childhood cancer survivors experience interconnected symptoms, patterns of which can be elucidated by network analysis. 
However, current symptom networks are constructed based on the average survivors without considering individual heterogeneities. 
We propose to evaluate personal symptom network estimation using the Ising model with covariates through simulations and estimate 
personal symptom network for adult childhood cancer survivors.
Patients and Methods: We adopted the Ising model with covariates to construct networks by employing logistic regressions for 
estimating associations between binary symptoms. Simulation experiments assessed the robustness of this method in constructing 
personal symptom network. Real-world data illustration included 1708 adult childhood cancer survivors from the St. Jude Lifetime 
Cohort Study (SJLIFE), a retrospective cohort study with prospective follow-up to characterize the etiology and late effects for 
childhood cancer survivors. Patients’ baseline symptoms in 10 domains (cardiac, pulmonary, sensation, nausea, movement, pain, 
memory, fatigue, anxiety, depression) and individual characteristics (age, sex, race/ethnicity, attained education, personal income, and 
marital status) were self-reported using survey. Treatment variables (any chemo or radiation therapy) were obtained from medical 
records. Personal symptom network of 10 domains was estimated using the Ising model, incorporating individual characteristics and 
treatment data.
Results: Simulations confirmed the robustness of the Ising model with covariates in constructing personal symptom networks. Real- 
world data analysis identified age, sex, race/ethnicity, education, marital status, and treatment (any chemo and radiation therapy) as 
major factors influencing symptom co-occurrence. Older childhood cancer survivors showed stronger cardiac-fatigue associations. 
Survivors of racial/ethnic minorities had stronger pain-fatigue associations. Female survivors with above-college education demon-
strated stronger pain-anxiety associations. Unmarried survivors who received radiation had stronger association between movement 
and memory problems.
Conclusion: The Ising model with covariates accurately estimates personal symptom networks. Individual heterogeneities exist in 
symptom co-occurrence patterns for childhood cancer survivors. The estimated personal symptom network offers insights into 
interconnected symptom experiences.
Keywords: bootstrap testing, individual heterogeneity, Ising model, network analysis, sociodemographic

Introduction
Survivors of pediatric cancer often report that they experienced physical, somatic, or psychological symptoms during 
therapy. Symptoms may persist post-therapy or emerge years after completion of therapy. A meta-analysis based on 
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114,000 children, adolescents, and young adults with cancer suggests that symptoms like fatigue, pain, and anxiety are 
prevalent.1 Based on a 37-item battery, a recent study found that 50% of the long-term adult survivors of childhood 
cancer experienced a moderate to high burden of multi-symptoms aggregated in physical, somatization, and/or psycho-
logic domains.2 This high symptom burden was significantly associated with clinically-assessed medical conditions and 
poor quality of life.2,3

Although previous studies reported the prevalence of varying symptoms among individuals with cancer, these studies 
merely provide a snapshot at the level of individual symptoms or aggregated clusters of different symptoms. Patterns of 
concurrent symptoms may exist, including different 1) presentations of the type and number of multi-symptoms and 2) 
degrees of association between concurrent symptoms. For example, a survivor who experiences headache may experi-
ence other symptoms simultaneously (eg, fatigue and depression). The associations between headache and the other three 
symptoms may be stronger than the associations among the other three individual symptoms themselves. In this case, 
headache can be considered as a central symptom. Application of network sciences can shed light on the intricate patterns 
of multiple symptoms in cancer survivors, offering valuable information to enhance clinical decision-making processes.4

Successful statistical methods for analyzing network structures have emerged over the past decades.5–9 However, 
current symptom network analysis is often performed based on the average individual without considering individual 
heterogeneities.4,10–18 While extended statistical methods have been proposed to incorporate individual or group 
factors19–21 in the estimation of symptom networks, to the best of our knowledge, there has been no research conducted 
to comprehensively evaluate how individual heterogeneities introduced by sociodemographic and/or clinical character-
istics influence associations between multi-symptoms for cancer patients and survivors. Such analysis can help elucidate 
the etiology, progression, and consequence of symptom burden, and facilitate the design of precision-based symptom 
intervention. Here, the term “personal symptom network” pertains to understanding the impact of individual character-
istics on the associations between symptoms within a network. This elucidation will provide a distinct structure of 
a symptom network determined by individual factors. It is important to emphasize that this concept draws upon the 
notable individualized treatment rules in precision medicine, where personalized decision functions are often derived 
from cross-sectional data based on individual characteristics.22 This approach differs from the between-subject network 
estimated using time-series data.23–25

While recent research has proposed the use of Ising model with covariates to compare group differences of 
networks,19–21 a comprehensive evaluation of this model in estimating personal symptom networks by considering 
a broader spectrum of individual factors, requires extensive simulation experiments. Hence, the first objective of this 
study is to assess the robustness and stability of the Ising model with covariates in constructing personal symptom 
network through simulations. The second objective was to use the real-world data to estimate the personal symptom 
network for adult survivors of childhood cancer from the St. Jude Lifetime Cohort Study (SJLIFE).2 We aimed to 
construct the network on patients’ baseline symptoms across 10 domains (cardiac symptoms, pulmonary symptoms, 
sensation abnormality, nausea, movement problems, pain, memory problems, fatigue, anxiety, and depression). By 
incorporating individual characteristics such as age, sex, race/ethnicity, attained education, personal income, and marital 
status, as well as treatment data (ie, ever received chemotherapy or radiation), we utilized the Ising model to estimate the 
covariate-related pairwise associations between symptoms. The Ising model26–28 was chosen for network estimation 
because we focused on the presence of symptoms (binary indicators) rather than the severity of symptoms (continuous 
indicators). After network estimation, the accuracy and stability of the personal symptom network was evaluated using 
bootstrap testing.29 Information derived from individualized network modeling will facilitate identifying the individual 
characteristics that influence associations between symptoms and central symptoms that played a role in triggering the 
overall network structure among adult survivors of childhood cancer.

The remainder of the paper is organized as follows: The Methods section outlines the basics of network estimation, 
introduces the previously proposed Ising model with covariates, and describes the bootstrap testing procedures used to 
assess the accuracy and stability of the estimated network. In the Results section, we evaluate the Ising model with 
covariates through extensive simulations and present the estimated personal symptom network for adult survivors of 
childhood cancer from SJLIFE. Discussion and concluding remarks are provided in their respective sections. Details of 
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the algorithm of the Ising model with covariates, details of the bootstrap testing procedure, and additional simulation and 
real-world data analysis results are included in the Supplementary Materials.

Methods
Symptom Network Estimation
Network analysis is a graph theory-based technique used to study associations between objects.30,31 A network contains two 
fundamental components: nodes and edges. In this work, nodes are binary symptoms, denoted by Y ¼ Y1; Y2; . . . ; Yp

� �
with 

Y 2 Y ¼ 0; 1f g. Edges are associations between two symptoms. Two symptoms are conditionally independent of each other 
if there is no edge between them; otherwise, they are conditionally dependent. The weight of an edge represents the strength 
of conditional dependency between symptoms. The structure of a network encodes certain conditional independence 
assumptions among symptoms. The aim of network analysis is to estimate the underlying graph from n independent and 
identically distributed samples yi ¼ yi1; yi2; . . . ; yip

� �
; i ¼ 1; . . . ; n.

Ising model is commonly used to construct networks for binary data. Previous studies26,27,32–34 have demonstrated that 
estimation of a network using the Ising model can be achieved through a total of p logistic regressions, each taking one 
symptom as the outcome and the other symptoms as covariates. Denoting μ ¼ μ1; . . . ; μp

� �
as the intercepts and 

Σ ¼ σjj0
� �

; j; j0 ¼ 1; . . . ; p; j�j0 as the coefficients in the logistic regressions, the full log-likelihood of the Ising model is,

where μj represents the threshold of symptom yj (ie, the probability of yj taking value 1) and σjj0 represents the pairwise 
association (ie, the conditional dependence) between symptoms yj and yj0 . If σjj0 ¼ 0′, yj and yj0 are independent of each 
other given all the other variables; otherwise, yj and yj0 are conditionally dependent. To further balance the complexity of 
the network with the information available from the data, Lasso35 is applied to impose a l1-penalty on the parameters. 
Then the optimization problem for each logistic regression becomes

where σ jð Þ
j denote the column j of matrix Σ. This effectively shrinks negligible effects to zero and creates a sparse 

network. Different tuning parameters ρ will result in different structures estimated by Lasso. The eLasso procedure 
selects the optimal structure according to the minimization of an extended Bayesian information criterion (eBIC),26,36,37

where Jj j is the number of connected nodes selected by Lasso at a specific ρ and η is the hyperparameter of eBIC.

Personal Symptom Network Estimation
In this study, the personal symptom network was constructed using the Ising model with covariates.19–21 With the 
personal symptom network, we can identify personal factors that significantly influence the association between certain 
symptoms. Incorporating individual characteristics into the Ising model is achieved by expanding μ and Σ.19 Denote 
X ¼ X1; . . . ;Xdð Þ 2 R d as a d-dimensional vector of individual features. The Ising model with covariates includes 
a linear sum of X into the thresholds and association parameters, making the log-likelihood as

The threshold for yj becomes μj þ∑d
l¼1αjlxl and the pairwise association between yj and yj0 becomes σjj0 þ∑d

l¼1γjj0lxl, 
both of which include a linear sum of xl, making the thresholds and pairwise associations dependent on individual 
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characteristics. Such expansion actually adds the major effects of x (ie, ∑d
l¼1αjlxl) and interaction terms of xy 

(ie, ∑d
l¼1γjj0lxlyj0) into logistic regression. Estimation of parameters μ;Σ; α and γ can be made based on this extended 

logistic regression model. Parameter μj is the threshold of yj when all xl ¼ 0, and parameter αjl is the difference of the 
threshold of yj when xl changes from 0 to 1 adjusting for all the other covariates. Based on αjl, we can evaluate the 
influence of xl on the threshold of yj. Similarly, parameter σjj0 is the strength of pairwise association between yj and yj0

when all xl ¼ 0, and parameter γjj0l is the difference of the strength of pairwise association between yj and yj0 when xl 

changes from 0 to 1 adjusting for all the other covariates. Based on γjj0l we can examine the effect of xl on the conditional 

dependency between yj and yj0 . With the estimates μ̂; Σ̂; α̂ and γ̂, we can construct personal symptom networks. Pseudo- 
codes for estimating personal symptom networks are provided in Supplementary Algorithm 1.

Evaluation of Network Accuracy
After personal symptom network estimation, we evaluated the accuracy and stability of the constructed network based on 
bootstrap testing following Epskamp et al29 using data splitting inference.38 Specifically, we randomly split the dataset into 
two parts, using one portion for network estimation (ie, model selection) and the other for bootstrap based on the selected 
model. The bootstrap routines include 1) assessing the accuracy of the estimated coefficients, 2) investigating the stability of 
node centralities, and 3) testing differences between the estimated coefficients or centralities. A detailed description of the 
bootstrap testing procedure is provided in the Supplementary Subsection: Evaluation of network accuracy.

Real-World Data Analysis
We applied the Ising model with covariates to analyze symptom data from adult survivors of childhood cancer who 
participated in the SJLIFE study. SJLIFE is a retrospective cohort study with prospective clinical follow-up and ongoing 
accrual, initiated in 2007, to characterize the etiology and late effects for childhood cancer survivors.39 Eligible 
individuals were diagnosed and treated for pediatric cancer at St. Jude Children’s Research Hospital (SJCRH) between 
1962 and 2012 and survived 5 or more years after diagnosis. Cohort participation involved a comprehensive clinical, 
survey, and laboratory assessment at SJCRH after study enrollment. This study was conducted in accordance with the 
ethical principles outlined in the Declaration of Helsinki. All procedures involving human participants were performed 
with the approval by the SJCRH’s Institutional Review Board and informed consent was obtained from all participants.

In this work, we focused on a random sample of 2,000 adult childhood cancer survivors who participated in the SJLIFE 
study between 2007 and 2020 and completed a survey consisting of current symptom prevalence and individual socio- 
demographic characteristics at the cohort baseline. Treatment data, including any chemo or radiation therapy, were obtained 
from the medical records. As of 2020, SJLIFE has enrolled over 6,000 active participants.39 Each subject self-reported the 
current presence of symptoms using a 37-item survey, which was further classified into 10 clinically meaningful domains: 
cardiac symptoms, pulmonary symptoms, sensation abnormality, nausea, movement problems, pain, memory problems, 
fatigue, anxiety, and depression.2 Symptom domains were considered present if any symptom in the overall domain was 
endorsed (coded = 1); otherwise, it was considered absent (coded = 0). Six sociodemographic factors, including age at 
survey (years), sex (male; female), race/ethnicity (non-Hispanic White; other), attained education (below college/post- 
graduate level; other), personal income (<$20,000; ≥$20,000), and marital status (yes; no), as well as two treatment 
variables, including ever received chemotherapy (no; yes) and radiation (no; yes), were considered to estimate the 
covariate-related pairwise associations between symptoms. All individual characteristics were coded as binary variables, 
except for age at survey, which was a numeric variable scaled to mean of 0 and standard deviation (SD) of 1. The exclusion 
criterion was the missing of data for any symptom domain or covariates. After excluding survivors with missing 
information, the analysis included 1,708 survivors. We applied the Ising model with covariates to estimate the personal 
symptom networks by setting the tuning parameter of eLasso as η ¼ 0:25. To gauge network accuracy, we conducted data 
splitting inference. Recognizing the instability of a single replication, we repeated the process 100 times. Logistic 
regression coefficients were then averaged across these replications to summarize symptom domain associations. 
Empirical coefficient distributions were derived from bootstrap values spanning the 100 replications.
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Results
Simulation Results
We conducted extensive simulations to comprehensively evaluate the performance of the Ising model with covariates in 
estimating personal symptom networks. Additional simulation results are included in the Supplementary Subsection: 
Additional simulations and Supplementary Table 1. Functions for pseudo-network generation, estimation, and inference 
are available on GitHub at https://github.com/SamiraDesh/IndivNA.git.

In the first simulation, we examined whether the Ising model with covariates could correctly identify the true edges in 
the simulated personal symptom network. We simulated networks of 10 nodes Y ¼ Y1; . . . ; Y10ð Þ 2 0; 1f g

10. The 
structure of the adjacent matrix Σ was generated using the Watts-Strogatz model29,40 with the number of neighbors set 
as 2 and the rewiring probability θ ¼ 0:3, which resulted in a small-world network that mimicked the networks observed 
in real practice. To make the network structure personalized, we assumed that some of the pairwise associations in Σ 
were determined by individual characteristics. We generated a total of five covariates X ¼ X1; . . . ;X5ð Þ, where 
Xl,Bernoulli 0:5ð Þ; l ¼ 1 . . . ; 5. Five random edges in Σ were selected to involve the effects of X , with the associations 
determined by γjj0lXl ¼ 2Xl; l ¼ 1; . . . ; 5. The other associations in Σ were set as σjj0 ¼ 1. Thresholds were set as μj ¼ � 2 
and αl ¼ 0. We varied the sample size as n ¼ 500; 1000; 2500; 4000; 5000f g. The tuning parameter in eBIC was set as 
η ¼ 0:25; 0:5; 1:0. Personal symptom networks were estimated using the Ising model with covariates on the simulated 
datasets. Summary statistics of the estimation results were drawn from 200 replicates. Simulation results of the true 
positive rate (TPR), false positive rate (FPR), and Matthew’s correlation coefficient (MCC)10 in detecting the major and 
covariate-related pairwise association between nodes are summarized in Figure 1. Results showed that the TPR and MCC 
were high and increased with increasing sample size, while the FPR remained low and stable. The larger the value of the 
eBIC parameter η, the more conservative the result will be, with decreased TPR and MCC values.

In the second simulation, we assessed centrality accuracy by correlating centralities obtained from the original 
inference dataset’s network with those derived from case-dropping bootstrap. We simulated the personal symptom 
network using the same settings as in simulation one. Because data splitting inference was applied for bootstrap, we 
increased the sample size to n ¼ 1000; 2000; 5000; 8000; 10000f g, splitting the sample in half for network estimation and 
bootstrap testing. Centralities of nodes in these simulated personal symptom networks were stable, since the individual 
variations in edge connections and node positions resulted in unique centrality calculations for each node, as the pairwise 
associations between nodes were affected by individual characteristics and the Watts-Strogatz model’s rewiring prob-
ability θ ¼ 0:3. In contrast, we also simulated some symptom networks with unstable centralities by making all pairwise 
associations equal to 1 without considering individual effects and setting θ ¼ 0, which would result in chain graphs 
where all centralities were equal for different nodes.29,40 The influence of stable and unstable network structures on the 
correlation of centralities during case-dropping bootstrap can be found in the Supplementary Materials. All these 
networks were constructed with parameter η ¼ 0:25. We calculated the Spearman’s rank correlations for centralities by 
bootstrapping 500 times along with different sampling proportions Δ = {0.9,0.8,0.7,0.6,0.5} and summarized the values 

Figure 1 Identification of coefficients in the simulated personal symptom networks. 
Abbreviations: TPR, true positive rate; FPR, false positive rate; MCC, Matthew’s correlation coefficient.
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based on 200 replicates. Figure 2 shows that, as expected, the correlations of centralities decrease with larger proportion 
of case-dropping. However, the correlations for strength, betweenness, and closeness remained high even with 50% 
dropping of samples for those networks with stable centralities (upper panel of Figure 2). In contrast, the correlations 
were small (below 0.20) for those networks whose centralities were not stable (lower panel of Figure 2), even if we only 
dropped 10% of the data. This suggests that the correlation of centralities in case-dropping bootstrap can reliably assess 
the accuracy of centrality indices in an estimated network.

In the third simulation, we tested differences between the estimated coefficients or centralities in the constructed 
personal symptom network with unstable centralities. The same settings as above were used to generate these networks. 
Since the rewiring probability θ ¼ 0 and all the pairwise associations equaled to 1, no coefficient or centrality should be 
significantly different from one another. A total of 500 bootstrap tests were performed to create the empirical distribution 
of the estimated coefficients and centralities. To test whether two coefficients or centralities were significantly different 
from each other, the empirical distribution of their differences were generated. A test was performed by checking whether 
zero laid in the 95% confidence interval (CI) of the empirical distribution of the differences. Summaries of the type 
I errors in testing the coefficients and centralities are illustrated in Figure 3. Results indicate that, with a sample size of 
5000, testing coefficients can be controlled at the desired 0.05 level for type I errors. Centralities consistently maintain 
a controlled 0.05 type I error across varied sample sizes. Notably, the η parameter has minimal impact on type I error 
control.

In addition to our main findings, we performed extra simulation experiments to evaluate our method’s performance in 
estimating personal symptom networks across different scenarios. The Supplementary Subsection: Additional simulations 
display these results, which affirm the method’s robustness. It consistently delivered high TPR and MCC, effectively 
managing the FPR, except for scenarios with extreme covariate distributions, where performance slightly decreased.

Figure 2 Correlation of centrality metrics (strength, betweenness, and closeness) between the original sample and subsets with different case-dropping proportions. The 
definition of the stable and unstable network structure can be found in the Supplementary Materials.
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Results of the Real-World Data Analysis
Table 1 presents the sociodemographic factors, cancer diagnoses, treatments, and prevalence of 10 symptom domains 
among the 1,708 adult survivors of childhood cancer included in the analysis. The survivors had a mean age of 30.9 
(standard deviation (SD) 8.6) years at the time of the survey evaluation. The majority were male (52.6%) and non- 
Hispanic White (79.6%). Most survivors had an educational level below college/post-graduate (65.7%) and earned less 
than $20,000 annually (56.7%). Over half of the survivors were ever-married or had lived as married at the baseline 
SJLIFE visit. The two major cancer diagnoses were leukemia (35.2%) and solid tumors (31.7%), and most survivors had 
received chemo (84.5%) and/or radiation therapy (56.3%). The percentages of survivors experiencing the 10 symptom 

Figure 3 Type I error of testing the differences of edges and centralities for the estimated personal symptom networks.

Table 1 Sociodemographic Characteristics, Cancer Diagnoses, 
Treatments, and the Presence of 10 Symptom Domains Among 1,708 
Adult Survivors of Childhood Cancer Participating in the SJLIFE Study 
Between 2007 and 2020. Mean (Standard Deviation (SD)) Was Reported 
for the Numeric Variable and Number (%) Was Reported for Categorical 
Variables

Variable Value

Individual characteristics

Age at survey (years) 30.9 (8.6)

Sex Male 898 (52.6%)

Female 810 (47.4%)

Race/ethnicity Non-Hispanic White 1360 (79.6%)

Other 348 (20.4%)

Attained education Below college/post-graduate level 1123 (65.7%)

Above college/post-graduate level 585 (34.3%)

Personal income < $20,000 969 (56.7%)

≥ $20,000 739 (43.3%)

Marital status Ever married or lived as married 993 (58.1%)

Never married or lived as married 715 (41.9%)

(Continued)
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domains ranged from 64.6% to 89.7%, with sensation abnormality being the least prevalent and pulmonary symptoms 
being the most prevalent, respectively. The associations between cancer diagnosis and the experiences of symptom 
domains were evaluated and reported in Supplementary Table 2.

The Ising model for personal symptom network estimation included all individual characteristics and treatment variables. 
Cancer diagnosis was not included because cancer treatment rather than cancer diagnosis has a more direct influence on late 
effects, including symptom burden, among childhood cancer survivors.2,3 Figure 4 lists the identified associations between 
symptom domains and their average point estimates with 95% confidence intervals (CIs). The strongest associations were 
identified between symptoms independent of individual characteristics (eg, between anxiety and depression (2.20 95% CI 1.74– 
2.70)). The highest mean edge weight in the covariate-related associations was observed between movement and memory 
problems, influenced by radiation therapy (0.76, 95% CI 0–1.83), with survivors who ever received radiation therapy showing 

Table 1 (Continued). 

Variable Value

Cancer diagnosis and treatments

Cancer diagnosis Leukemia 602 (35.2%)

Lymphoma 328 (19.2%)

Central nervous system (CNS) tumor 222 (13.0%)
Solid tumor 541 (31.7%)

Non-malignancy and histiocytosis 15 (0.9%)

Chemotherapy No 264 (15.5%)

Yes 1444 (84.5%)

Radiation No 747 (43.7%)

Yes 961 (56.3%)

Symptoms

Cardiac symptoms Yes 249 (14.6%)

No 1459 (85.4%)

Pulmonary symptoms Yes 176 (10.3%)

No 1532 (89.7%)

Sensation abnormality Yes 604 (35.4%)

No 1104 (64.6%)

Nausea Yes 257 (15.0%)

No 1451 (85.0%)

Movement problems Yes 291 (17.0%)

No 1417 (83.0%)

Pain Yes 449 (26.3%)

No 1259 (73.7%)

Memory problems Yes 470 (27.5%)

No 1238 (72.5%)

Fatigue Yes 313 (18.3%)

No 1395 (81.7%)

Anxiety Yes 528 (30.9%)

No 1180 (69.1%)

Depression Yes 510 (29.9%)

No 1198 (70.1%)
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a stronger association. Although the 95% CI includes zero, the association is still considered significant because Lasso was used 
for variable selection in the personal network estimation.29 Chemotherapy influenced the association between nausea and pain 
(0.36 95% CI 0–1.30), with survivors who ever received chemotherapy showing a stronger association. Sex influenced 
associations like pain with anxiety (0.33 95% CI 0–1.21) and cardiac symptoms with pain (0.06 95% CI 0–0.84), with female 
survivors showing a stronger association compared to male survivors. Age in the survey affected associations like cardiac 
symptoms with fatigue (0.02 95% CI 0–0.37), with older age indicating stronger associations. Other covariate-related associations 
were identified, including pain and fatigue affected by race/ethnicity (0.02 95% CI 0–0.42) and pain and anxiety affected by 
education (0.02 95% CI 0–0.36). Racial/ethnic minority and education above college/post-graduate level showed stronger 
associations. Marital status influenced the association between movement and memory problems (0.01 95% CI 0–0.12), with 
survivors who were never-married or lived as married indicating a stronger association. Personal income did not significantly 
influence the personal symptom network structure.

Symptom networks for individual cancer survivors were constructed based on the identified associations between symptom 
domains and personal characteristics. Figure 5 depicts the networks for two representative survivors: the first survivor (labeled 
as “a”) characterized as non-Hispanic White, male, 30.9 years of age (overall mean age) at survey with below college/post- 
graduate education, ever-married or lived as married, and never received chemotherapy and/or radiation, and a second survivor 
(labeled as “b”) characterized as a racial/ethnic minority, female, 39.5 years of age (one SD above the mean) at survey with above 
college/post-graduate education, never-married or lived as married, and received chemotherapy and/or radiation. Figure 5 displays 
the individualized symptom profile and suggests that survivor “a”, who had less vulnerable sociodemographic and clinical factors, 
experienced less complex interconnected symptoms compared to survivor “b”, who had more vulnerable sociodemographic and 
clinical factors. For survivor “b”, older age had stronger associations between cardiac symptoms and fatigue compared to younger 

Figure 4 The identified pairwise associations between symptoms of the personal symptom network estimated based on the adult survivors of childhood cancer from SJLIFE. 
The edge name “Y1-Y2” represents the identified association between symptoms Y1 and Y2 independent of individual characteristics, and the edge name “Y1-Y2:X” 
represents the identified association between symptoms Y1 and Y2 influenced by individual characteristic X. The black dots represent the average point estimates, and the 
lines represent the corresponding 95% CIs.
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age. The female sex exhibited stronger associations between cardiac symptoms and pain, as well as between pain and anxiety 
compared to the male sex. Racial/ethnic minorities presented greater associations between pain and fatigue, compared to non- 
Hispanic White. Survivors with above a college education had inflated associations between pain and anxiety compared to below 
college/post-graduate education. The status of never-married or lived as married had a stronger association between movement 
and memory problems compared to ever-married or lived as married. Additionally, ever receiving chemotherapy and/or radiation 
had stronger associations between pain and nausea, and between movement and memory problems, respectively.

Centralities, including strength, betweenness, and closeness, were calculated for nodes in the personal symptom networks 
of the two representative survivors (Figure 6). The female survivor exhibited higher strength, betweenness, and closeness for 
all symptom domains, except for the lower betweenness for fatigue. Case-dropping bootstrap was used to assess centrality 
stability, and Figure 7 illustrates high correlations of centralities even with a 50% random data drop, indicating stable 
centralities in the estimated personal symptom networks. Finally, we assessed significant differences in associations and 

Figure 5 The estimated personal symptom network for two individual cancer survivors: (a) a White non-Hispanic male, aged 30.9 years (overall mean age) at the survey 
with below college/post-graduate education, ever married or lived as married, and never received chemotherapy and/or radiation, and (b) a racial/ethnic minority female, 
aged 39.5 years (one SD above the mean) at the survey with above college/post-graduate education, never married or lived as married, and received chemotherapy and 
radiation. Edges pointed to by arrows with covariates indicate the influence of covariates on the pairwise associations between symptoms.

Figure 6 Values of centrality indices (strength, betweenness, and closeness) in the representative personal symptom network for person 1: a White non-Hispanic male, aged 
30.9 years at the survey with below college/post-graduate education, ever married or lived as married, and never received chemotherapy and/or radiation, and person 2: 
a racial/ethnic minority female, aged 39.5 years at survey with above college/post-graduate education, never married or lived as married, and received chemotherapy and 
radiation.
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centralities using tests based on empirical distributions derived from bootstrap (Supplementary Figures 1 and 2). Results 
indicate significant differences between specific associations (eg, anxiety-depression vs cardiac symptoms-pulmonary 
symptoms) and centralities (eg, strength of pain vs anxiety).

Discussion
In this study, we estimated the influence of individual characteristics on associations among multiple symptoms for adult 
survivors of childhood cancer and evaluated the performance of the Ising model with covariates to construct personal networks of 
binary symptom data. Simulation experiments confirmed the model’s accuracy and stability in estimating personal symptom 
networks. Application of the Ising model with covariates to the empirical symptom data revealed age, sex, race/ethnicity, 
education, marital status, and treatments (any chemo and radiation therapy) as significant factors shaping symptom associations 
among childhood cancer survivors. Notably, when incorporating covariates into the Ising model, we excluded time from cancer 
diagnosis for two main reasons. Firstly, this variable was highly correlated with age at the survey. Considering model parsimony, 
we only included age at the survey and opted not to include both time from cancer diagnosis and age at diagnosis as covariates in 
the model. Secondly, compared to time from cancer diagnosis, treatment variables indeed played a more important role in 
influencing the structure of symptom networks for adult survivors of childhood cancer.2 Therefore, we prioritized the inclusion of 
treatment (any chemo and radiation therapy) as a covariate in our network estimation model.

Leveraging the constructed personal symptom network, future approaches to symptom management may adopt a dual 
focus. This entails targeting interventions towards either the individual characteristics or the central symptoms identified 
within the network. For example, given that sex was identified to play an important role in influencing associations 
between pain and anxiety, and between cardiac symptoms and pain, future research may consider gender difference in 
symptom perception or experience into the interventional design for effectively addressing these symptom experiences. 
Similarly, attention should be directed towards older adult survivors of childhood cancer when delivering interventions 
for managing fatigue and cardiac symptoms. One interesting finding of our study was the significant impact of education 
on the association between pain and anxiety. This underscores the importance of providing lay-person/low-literacy 
educational materials for childhood cancer survivors to better manage the experiences of pain and anxiety.

As mentioned in the “Evaluation of network accuracy and stability” section in the Supplementary Materials, data splitting 
inference was employed in this work to assess the accuracy and stability of the estimated personal symptom networks. This 

Figure 7 Correlations of centrality metrics in case-dropping bootstrap testing for the personal symptom network estimated based on the adult survivors of childhood 
cancer from SJLIFE.
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approach eliminates bias in coefficient estimation caused by the shrinkage effect of Lasso and solves the problem of divergent 
model selection that arises from performing Lasso on multiple bootstrapped datasets. Simulation results illustrated that data 
splitting inference can generate valid empirical distributions of the estimated coefficients in the network and control type I error 
rates of edge and centrality testing at the desired level. Previous research26 has demonstrated that eBIC generates consistent model 
selection results and performs best with η ¼ 0:25 for the Ising model. It was shown in our simulation that larger η values resulted 
in more conservative edge identification. Based on the simulation results, we also suggest researchers set η ¼ 0:25 in personal 
symptom network modeling.

Major limitations of this work include the inclusion of all binary symptom data and the use of a cross-sectional design to 
estimate personal symptom networks. Our approach merely captures the presence of symptom attribute rather than the severity or 
interference attribute of symptoms that are often in a continuous or ordinal in nature. Additionally, the symptom burden of 
individuals with cancer may change over time, given the progression of late effects post-cancer therapy or the aging process. One 
future direction of this research is to extend the current model to estimate personal symptom networks from continuous or ordinal 
symptom data and to build temporal networks to study the dynamic changes of network structures over time, which may deepen 
our understanding of the symptom network dynamics, facilitate identification of symptom etiology, and design of personalized 
interventions to improve symptom management.

Conclusion
By applying simulation methods to evaluate the Ising model with covariates for estimating personal symptom networks 
and employing the real-world data from childhood cancer survivors to assess these networks across 10 symptom 
domains, we reveal that individual differences have a substantial impact on the manifestation of a variety of symptoms 
observed within the networks. Our findings shed light on the complex relationships between various symptoms that 
individual cancer survivors face, offering insights with significant implications for clinical practice. By identifying 
central symptoms within these networks, our research offers valuable insights for further identifying the biological 
mechanisms and targeted interventions to improve symptom management among childhood cancer survivors.

Abbreviation
CI, confidence interval; eBIC, extended Bayesian information criterion; FPR, false positive rate; MCC, Matthew’s 
correlation coefficient; SJLIFE, St. Jude Lifetime Cohort Study; TPR, true positive rate; SD, standard deviation.
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